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Abstract: The embodiments provide methods for use in designing and/or manufacturing optical systems. Some embodiments further provide for the optical systems generated utilizing the methods for use in designing and/or manufacturing. In some embodiments, a method simultaneously generates first and second sets of span points \((S_1, S_2)\) defining first and second surfaces \((C_1, C_2)\), respectively, where sets of span points are interdependent. The method curve fits through the first and second sets of span points defining initial first and second spines \((C_{1a}, C_{2a})\), smooths the curve fittings such that tangent vectors are perpendicular to normal vectors \((N)\), and defines patches \((\Sigma_{a})\) of the first and second surfaces relative to the first and second spines. Some embodiments simultaneously generate the first and second sets of span points by alternatively determining the points of the sets based on propagation of input wavefronts \((W_i)\) and associated output wavefronts \((W_o)\) relative to previously determined points.
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PRIORITY CLAIM

This application claims the benefit of U.S. Provisional
Application No. 60/490,769, filed July 28, 2003, and U.S. Non-
 Provisional Application filed July 28, 2004, entitled: THREE-
DIMENSIONAL SIMULTANEOUS MULTIPLE-SURFACE METHOD AND FREE-FORM
ILLUMINATION-OPTICS DESIGNED THEREFROM.

BACKGROUND OF THE INVENTION

The field of endeavor of the present embodiments is
generally illumination optics, and more specifically the design
of lenses and other luminaires that are generally not
rotationally symmetric.

Some optical problems are stated in two-dimensional
(2D) geometry and solved with particular line profiles by which
solution-surfaces can be generated by means of a circular or
linear sweep. Deviations from circular symmetry are generally
treated as troublesome aberrations, as for example astigmatism
of a tilted input wavefront.

Optical free-form surfaces are figures of burgeoning
interest, because of both theoretical advances in their
mathematical description and technological advances in their
cost-effective manufacture. With the advent of injection
molding of plastic optics, mass-replication of free-form
surfaces becomes possible. The development of electrical-
discharge machining (EDM) has provided means for fabricating
optical-quality freeform surfaces in the metal of the mold. EDM
in turn depends upon five-axis and six-axis machining to produce
the desired free-form surface as a carbon electrode of identical
dimensions as the part to be produced. This electrode is used to electrically burn into metal a concavity matching its own shape, thereby providing a mold cavity that imparts the desired shape to molten plastic. Beyond the replicative methods of injection molding, free-form surfaces can be produced directly in some optical materials, such as acrylic, with multi-axis machining techniques, albeit at greater per-part expense than injection molding and thus typically employed for prototypes.

Two important applications of free-form optical surfaces for illumination are conformal optics and asymmetric output. Conformal optics refers to systems with an arbitrary shape that is dictated by aerodynamics, hydrodynamics, and/or other such non-optical criteria, e.g. shapes that must conform to that of a vehicle’s exterior surface. Asymmetric output arises when a system’s illumination requirements are not rotationally symmetric, so that the traditional rotational symmetry of some illumination optics are generally inadequate. The additional degree of freedom of non-symmetry calls for an expanded, more general method of surface synthesis than the generation of a planar profile for sweeping into a surface.

SUMMARY OF THE INVENTION

The present embodiments advantageously address the needs above as well as other needs by providing methods of designing and/or manufacturing optical devices, and more specifically luminaires that impart a desired beam upon the luminous output of a compact wide-angle light source, particularly a light-emitting diode (LED).

In some embodiments, a method for use in generating an optical system is provided that simultaneously generates a first set and a second set of span points, where each point has an associated normal vector, such that the first and second sets of span points form interdependent first and second chains of
corresponding points, respectively; curve-fits through the first set of span points defining an initial first spine; curve-fits through the second set of span points defining an initial second spine; generating first and second sets of ribs extending from said first and second spines, respectively, such that tangent vectors of said ribs are perpendicular to said normal vectors of said spines; and defines patches of a first surface that is bounded by said first set of ribs of said first spine, and defining patches of a second surfaces that is bounded by said second set of ribs of said second spine.

Some embodiments additionally and/or alternatively provide methods of use in designing an optical system. These methods define first input and output wavefronts and a first optical path length between said first input and output wavefronts; define second input and output wavefronts and a second optical path length between said second input and output wavefronts; and define a deflection type of said first surface and a deflection type of said second surface.

In some embodiments, a method for use in generating an optical system is provided that simultaneously generates a first set and a second set of span points defining a first surface and second surface, respectively, such that the first and second set of span points are interdependent; curve fits through the first set of span points defining an initial first spine; curve fits through the second set of span points defining an initial second spine; smooths the first and second spines through the first and second set of span points such that tangent vectors are perpendicular to normal vectors of the first and second sets of span points; and defines patches of the first and second surfaces relative to smoothed first and second spines.

Some embodiments additionally and/or alternatively provide methods of use in designing an optical system. These methods define first input and output wavefronts and a first optical path length between the first input and output wavefronts; define second input and output wavefronts and a second optical path length between the second input and output wavefronts; and defines patches of the first and second surfaces relative to smoothed first and second spines.
wavefronts; define a nature of an optical first surface and a nature of an optical second surface; and calculate a seed rib on at least one of the first and second surfaces.

Alternative embodiments provide optical systems that include a first surface receiving at least a first optical input wavefront and a second optical input wavefront; and a second surface separated from the first surface and emitting at least a first optical output wavefront and a second optical output wavefront; wherein the first and second surfaces are respectively defined at least in part according to interdependent first and second sets of span points, and first and second surfaces are further defined according to patches dictated by the first and second sets of span points, respectively.

15 **BRIEF DESCRIPTION OF THE DRAWINGS**

The above and other aspects, features and advantages of the present embodiments will be more apparent from the following more particular description thereof, presented in conjunction with the following drawings wherein:

Figure 1 depicts a far-field intensity pattern constituted by infinitesimal source-images from exit-aperture pinholes.

Figure 2 shows uncontrolled source-images typically resulting from conventional beam-formers.

Figure 3 shows source-images controlled according to present embodiments.

Figure 4 shows an exemplary far-field pattern of a preferred embodiment, an automotive headlamp.

Figure 5 shows a succession of propagating wavefronts, refracting through a planar interface.

Figure 6 shows a Cartesian-oval reflector.

Figure 7 depicts a step in an SMS-3D method according to some embodiments, whereby an initial edge-point on an outer
surface generates a corresponding initial edge-point on an inner surface.

Figure 8 shows initial steps of an initial alternating cycle chain of a full SMS chain.

Figure 9 shows a full SMS chain.

Figure 10 shows space curves fit to the SMS chain.

Figure 11 shows the generation of seed ribs.

Figure 12 shows the seed ribs with normal vectors.

Figure 13 shows the generation of seed patches between the seed ribs.

Figure 14 shows the parameterization of the seed patches.

Figure 15 shows the smoothing of a seed patch.

Figure 16 shows the input data for an XX reflector.

Figure 17 shows an initial candidate for the XX reflector.

Figure 18 shows the completed XX reflector.

Figure 19 shows the edge of an SMS lens.

Figure 20 shows a seed rib next to an edge.

Figure 21 shows input data and possible seed ribs for an RR lens.

Figure 22 shows a transverse RR lens.

Figure 23 shows two cross-sectional views of the transverse RR lens.

Figure 24 shows the facial contours of the two faces of the transverse RR lens.

Figure 25 shows the seed ribs of the two faces of the transverse RR lens.

Figure 26 shows perspective views of the seed ribs and spines of the transverse RR lens.

Figure 27 the longitudinal RR lens.
Figure 28 is a cross-section of the longitudinal RR lens.

Figure 29 shows the facial contours of the longitudinal RR lens.

Figure 30 is a cross-section of an RXI lens.

Figure 31 shows the initial data for a free-form RXI lens.

Figure 32 shows the initial XX design steps for a free-form RXI lens.

Figure 33 shows the free-form RXI lens.

Figure 34 shows rays at an exit plane.

Figure 35 depicts the p, q plane of vectors.

Figure 36 shows a separable illumination prescription.

Figure 37a shows the interior of a unit sphere with an arc of direction vectors from its center.

Figure 37b is an exterior view of same, with unit-vector triads.

Figure 37c shows orthogonal ray-translation.

Figure 37d shows orthogonal triad-translation.

Figure 38 shows exit-plane flashing.

Figure 39 shows the emission pattern of a differential of exit-plane area.

Figure 40 shows input and output wavefronts.

Figure 41 shows four wavefronts from an LED chip.

Figure 42 shows the y-z plane of the separated-variable design process.

Figure 43 shows the effects of chip placement error.

Figure 44 shows the placement of the image of the edge of the LED chip.

Figure 45 shows the xz plane of the separated-variable design process.

Figure 46 shows the edge rays in the xz plane.
Figure 47 shows further edge rays in the xz plane.
Figure 48 is a front view of a free-form RXI lens for an LED automotive headlamp.
Figure 49A is a rear view of the half of the free-form RXI lens.
Figure 49B is an top view of same.
Figure 50A shows a similar free-form RXI lens.
Figure 50B is another view of same.
Figure 51A is a cutaway view of same.
Figure 51B is a close up of Fig. 51A.
Figure 52A is a side view of a free-form glass RXI lens for an incandescent automotive headlamp.
Figure 52B is a front view of the glass RXI lens.
Figure 52C is a perspective view of the glass RXI lens.
Figure 53A is an end view of another free-form lens.
Figure 53B is a side view of same.
Figure 53C is a perspective rear view of same.
Figure 54 depicts a simplified flow diagram of a process for implementing a cycle chain method in defining a plurality of span points for first and second surfaces.
Figure 55 depicts a flow diagram of a process that implements an algorithm for use in creating seed patches.
Figure 56 depicts a flow diagram of a process for designing an RXI lens according to some embodiments.

Corresponding reference characters indicate corresponding components throughout the several views of the drawings.

A better understanding of the features and advantages of the present invention will be obtained by reference to the following detailed description of the invention and accompanying drawings, which set forth illustrative embodiments in which the principles of the invention are utilized.
The following description of the presently contemplated best mode of practicing the invention is not to be taken in a limiting sense, but is made merely for the purpose of describing the general principles of the invention. The scope of the invention should be determined with reference to the claims.

DETAILED DESCRIPTION OF THE INVENTION

The optical design methods of the present embodiments are three-dimensional (3D) in both the posing of and the solution of geometrical-optical problems. Some embodiments provide three-dimensional simultaneous multiple surface (SMS-3D) methods for use in generating free-form surfaces in conjoint pairs, utilizing pre-specified pairs of input and output wavefronts. These conjoint sets of three-dimensional shapes are in general not rotationally symmetric, and typically cannot be reduced to two-dimensional profiles, hence their being named three-dimensional.

The three dimensional simultaneous multiple surface method, hereinafter designated SMS-3D, is shown below as useful for the design of lens and mirror shapes for many applications and implementations, such as advanced vehicular illumination systems and other systems and application. The present embodiments provide systems that can combine large sales volume with challenging optical goals for LED light sources. The SMS-3D methods according to some embodiments are particularly apt at generating free-form optical surfaces that meet at least twin goals of power minimization and conformal optics. Power minimization dictates that luminaire output conforms closely to the device’s desired prescription. Such a prescription can combine legal test standards with manufacturer preferences, such as reduced glare.

The present embodiments further provide methods for use in generating free-form optical surfaces for illumination.
At least part of the design goals are specified, in some implementations, in terms of a pair of input wavefronts and a pair of output wavefronts into which they are to be transformed. In some embodiments, these methods generate two solution surfaces that carry out this transformation, in a multiple-step process of wavefront definition, SMS chain generation and smoothing, seed-rib generation, and seed-patch generation and smoothing. Also disclosed are preferred embodiments of such surfaces.

Embodiments are described below utilizing the following symbols:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_i$</td>
<td>Curve. Special types of curves that are the spines. These are smooth curves linking the points of a chain and consistent with the normals of the chain</td>
</tr>
<tr>
<td>$L$</td>
<td>Optical path length function of an orthotomic ray congruence</td>
</tr>
<tr>
<td>$N_j$</td>
<td>Unit vector normal to a given surface</td>
</tr>
<tr>
<td>$P_j$</td>
<td>Position vector giving the coordinates of a point</td>
</tr>
<tr>
<td>$(P_j, N_j)$</td>
<td>Link. It is formed by a point and a unit vector normal to the SMS surface</td>
</tr>
<tr>
<td>${(P_j, N_j)}$</td>
<td>Chain. Set of links generated from an initial link using the SMS method</td>
</tr>
<tr>
<td>$p$</td>
<td>$x$ component of the vector $v$</td>
</tr>
<tr>
<td>$q$</td>
<td>$y$ component of the vector $v$</td>
</tr>
<tr>
<td>$r$</td>
<td>$z$ component of the vector $v$</td>
</tr>
<tr>
<td>ray$_1$</td>
<td>Ray named 1</td>
</tr>
<tr>
<td>$R_0$</td>
<td>SMS seed rib.</td>
</tr>
<tr>
<td>$R_i$</td>
<td>SMS rib. It is formed by a curve and a set of unit vectors (one per point of the curve) which are normal to the SMS surface on which the rib is lying.</td>
</tr>
<tr>
<td>$S$</td>
<td>SMS surface formed by the SMS skinning of the ribs</td>
</tr>
<tr>
<td>$\Sigma_0$</td>
<td>SMS seed patch</td>
</tr>
<tr>
<td>$\Sigma_j$</td>
<td>SMS patch. It is a surface patch generated from the seed patch $\Sigma_0$ using the SMS method.</td>
</tr>
<tr>
<td>$t$</td>
<td>Unit vector tangent to a spine at some point</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Unit vector tangent to a rib at some point</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Unit vector tangent to a ray.</td>
</tr>
<tr>
<td>$W$</td>
<td>Surface defining a wavefront or set of rays normal to this surface</td>
</tr>
</tbody>
</table>
Some optical systems described herein are designated by a letter sequence in accordance with the types of deflection performed by each of the surfaces that light encounters in its passage into the system from the outside world: 'R' for refraction, 'X' for mirror-reflection, such as by a metallic coating, and 'I' for internal reflection. When light comes from an emitter and passes through the system to the outside world, the sequence of the designation is opposite to that of the light's direction. This is because this system began with solar concentrators, where light does come from outside. For the sake of generalized comparisons, the outside-to-inside order is kept even for systems comprising light sources. Thus a conventional lens with two refractive surfaces is 'RR' and a two-mirror system is 'XX', while 'RXI' denotes a preferred embodiment of some present implementations as disclosed herein.

The embodiments provide design methods for use in designing illumination optics. These design methods additionally optimize designs of lenses and other luminaires that generally are not rotationally symmetric, which is an under-developed category of optical design. This is because of the much greater degree of design freedom and information content when compared to conventional two-dimensional (2D) designs, as measured by the greater number of rays to be controlled by the design. In some implementations, the present embodiments provide methods for use in numerically specifying optical surfaces that are precise and preferably exact mathematical solutions transforming two specific input wavefronts into a corresponding pair of specific output wavefronts.

An imaging design strives for the perfect imaging of all the points of the object plane into the corresponding points
of the image plane. This condition typically cannot be completely achieved.

In non-imaging optics, there are problems that cannot be solved with optical devices having linear or rotational symmetry. For instance, linear symmetric concentrators typically cannot achieve isotropic illumination of a linear receiver surrounded by an optically dense medium (n>1) (as described at least generally in J.C. Míñano, "Application of the conservation of the étendue theorem for 2D-subdomains of the phase space in nonimaging optics". Appl. Opt. 23, pp. 2021-2025, (1984)), and rotational concentrators typically cannot achieve maximum concentration on a spherical receiver (as described by H. Ries, N.E. Shatz, J.C. Bortz, "Consequences of skewness conservation for rotationally symmetric nonimaging devices", Nonimaging Optics: Maximum Efficiency Light Transfer IV, Roland Winston, Ed., Proc. SPIE Vol. 3139, pp. 47-58, (1997)). In these cases, even if the selection of control rays in the 2D design were perfect, it is not possible to solve the problem by generating a rotational or linear device from a 2D design. Designing in 3D is more difficult than in 2D, due to the greater number of rays to be controlled. The edges rays in a 2D nonimaging-optics problem constitute a 1-parameter family of rays. In 3D, however, the edge rays are 3-parameter (as described by J.C. Míñano, "Design of three-dimensional nonimaging concentrators with inhomogeneous media", J. Opt. Soc. Am. A 3(9), pp. 1345-1353, (1986)), because their dimensionality increases by one in both spatial and angular coordinates.

There are two main groups of design problems in Nonimaging Optics. Although both groups have been usually treated separately in the nonimaging literature, photovoltaic concentrators constitute an example of a nonimaging design that belongs to both groups.
a) In the first group of design problems, which hereinafter are referred to as "bundle-coupling", the design problem consists in coupling two ray bundles $M_i$ and $M_o$, called the input and the output bundles. In general these bundles are 4-parameter bundles. The objective of the design process is an optical device that couples the two bundles, i.e., making $M_i=M_o$. This means that any ray entering into the optical device as a ray of $M_i$ exits it as a ray of $M_o$, and vice versa, both bundles are formed by the same rays, i.e., they are the same bundle $M_c$: $M_c$ is in general $M_c = M_i \cap M_o$. A common case occurs when $M_o$ is formed by all the rays intercepting a given surface (called the receiver). This design problem is stated, for instance, in solar thermal concentration or in point-to-point wireless infrared data-links (for both emitter and receiver sets).

Previous 3D design methods were developed in the past to solve the bundle-coupling problem in 3D geometry. This is the case of the Poisson bracket method (further described for example by J.C. Miñano, "Design of three-dimensional nonimaging concentrators with inhomogeneous media", J. Opt. Soc. Am. A 3(9), pp. 1345-1353, (1986)) and the Flow-Line method (described more fully by R. Winston, W.T. Welford, "Geometrical vector flux and some new nonimaging concentrators", J. Opt. Soc. Am. 69(4), pp. 532-536, (1979), and M. Gutiérrez, J.C. Miñano, C. Vega, P. Benítez. "Application of Lorentz geometry to Nonimaging Optics: New 3D ideal concentrators", J. Opt. Soc. Am. A, 13, pp. 532-540, (1996)), which are both extensions of 2D methods. It is remarkable that one device obtained with the Poisson bracket method in 3D proved the existence of theoretically exact solutions for coupling a 3D bundle of constant acceptance angle $\alpha$ with the maximum concentration bundle ($\beta = 90^\circ$) on a flat
receiver of arbitrary contour. These methods, however, have yet to lead to practical devices: some of them require a medium with an inhomogeneous refractive index, and generally all of them use flow-line type metallic mirrors.

b) For the second group of design problems, called the “prescribed-irradiance” type, it is typically only specified that one bundle be included in the other, for example, $M_i$ in $M_o$ (so that $M_i$ and $M_o$ will coincide), with the additional condition that the bundle $M_o$ produces a particular prescribed irradiance distribution on one target surface at the output side. As $M_o$ is not fully specified, this problem is less restrictive than the bundle-coupling one. These designs are useful in, for example, automotive lighting, the light source being a light bulb or an LED and the target surface is the far-field, representing a prescribed intensity distribution. For wide-angle ceiling infrared (IR) receivers in indoor wireless communications, the receiver sensitivity is prescribed to compensate for the different link distances from multiple emitters on the desks (in this case, $M_o$ is included in $M_i$, and the irradiance distribution is prescribed at the input side, at the plane of the desks).

One design method to solve these problems consist in the 3D design of a single free-form refractive or reflective surface, to solve a prescribed-irradiance problem based on the approximation that the light source is small compared to the lens. Some examples of these single surface design methods are described in S.A. Kochengin, V.I. Oliker, O. von Tempski, “On the design of reflectors with prespecified distribution of virtual sources and intensities”, Inverse problems 14, pp.661-678, (1998); H. Ries, J.A. Muschaweck, “Tailoring freeform lenses for illuminations”, in Novel Optical Systems Design and

This strategy (referred to as point-to-point mapping in W.B. Elmer, The Optical Design of Reflectors, 2nd ed., Wiley, New York, 1980 (Chap. 4.4)) is generally well known for rotationally symmetric optics, where its solution simply involves the integration of a non-linear ordinary differential equation (for example, as described by R.K. Luneburg, Mathematical Theory of Optics (University of California, Berkeley and Los Angeles 1964)). For the more general 3D design of a single free-form surface, point-to-point mapping involves numerically solving a non-linear partial differential equation of the Monge-Ampere type.

With single surface methods, the control of the output bundle associated with a real finite-source is very limited, and insufficient for some applications. An example is low-beam headlight design for LEDs, in which the far-field intensity is prescribed. Also, as small as possible a luminaire aperture is desired. Current LED luminance levels have yet to attain those of incandescent sources. For example, the Luxeon III high-power LED currently available from the Lumileds Corporation attains the highest luminance commercially available, yet that level is four times lower than that of incandescent filaments. This lower luminance makes it necessary that the image of the source everywhere on the exit aperture be correspondingly larger in solid angle than the filament image of incandescent headlamps, if exit aperture area is not enlarged.

A more detailed examination of this quite practical LED-headlamp example begins with the abovementioned concept of the projection of source images into the far-field pattern, a
customary approach to headlamp design. FIG. 1 depicts the concept of a source-image. Source 10 projects edge rays 11 into optical system 12. Exemplary points or pinholes 13 and 14 define tiny differential areas on the exit aperture or surface of the optical system 12. Projected on screen 15 are the corresponding infinitesimal intensity distributions 16 and 17 from points 13 and 14, respectively.

The far-field intensity pattern is constituted as a superposition of these images, and the optical system's suitability is judged thereby. This definition of source image applies even when these infinitesimal intensity distributions typically have no literal resemblance to an actual view of the luminous source. FIG. 2A shows far-field angular space with vertical axis 21 and horizontal axis 22. Source-image 23 is centered on direction 24, which is generally the only controllable variable in a single-surface design. The actual shape of source-image 23 is uncontrolled. This is shown more concretely in FIG. 2B, depicting source-images 25 centered on controlled directions 26, which are the result of a free-form single-reflector luminaire. Source-images 25 can be seen to have varying orientations, an inevitable result of a single-surface design.

In contrast, the design methods disclosed according to present embodiments has a much more practical degree of control. FIG. 3A shows far-field vertical axis 31 and horizontal axis 32, with two controllable directions 33 and auxiliary controllable direction 34, defining source-image 35. FIG. 3B shows multiple source-images 36, having a controlled summation similar to the sum of uncontrolled images of FIG. 2B.

The three-dimensional simultaneous multiple surface (SMS-3D) methods according to present embodiments are procedures for designing two optical surfaces such that two given normal
congruencies $W_{i1}$, $W_{i2}$ are transformed (by a combination of refractions and/or reflections at these surfaces) into another two given normal congruencies $W_{a1}$ and $W_{a2}$.

Accordingly, it becomes possible to so tightly control the resultant superposition of source-images as to fulfill a well-defined prescription. FIG. 4 shows far-field intensity space 40 with vertical axis 41 and horizontal axis 42, both graduated in degrees. Intensity contours 43 are in accordance with scale 44.

Photometrically, far-field intensity is the product of emitter luminance and luminaire area. Thus to achieve a given intensity, the relatively lower luminance levels of LEDs typically necessitate relatively larger projected images of an LED source. This image-size factor is the result of fundamental limits of energy conservation, so that attempts to reduce image size generally result in a proportionate reduction in overall output flux, unless aperture size is increased instead.

Enlarging either aperture-size or source-image size, however, is often undesirable, for example, because the aperture size goal may have already been fixed by engineering, cost, and/or styling reasons. The alternative reduction of source-image size (which typically reduces overall output and luminous efficiency) is often undesirable because of the currently high per-lumen costs of high-power LEDs as compared to those of incandescent lamps. Thus a low-efficiency LED headlamp is not commercially feasible now.

When projected images are large, control of their shape and position becomes quite difficult, because small directional changes of these images can lead to dramatic changes in the overall intensity pattern, as shown in FIG 2. This control of image shape and position is achieved according to some embodiments by prescribing the exit trajectories of the rays
coming from the perimeters or corners of the source, such as an LED chip where the corners produce the chip’s edge rays. As FIG. 3 shows, the present SMS-3D methods achieve, and consequently also enable relative maximum reduction of exit aperture-size generally without efficiency losses. In contrast, other based on small-source approximation fail to control these images. For instance, the image size of a chip on the exit-aperture of a device designed in accordance with L.A. Cafarelli, V.I. Oliker, "Weak solutions of one inverse problem in geometrical optics", Preprint, (1994) referenced in L.A. Cafarelli, S.A. Kochengin, V.I. Oliker "On the numerical solution of the problem of reflector design with given far-field scattering data", Contemporary Mathematics, Vol.226(1999), 13-32, approximately achieves a desired solid angle but its shape is completely uncontrolled. When the small source approximation is applicable, this image distortion affects only a small set of far-field directions, but when a relatively large source image is implemented a large set of far-field directions are affected, so that far-field intensity goes out of control and the desired prescriptions are unsatisfied.

The SMS-3D methods conceptually begin according to some present embodiments with the idea that a causal series of time-successive optical wavefronts is a one-parameter family of surfaces, such that the parameter is a function of the time at which the propagating wavefront had the very shape given by that particular parameter value. That is, each distinct value of the parameter specifies a single two-dimensional surface extending laterally through three-dimensional space, with nearby parameter values specifying the time-successive surfaces that are adjacent in a direction generally orthogonal to the lay of the surfaces. A material example of such an extended surface is the curved roof of a domed stadium. A mathematical specification of its shape would be cast in parametric form so that a small change in
the parameter forms an imaginary surface just above it that is similar but not identical in shape.

A series of such mathematical shapes would depict the one-parameter family. Their succession is determined by Maxwell's equations of electromagnetic propagation. FIG. 5 shows a view of such a succession of concentric hemispherical wavefronts issuing from radiant point-source 50, emitting hemispherical wavefronts 51. A refracting surface 52 is also depicted in FIG. 5 establishing an interface between air below and a substance or medium above have a defined example, refractive index \( n \), for example, \( n=1.5 \). Refracted wavefronts 53, shown with a cutaway view for clarity, represent, for example, light refracting inside a denser medium above interface 52.

An inhomogeneous medium is one with spatially varying refractive index, which desirably is known at every point in order to more accurately calculate such a wavefront succession across space as that shown for the homogeneous case of FIG. 5. An everyday example of an inhomogeneous medium is air itself exemplified on a hot day, when looking at distant objects through a telescope and seeing the objects distorted by waves of differential temperature rising up from the hot ground.

With homogeneous media, however, the same functional formula generates each successive surface, save for the different values of the parameter. In describing the propagation of light, each such surface is a solution of the wave equation as it acts upon the prior wavefront. The simplest example is a series of concentric spheres, parameterized by radius. These are the time-successive positions of a wavefront from a point source, as it propagates into a medium with homogeneous refractive index. In such a medium, all the successive wavefronts of any such time-series are deterministic.
consequences of an initial wavefront, as expressed by the one-parameter family of surfaces all having the same mathematical formula, that of a sphere, just a different parameter value, or radius.

Any such series of wavefronts, in satisfying the laws of electromagnetic propagation in a transparent medium, define a normal ray congruence, which is any set of rays with trajectories normal to any one of the wavefronts, and hence to all of them in succession. A ray is defined as a space-curve that is in accordance with Fermat’s principle, that of being an extremal in optical path length. Because the rays of a normal congruence cut their wavefronts at right angles, they form an ‘orthotomic’ system of rays, each one of which is known as an orthotomal ray of that wavefront. The shape-complexity of a wavefront can be expressed by the minimum number of orthotomal rays that totally sample its phase space and thus enable the recovery of an explicit representation of a surface:

\[ z = f(x,y) = \mathcal{W}_2(x,y) \]  

Eq. (1)

This minimum set of orthotomal rays forms a normal congruence, one that is a complete representation of its wavefront.

Propagating plane waves are perpendicular to an orthotomic system of parallel rays from infinity. There should be enough orthotomal rays to define a finite beam. Such a system of parallel rays can be refractively transformed to a system with a point source, in two ways: an ellipsoid when the source is in the medium of higher refractive index or a hyperboloid if lower. Both of these are surfaces of revolution with eccentricity a function of the index of refraction. Both are examples of a more general type of fourth-order curve called the Cartesian oval, which transforms rays from one point to those from another point, with parallel rays the result of a point at infinity.
More general instances of refractive or reflective surfaces can be characterized by such transformation-pairs of orthotomic systems of rays. The direction of propagation can actually be either way along such rays, because electromagnetic propagation is time-reversible. More pertinent to the present embodiments is the fact that Snell’s law of refraction and the law of reflection assure that a pair of normal congruences can uniquely determine a surface that transforms one into the other.

A Cartesian-oval procedure is a method for designing an optical surface (refractive or reflexive) such that a given normal congruence \( W_i \) is transformed (by refraction or by reflection) into another given normal congruence \( W_o \). These optical surfaces are called Cartesian ovals (see for example, M. Born, E. Wolf, Principles of Optics, (Pergamon, Oxford, 1975), p.134). Strictly speaking, Cartesian ovals are only the surfaces obtained by this procedure when both congruences \( W_i \) and \( W_o \) are spheres (including the case of spheres of infinite radius, i.e., planes). Below the name Cartesian oval is used in the broader meaning admitting non-spherical congruences \( W_i \) and \( W_o \).

An optical length to a wavefront can be defined at any of the points crossed by the rays of the congruence (this optical length to the wavefront can be positive or negative depending on the direction of ray advance). FIG. 6 depicts region \( \mathcal{R} \) of space, with x-y-z coordinate axes 60, wherein the optical lengths to wavefronts \( W_i \) and \( W_o \), respectively, are defined for all its points, i.e., the functions \( L_i(x,y,z) \) and \( L_o(x,y,z) \) are defined for any point \((x,y,z)\) belonging to \( \mathcal{R} \). The generalized Cartesian oval problem is that of finding optical surface 62 that deflects the rays of \( W_i \) into the rays of \( W_o \), and vice versa in accordance with the reversibility of light paths. Cartesian ovals are defined, for example, in M. Born, E. Wolf, Principles of Optics, (Pergamon, Oxford, 1975), p.134, such that:
\[ L_i(x, y, z) - L_o(x, y, z) = \text{const.} \quad \text{Eq. (2)} \]

At each point of a Cartesian oval the surface normal can be calculated in either of two mutually consistent ways:

1. For a Cartesian oval surface that is parameterized with parameters \( u \) and \( v \) \( (\mathbf{P}(u, v)) \), the surface normal is parallel to \( \mathbf{P}_u \times \mathbf{P}_v \), which is the cross product of the surface’s partial-derivative vectors.

2. Using the deflection law and the directions of the incoming and outgoing rays.

Assume that only a one-parameter set of input rays of the 1\textsuperscript{st} have front \( \mathcal{W}_i \) is known, in particular rays 64 of FIG. 6 shown passing through curve \( \Gamma_i \) lying on first wavefront \( \mathcal{W}_i \). The curve \( \Gamma_i \), as well as the unit normal vectors of first wavefront \( \mathcal{W}_i \), are known at the points of \( \Gamma_i \), as well as the direction in which those rays advance, downward for rays 64 in FIG. 6. They reflect off of Cartesian oval surface 62 to become up-going rays 65, part of 2\textsuperscript{nd} or output wavefront \( \mathcal{W}_o \).

Just as a pair of wavefronts can specify a particular surface, so can two pairs of such wavefronts uniquely specify the two surfaces that act jointly to transform each pair of wavefronts into the other pair. Both independent orthotomic systems of input rays will be perfectly transformed by two surfaces into two systems of output rays. Within limits set by real materials, the joint action of these two surfaces generates both of these transformations. The mathematical validity of these two surfaces depends on there being only one ray per input orthotomic system at all the optically active points of each surface. Caustics occurring near either solution-surface could possibly cause a violation of this uniqueness condition, implying that the input wavefronts should be well behaved.
The SMS-3D method in some embodiments utilizes two input orthotomic systems \( W_{11} \) and \( W_{12} \) of rays, and two respective output systems \( W_{o1} \) and \( W_{o2} \). First surface \( S_1 \) and second surface \( S_o \) can be refractive, reflective, or internally reflecting, respectively designated by \( R, X, \) and \( I \) in characteristic acronyms. For example, a completely transmissive free-form lens would be an RR-3D (a three-dimensional refractive, refractive lens).

Because they are causally coupled by the joint action of first surface \( S_1 \) and second surface \( S_o \), the combined sets of rays \( W_{11} \) and \( W_{o1} \) can be designated as first normal congruence \( W_1 \), and the combination of \( W_{12} \) and \( W_{o2} \) designated as second normal congruence \( W_2 \).

Maxwell’s equations of electromagnetism have a simplified form, when well away from a light source, i.e., at a large number of wavelengths from the source. For any wavefront, a scalar function \( \ell (r) \), the optical path-length or ‘eikonal’, is defined everywhere that the wavefront can go in space. This function determines the behavior of the light ray completely independently of the amplitude of the electric or magnetic vectors. This means that the rays from a dim source will behave exactly the same as those from a bright one.

These abstract light rays propagate in such a fashion as to satisfy the single differential equation (known as the eikonal equation):

\[
(\nabla \ell)^2 = (\partial \ell / \partial x)^2 + (\partial \ell / \partial y)^2 + (\partial \ell / \partial z)^2 = n^2(x,y,z) \quad \text{Eq. (3)}
\]

The function \( n(x,y,z) \) describes a spatially varying refractive index (the above-described inhomogeneous medium) with an explicit dependence upon position, as expressed by spatial coordinates. In a homogeneous medium \( n = \text{constant} \), so that the rays are straight lines. In this case the optical path length from any one wavefront to a later one is the same along any
orthotomic ray, which accordingly can all be said to be ‘optically parallel’.

The solutions to the eikonal equation are the geometrical wavefronts \( t(r) = \text{constant} \). Because of the eikonal equation, \( \frac{\text{grad} t}{n} \) is an orthotomal unit vector \( s \), aligned with the average Poynting vector \( S \) and thus normal to the geometrical wavefront, corresponding to constant electromagnetic phase. Aligning the unit vectors of successive wavefronts gives a geometrical light ray, an oriented space curve that is a member of the orthotomic system for this set of wavefronts.

A refraction or specular reflection will transform the wavefront and redirect the associated orthotomal rays into another set of orthotomal rays. This is known as the Malus-Dupin theorem, and is a factor in implementing some embodiments of the SMS-3D methods.

Because they are parallel to the direction of energy transport, adjacent rays of an orthotomic system will, when forming a tube, enclose a constant amount of luminous flux. It is important to note that the eikonal equation is independent of intensity on the wavefront, so that illumination engineering involves further considerations than wavefront engineering. Some embodiments radiometrically define the flux distribution across a wavefront at least in part for illumination considerations. This is because a ray itself is not a line but an elemental solid angle \( d\omega \), directed along unit vector \( R \), and associated with an oriented elemental surface \( dA \) on the wavefront. Inside the solid angle \( d\omega \) is an image or partial image of the ray’s source, having luminance \( L \), such that a tube of rays spatially enclosing \( dA \) and angularly enclosing \( d\omega \) have an associated flux \( L*dA*d\omega \). Due to the inverse square law, spherical wavefronts at a large distance \( r \) from a source of semi-width \( s \) can be characterized by
\[ d\omega = \pi (s/r)^2 \tag{4} \]

According to the small-angle approximation. When examining rays that are close to an extended source, numerous separate rays would be established as coming from separate wavelength-sized patches on the source.

Huyghens’ principle states that the wave equation is equivalent to every point on the wavefront being an emitter of spherical wavelets, so that later wavefronts are the envelope of the entire set of wavelets from an earlier wavefront. When wavefronts begin on the surface of an emitting source, such a decomposition will preserve all the directional-emission characteristics of the source’s surface, as a flux distribution on the succeeding wavefronts.

Variable flux-density on a wavefront can be represented as the varying areal density of a statistically significant set of rays, each of constant flux. This is an important key to engineering large gradients in intensity in the far field of a luminaire, used in defining bounded illumination with sharp cutoffs, such as for automobile headlamps.

The SMS-3D methods are applied according to some implementations to the design of imaging and nonimaging optical systems substituting (with advantage) Cartesian Oval procedures when there are enough degrees of freedom, e.g., when there is more than one surface to design.

The present embodiments provide methods for use in simultaneously specifying a pair of surfaces that accomplish at least both of the desired transformations, and secondly includes numerous practical illumination embodiments derived therefrom.

Some preferred embodiments described herein provide for a two-surface refractive lens that is to be tailored by the SMS-3D method for two normal congruences, designated \( W_1 \) and \( W_2 \). As previously mentioned, these entities include the specified
input wavefronts \( W_{11} \) and \( W_{12} \) and output wavefronts \( W_{01} \) and \( W_{02} \), respectively, as transformed by the lens, which consists of input surface \( S_1 \) and output surface \( S_0 \). These surfaces are to be designed for this transformation task, and remaining surfaces in the system are typically prescribed beforehand. This means that any ray of the first input wavefront \( W_{11} \) entering in the optical system exits it as a ray of the first output wavefront \( W_{01} \) (the same holds for \( W_{12} \) and \( W_{02} \)). The rays are normal to wavefront \( W_{11} \) (or \( W_{12} \)) before the deflection at surface \( S_1 \) and are normal to wavefront \( W_{01} \) (or \( W_{02} \)) after the deflection at surface \( S_0 \).

Since the optical system couples input wavefronts \( W_{12} \) and \( W_{12} \), the normal congruences \( W_{11} \) and \( W_{01} \) will be causally the same, and either of the two wavefronts \( W_{11} \) or \( W_{01} \) can characterize this normal congruence, which will be called \( W_1 \). Similarly \( W_2 \) is the normal congruence having \( W_{12} \) and \( W_{02} \) as wavefronts.

Let

- \( P_0 \) be a known initial point on input surface \( S_1 \).
- \( N_0 \) be a known normal unit vector of the surface \( S_1 \) at \( P_0 \).
- \( L_1 \) be a known optical path length from the wavefront \( W_{11} \) to the wavefront \( W_{01} \) (for the rays of the normal congruence \( W_1 \)).
- \( L_2 \) be a known optical path length from \( W_{12} \) to \( W_{02} \) (for the rays of the other normal congruence, \( W_2 \)).

Thus \( P_0, N_0, L_1, L_2, W_{11}, W_{12}, W_{01} \) and \( W_{02} \) are given as initial conditions, starting points of the design. The SMS-3D method according to some implementations calculates therefrom a set of points on the input and output surfaces \( S_1 \) and \( S_0 \), as well as the unit vectors normal to the surfaces at these points. This set of points and unit vectors is referred to as an SMS chain of \( P_0, N_0, L_1, L_2 \).
As depicted in FIG. 7, the SMS-3D method begins at a pre-specified initial point $P_0$, at the center of elemental area $dA_0$, that is the start of making the input surface. It can be preferably positioned at the center of the lens, at a thinnest portion of the lens, alternatively and/or additionally at an edge, as for example on an integral mounting flange and/or at other positions of a lens. From this initial point the lens shape is mathematically 'grown' by the SMS-3D method according to some embodiments.

A unique ray $r_0$ of a first congruence, known to pass through this initial point, is refracted, by specified surface-normal unit vector $N_0$. The ray is refractively transformed into ray $r_{01}$, thence propagating a known distance $L_1$, so that a first point $P_1$ of an output surface is thereby determined. Distance $L_1$ may be specified, for example as the thickness of a mounting flange, the thickness at a center of the lens, or other thicknesses of the lens depending on the selection of location of initial point $P_0$. Refracted ray $r_{01}$ is traced for distance $L_1$ to point $P_1$ on surface element $dA_1$ located at the edge of surface $S_1$. Point $P_1$ is the source of ray $r_1$ of an output normal congruence $N_{01}$ (not shown). Knowledge of unit-vectors $v_{01}$ and $v_1$ enables the calculation of surface-normal unit vector $N_1$, according to the vector version of Snell's law:

$$N_1 \times v_{01} = N_1 \times v_1 \quad \text{Eq. (5)}$$

An output surface $S_0$ is an interface between two optical media having the ratio $n$ between their refractive indices. The orientation of surface element $dA_1$ is defined by surface normal $N_1$. This methodology would apply equally to a reflective surface.
FIG. 8 depicts how the second ray congruence \( \mathbb{W}_2 \) with its unique ray \( q_0 \) through point \( P_0 \) is refracted by surface normal \( N_0 \) into internal ray \( q_{0-1} \), which is propagated for the other specified distance \( L_2 \) to point \( P_{-1} \) on output surface \( S_1 \) (portions of which are shown as surface elements \( dA_1 \) and \( dA_{-1} \)). The requisite surface normal \( N_{-1} \) can be calculated from the previously calculated \( q_{0-1} \) and the output ray \( q_{-1} \) into which it must be transformed.

At output-surface point \( P_{-1} \), surface element \( dA_1 \) intercepts known ray \( q_1 \) of second wavefront \( W_2 \). Surface normal \( N_1 \) gives rise to internal ray \( q_{21} \) that is backtracked to a second input-surface point \( P_2 \), which is where internal ray \( q_{21} \) meets known input ray \( q_2 \). This association of output ray \( q_1 \) and input ray \( q_2 \) is part of the initial wavefront-knowledge. This derivation of point \( P_2 \) is one cycle in the SMS-3D chain method in some embodiments. A similar step in the opposite direction would begin at \( P_{-1} \), in order to generate point a point \( P_2 \) (not shown).

FIG. 54 depicts a simplified flow diagram of a process according to some embodiments for implementing a cycle chain method for defining a plurality of span points for first and second surfaces. In step 5420, initial conditions are determined and/or specified. These initial conditions include, in some embodiments, first and second input wavefronts (e.g., defined by beams \( r_0 \) and \( q_0 \) of FIG. 8), first and second output wavefronts (e.g., defined by beams \( r_1 \) and \( q_1 \) of FIG. 8), an initial point \( P_0 \), a normal \( N_0 \) to the elemental area \( dA_0 \) at point \( P_0 \), and a first predefined distance \( L_1 \).

In step 5422, a first input beam \( r_0 \) is refracted by the elemental area \( dA_0 \) at the initial point \( P_0 \), producing a first transformed ray \( r_{01} \). In step 5424, the transformed ray \( r_{01} \) is propagated the predefined first length \( L_1 \). In step 5426, a first
point \( P_1 \) of the second surface is identified at the point where the transformed ray \( r_{01} \) reaches the defined first length \( L_1 \).

At the first point \( P_1 \) of the second surface, a normal \( N_1 \) is defined in step 5430 of an elemental area \( dA_1 \) at point \( P_1 \) of the second surface (e.g., see equation 5). In step 5432, a second output ray \( q_1 \) of the second output wavefront is refracted as it is traced back through point \( P_1 \) producing a second transformed ray \( q_{21} \) through the second surface according to the defined normal \( N_1 \). In step 5434, the second internal transformed ray \( q_{21} \) is traced back to a second input surface to define a second input point \( P_2 \), which is where internal ray \( q_{21} \) intercepts a known second input ray \( q_2 \) of the known second input wavefront.

In step 5440, a first input ray \( q_0 \) of the second wavefront is refracted at the first input point \( P_0 \) according to the known normal \( N_0 \) generating a third transformed internal ray \( q_{01} \). In step 5442, the third internal ray \( q_{01} \) is propagated a second known distance or length \( L_2 \) to intercept a second point \( P_{-1} \) of the second surface. In step 5444, the process determines whether the cycle chaining is complete. If not, the process returns to step 5422 to generate alternating additional points of the first and second surface from the perimeter points previously generated in the cycle (e.g., second input point \( P_2 \) and second output point \( P_{-1} \)).

FIG. 9 depicts the continuation of this process into one example of a full SMS chain of span points, graphed in xyz space 90. Even-numbered set of span points 92 are on an input side and odd numbered set of span points 91 (\( P_1, P_{-1}, P_3, P_{-3}, P_5, P_{-5}, P_7, P_{-7}, \) etc.) on an \( (P_0, P_2, P_{-2}, P_4, P_{-4}, P_6, P_{-6}, \) etc.) output side. Each combination of a point \( P_1 \) and its associated normal \( N_1 \) is a link in this chain. Wavefronts \( W_1 \) and \( W_2 \) are known everywhere along this full chain, to derive this series of links.
Once $W_{11}$, $W_{12}$, $W_{01}$ and $W_{02}$ are given and/or selected, not all combinations of $P_0$, $N_0$, $L_1$, $L_2$, lead to a SMS chain. According to some embodiments:

1. Points $P_i$ are defined such that one ray and only one ray of $W_{11}$ (and one ray and only one ray of $W_{12}$) passes through each point of the chain on surface $S_1$ and, similarly, one ray and only one ray of $W_{01}$ (and one ray and only one ray of $W_{02}$) passes through the points of the chain on surface $S_0$. This condition excludes surface-points close to any caustics of the normal congruences. This is because a caustic is basically a breakdown of the ray-assignment to wavefronts (see for example, J.F. Nye, Natural Focusing and the Fine Structure of Light, Institute of Physics Publishing, Philadelphia, 1999).

2. The ranges of values of lengths $L_1$ and $L_2$ leading to a SMS chain are also limited. These ranges depend on the relative position of $P_0$ and the wavefronts $W_{11}$, $W_{12}$, $W_{01}$ and $W_{02}$.

In general, it is not possible to extend the chains indefinitely in both directions, i.e., the chain has a finite range of links (points and normals). Outside this range, the application of the SMS-3D procedure begins to break down and/or gives no solution. The range of points (and normals) of the chain will be called length of the chain. In principal, any point $P_i$ on the chain could be used to derive the rest of the chain, equally well as the actual initial point $P_0$.

FIG. 10 depicts the smoothing of SMS chains. Let $\{P_{2j}\}$ be the set of points of a SMS chain belonging to the input surface $S_1$ and let $\{P_{2j+1}\}$ be the set of points belonging to output surface $S_0$. FIG. 10 shows smooth curve $C_4$ passing through $\{P_{2j}\}$ and smooth curve $C_0$ passing through points $\{P_{2j+1}\}$. The minimum-order interpolation curve passing through all points, on
one side, is called smooth, or at least one passing through five of the closest points to \( P_0 \). Tangent Unit vector \( t_0 \) (see FIG. 11) is tangent to curve \( C_i \) at point \( P_0 \). A smooth SMS chain generated by \( P_0 \) is defined as that fulfilling the tangency condition

\[
t_0 \cdot N_0 = 0
\]

Eq. (6)

As long as any caustics of the wavefronts are far from \( \{P_{2j}\} \) and \( \{P_{2j+1}\} \), the approximation

\[
t_j \cdot N_j \approx 0 \text{ for } j \neq 0
\]

Eq. (7)

holds for unit vector \( t_j \) tangent to the curve \( C_i \) at point \( P_j \), where \( N_j \) is the normal of the link \( (P_j, N_j) \). Such curves as \( C_i \) and \( C_0 \) are hereinafter termed spines. Minor changes in the links can bring them exactly onto a suitable spine, resulting in a smooth SMS chain as described fully below through an iterative process.

In some embodiments at least one of two steps is used to calculate a smooth SMS chain (points and curve) from any SMS chain of points alone:

1. Adjust a length \( L_c \) to fulfill the tangency condition (this can be done according to some implementations with an iterative method for finding the roots of an equation).

2. Rotate the normal vector \( N_0 \) around an axis normal to \( N_0 \) (the unit vector in the direction of this axis is called \( r(\text{rotational unit vector}) \) until the tangency condition is obtained. For instance, a series of SMS chains can be generated in which the normal \( N_{0,j} \) of the \( j \)th chain of the series is parallel to \( t_{0,j-1} \times r \), where \( t_{0,j-1} \) is the tangent (at the first point \( P_0 \)) of the smooth curve interpolating the points of the previously calculated SMS
chain (the first $t_0$ is arbitrary, provided $t_0 \times r \neq 0$). This procedure converges in general, to a smooth SMS chain. Note that in this procedure the final normal $N_0$ is perpendicular to the rotational unit vector $r$, which can be arbitrarily prescribed.

A smooth SMS chain depends on fewer parameters than an SMS chain of links. For instance, when $W_{11}$, $W_{12}$, $W_{01}$, and $W_{02}$ are given, an SMS chain depends on $P_0$, $N_0$, $L_1$, $L_2$, and a smooth SMS chain that is generated by adjusting $L_2$ depends only on $P_0$, $N_0$, and $L_1$.

FIG. 11 shows a segment $R_0$ of an arbitrary differentiable curve (such as Spines $C_1$ and $C_2$. SMS smooth chain 112 was generated from point $M$ of the segment curve $R_0$. Corresponding smooth chain 111 was simultaneously generated in accordance with the methods described above and shown in FIGS. 9 and 10. Rotational unit vector $r$ is tangent to segment $R_0$ at the point $M$, and tangent unit vector $t_0$ is tangent to smooth SMS chain 112. This provides that the resulting normals $N_0$ are substantially perpendicular to the curve segment $R_0$. A set of surface normals $N_0$ and their points of the curve $R_0$ are called the seed rib $R_0$. In accordance with the method depicted in FIG. 7, each of the points of curve $R_0$ gives rise to the corresponding points on curve $R_1$. Note that the calculation of the curve $R_1$ is that of a curve contained in a Cartesian oval surface when a one-parameter set of rays of one of the normal congruences is known, as shown in FIG. 10. This one-parameter set of rays is formed by the rays of $W_{12}$ after deflection at the curve $R_0$. The normals $N_i$ (not shown) are perpendicular to the curve segment $R_i$. Similarly, further curves $R_{2i}$ and curves $R_{2i+1}$ are generated along each smooth SMS chain 112, 111, respectively. These curves $R_{2i}$.
and $R_{2i+1}$ together with their surface normals will be hereinafter be called SMS ribs.

FIG. 12 shows rib unit vectors 121 normal to ribs $R_{2i+1}$, which define and/or form an output surface $S_o$, and rib unit vector normals 122 to ribs $R_{2i}$, which define and/or form input surface $S_i$. The parameterization

$$P = R_0(u) \quad \text{Eq. (8)}$$

in the initial seed rib $R_0$ is also shown, with $u$ increasing the same as coordinate $x$. This initial parameterization induces similar parameterizations $P = R_i(u)$ in the subsequent rib curves, so that points corresponding to the same $u$ value are points that belong to the same SMS chain. This smooth SMS chain 124 on the input side, and simultaneously generated smooth SMS chain 123 on the output side, are defined by $u=0$. Each value of $u$ defines an SMS chain, with a negative $u$-value defining, for example, corresponding chains 126 and 125 and positive $u$-value defining for example corresponding chains 128 and 127.

The selection of the seed rib $R_0$ is relatively arbitrary, although not completely so. For example, if the curve $C$ is the one obtained as interpolation of the points of a smooth chain, then it will be unsuitable as a seed rib. In some embodiments the SMS method further generates surface patches to fit these calculated ribs and/or defined grid (similar to forming a hull of a ship over structural ribs). A process that is similar to processes of the present embodiments is known as 'skinning' in computer surface generation.

FIG. 13 shows seed-patch surfaces $\Sigma_m$ defined between two adjacent or consecutive ribs $R_m$ belonging to the same surface, i.e., between two consecutive even-numbered ribs ($R_{2j}$ and $R_{2(j+1)}$) for $\Sigma_m$ on input surface $S_i$ or between two consecutive odd ribs ($R_{2j-1}$ and $R_{2(j+1)}$) on output surface $S_o$. If $i$ and $i+2$ are
the indices of two ribs bounding a seed patch with index \( m \), then
\( m \) is the average value of the indices of these two ribs, i.e., \( m = i + 1 \). Thus \( \Sigma_m \) is such that it contains both ribs' curves and such that its normals coincide with the ribs' surface normals.

In some embodiments, patch \( \Sigma_m \) is calculated as a lofted surface between the ribs \( i \) and \( i+2 \) (with prescribed surface normals) (some examples of defining surfaces are introduced in L. Piegl, W. Tiller. The NURBS Book (Springer-Verlag, Berlin, 1997) 2nd ed., pp. 457; and G. Farin, J. Hoschek, M. Kim, Handbook of Computer Aided Geometric Design, Elsevier, Amsterdam, 2002).

Since the surface normal at every point of \( \Sigma_m \) is known, the SMS chains generated by any point of \( \Sigma_m \) can be calculated. In this way different patches \( \Sigma_j \) can be calculated that are smoothly connected to form the input surface \( S_i \) and output surface \( S_o \). At each step of the SMS chain generation according to some preferred implementations, a new patch of the surface \( S_i \) or \( S_o \) is generated. Note that this patch calculation is a Cartesian oval calculation, such that the points and normal unit vectors are obtained consistently.

In some implementations the SMS methods induce a parameterization on the surfaces that is derived from the parameterization used in the seed patch. One of the parameters is the one induced from the seed rib, the abovementioned \( u \). The curves with \( u = \text{constant} \) are the above-defined spines (for example, see spines \( C_i \) and \( C_0 \) of FIG. 10).

Referring to FIG. 14, assume that the equation of the seed patch \( \Sigma_m \) is given in parametric form as

\[
P = \Sigma_m(u, v') \tag{9}
\]

where \( u \) is the parameter of the ribs' above-mentioned natural parameterization, with origin 141 of \( (u, v') \). Since any point of
the surfaces $S_i$ and $S_o$ can be generated from the seed patch (building up the chains derived from the points of the seed patch), there is an induced parameterization for the patches of those surfaces.

Assume that $P_m$ is a point of the seed patch $\Sigma_m$ whose normal is $N_m$. The smooth chain can be generated from the link $(P_m, N_m)$, with the same parameters $(u, v')$ assigned to all the points of the chain. With this parameterization, points of different patches having the same value of $u$ and $v$ are points that belong to the same SMS chain, i.e., each pair $(u,v')$ defines a single SMS chain. The length of these chains is, in general, not the same. Assume that all the chains generated from the seed-patch points share a common range of links. Any of the patches $\Sigma_n$ included in this range could be used as seed patch and still generates the same surfaces $S_i$ and $S_o$. There is also a natural mapping between any pair of these patches, between points of different patches having the same parameters $(u,v')$.

Assume now that the seed patch is built up by means of a lofted surface between the two adjacent ribs. In this case, the surfaces $S_i$ and $S_o$, at least in part, typically depend on the two starting ribs. In some preferred embodiments the two "closest" ribs, i.e., the two ribs that generate the smallest lofted surface are selected or chosen as starting ribs. This criterion gives the longest chains for points of the seed patch.

The parameter $v'$ used in the parameterization of the patches is such that $0 \leq v' \leq 1$, where $v' = 0$ corresponds to the rib with smaller sub-index and $v' = 1$ corresponds to the other adjacent, longer sub-index rib. In some embodiments the surfaces $S_i$ and $S_o$ are additionally and/or alternatively can parameterized in a way derived from the initial parameterization.
of the seed rib, using the parameters \( u \) and \( v \), where \( u \) is the same first parameter used in the natural parameterization of the patch. This new parameter \( v \) is defined according to \( v = j/2 + v' \), (where \( j \) is the index of the patch) if the surface is input \( S_i \) with even patch-indices, and \( v = (j+1)/2 + v' \) for output surface \( S_o \). With this parameterization the equations of the surfaces can be written as

\[
P = S_i(u, v) \quad P = S_o(u, v)
\]

Eq. (10)

The ribs are then the curves \( v = \) constant. The curves \( u = \) constant are the spines. Points belonging to the same chain have the same coordinate \( u \) and the same decimal part of \( v \), with the integer part denoting the particular seed patch.

As yet, this parameterization is continuous but the derivative \( P_v \) is not, in general. In order to prove this discontinuity note that the parameterization \( v' \) in the seed patch is generally arbitrary, provided that \( v' = 0 \) and \( v' = 1 \) corresponds to two contiguous ribs. Consequently, there is no relationship between \( P_v \) at \( v' = 0 \) and \( P_v \) at \( v' = 1 \). Assume for simplicity that the index of the seed patch is 0. Then the seed patch extends from \( v = 0 \) to \( v = 1 \) (more strictly \( 0 \leq v < 1 \)). Therefore \( P_v \) at \( v = 1 \) is in general different when it is calculated with the points belonging to the seed patch \( (v < 1) \) than when it is calculated with the points of the next patch \( (v > 1) \), i.e., there is a discontinuity of \( P_v \) at \( v = 1 \), which is induced in other patch borders.

Referring to FIG. 15, to solve this problem the following rules are defined and utilized in some embodiments have proven to be useful to build up seed patch 150 and its \((u, v')\) parameterization:
1. The $u$ parameterization along the seed rib is differentiable as many times as needed. The derivative $P_u$ along the ribs can be calculated without difficulty.

2. Let $P_0$ be a point of one of the ribs demarcating the seed patch and let $N_0$ be the normal to the surface at $P_0$. Let $C_i$ be the "smooth" curve joining the points of the chain generated by the point $P_0$ on one of the surfaces. It is noted that this curve is obtained without taking care of the unit normal vectors $\{N_i\}$, i.e., the curve passes through the points of the smooth chain $\{P_i\}$ but it should not necessarily be exactly normal to the vectors $\{N_i\}$. The parameter $v'$ along this curve is such that $v'$ takes integer values for the points of the curve that belong to the chain and $v'=0$ for $P_0$.

3. Let $P=P(v')$ be the parametric equation of the curve $C_i$. Let $\Delta_v$ be a positive number much smaller than 1 (for instance $10^{-4}$). Then the points $P(\Delta_v)$ and $P(-\Delta_v)$ are 2 points on the curve $C_i$ very close to $P_0$.

Let the points $P_{0+}$ and $P_{0-}$ be the projection of $P(\Delta_v)$ and $P(-\Delta_v)$ on a plane normal to $N_0$ and passing through $P_0$, i.e.,

$$P_{0+} = P(\Delta_v) - [P(\Delta_v) - P_0] \cdot N_0 \cdot N_0$$

$$P_{0-} = P(-\Delta_v) - [P(-\Delta_v) - P_0] \cdot N_0 \cdot N_0$$

Eq. (11)

4. Calculate the chains generated from the links $(P_{0+}, N_0)$ and $(P_{0-}, N_0)$.

5. At any link of these chains $(P_v)_j$ is calculated:
\[
(P_j) = \frac{P_j^* - P_j}{2\Delta v}
\]

Eq. (12)

Of particular interest are \((P_v)_0\) and \((P_v)_1\), where \(P_0\) and \(P_1\) are the two points of the chain located at the two ribs demarking the seed patch.

6. If \((P_v)_1\) is not normal to \(N_1\), then calculate the projection of \((P_v)_1\) on a plane normal to \(N_1\) and passing through \(P_0\), and finally call this new vector \((P_v)_1\). This routine is unnecessary for \((P_v)_0\), since \((P_v)_0\) is necessarily normal to \(N_0\).

7. Steps 1 to 6 should be done for any point of the ribs (i.e., for any value of \(u\) within the range of solutions)

8. Calculate a \((u, v')\) parameterization such that \(u\) is the parameter along the ribs, \(v'=0\) and \(v'=1\) define the two ribs demarcating the seed patch and such that the derivatives with respect the parameter \(v'\) are those calculated in steps 5 and 6 above.

Different interpolating seed patches may lead to very different SMS surfaces. Similarly to a conventional skinning process, SMS skinning is simple to formulate and quite difficult to implement in a robust way. The interpolation in the spines direction determines strongly the surface obtained. An SMS skinned surface can exhibit undesirable self-intersections and wrinkles, even though the seed patch and the ribs form an apparently smooth surface. The seed patch typically determines the SMS surfaces. The constraints on the seed patch in some implementations are to contain the two limiting ribs and to fit with the surface normals at these ribs. Control of the interpolating seed patch and, in particular, control of the unit normal vectors of the seed patch in the interior points are critical for generating well-behaved SMS skinned surfaces. FIG. 55 depicts a flow diagram of a process 5510 that implements an
algorithm for use in creating seed patches in a way that minimizes the possibility of self-intersections and wrinkles on the surfaces generated.

In step 5522, a CAGD (Computer Aided Geometrical Design) skinning is generated using available ribs, i.e., calculate two surfaces $S_i^{\text{CAGD}}$ and $S_o^{\text{CAGD}}$ that fit with the points and normals of the ribs. An example of Computer Aided Geometrical design is described by G. Farin, J. Hoschek, M. Kim, *Handbook of Computer Aided Geometric Design*, Elsevier, Amsterdam, 2002. The CAGD skinning calculation implemented in some embodiments is a surface interpolation preformed by commercially CAGD software packages. In some embodiments, the CAGD skinning not only interpolates a set of the points of the surface, $(S_i^{\text{CAGD}}(u_i,v_j)$ and/or $S_o^{\text{CAGD}}(u_i,v_j)$, but also the derivatives with respect to the parameters $u$ and $v$ at these points. In general, a lofted surface generated from the rib curves does not align with the rib normals and such lofting is not, in some implementations, the way these surfaces are calculated. It is assumed instead that the parameterization is such that the surface $S_i^{\text{CAGD}}(u,v)$ and $S_o^{\text{CAGD}}(u,v)$ coincide with the ribs for integer values of the parameter $v$ (remembering that non-integer values lie between the ribs).

In step 5524, two ribs bounding a seed rib are selected. In some preferred embodiments, the ribs selected are those two ribs for which the area of the surface $S_i^{\text{CAGD}}$ (or $S_o^{\text{CAGD}}$) in between the two ribs is the smallest. It is assumed that $v=0$ and $v=1$ are the parametric equations of these ribs on the surface $S_i^{\text{CAGD}}$ (or $S_o^{\text{CAGD}}$). Let $P=\Sigma^{\text{CAGD}}(u,v)$ be the parametric equation of the patch of $S_i^{\text{CAGD}}$ (or $S_o^{\text{CAGD}}$) between these two ribs ($v=0,1$ also define the two ribs on $\Sigma^{\text{CAGD}}$).
In step 5526, normals $\mathbf{N}(u,v)\big|_{v=\text{constant}}$ are calculated such that these normals together with the curves $\Sigma^{\text{CAGD}}(u,v)\big|_{v=\text{constant}}$ form seed ribs (for $0<v<1$). In some embodiments, the normals $\mathbf{N}(u,v)\big|_{v=\text{constant}}$ are calculated according to Step 2 described in relation to FIG. 10, $\tau$ being the tangent to the curve $\Sigma^{\text{CAGD}}(u,v)\big|_{v=\text{constant}}$. In general, these seed ribs normals will not coincide with the normals to the surface patch $\Sigma^{\text{CAGD}}(u,v)$ although they are perpendicular to the curves $\Sigma^{\text{CAGD}}(u,v)\big|_{v=\text{constant}}$, which are contained in the surface $\Sigma^{\text{CAGD}}(u,v)$.

In step 5530, the seed patch $\Sigma(u,v)$ are calculated according to:

$$\Sigma(u,v) = \Sigma^{\text{CAGD}}(u,v) - \left[ \frac{\int_0^v (\Sigma^{\text{CAGD}}_v \cdot \mathbf{N}) \, dv - \int_0^v (\Sigma^{\text{CAGD}}_v \cdot \mathbf{N}) \, dv}{v} \right] \mathbf{N}(u,v)$$  \hspace{1cm} \text{Eq. (13)}

This expression was determined by considering:

$$\Sigma(u,v) = \Sigma^{\text{CAGD}}(u,v) + \delta(u,v) \mathbf{N}(u,v); \text{ and} \hspace{1cm} \text{Eq. (14)}$$

then calculating $\delta(u,v)$ for $\mathbf{N}(u,v)$, the normals to the surface $\Sigma(u,v)$, i.e.,

$$\Sigma_u \cdot \mathbf{N} = 0 \quad \Sigma_v \cdot \mathbf{N} = 0.$$  \hspace{1cm} \text{Eq. (15)}

Taking into account that $\Sigma_u^{\text{CAGD}} \cdot \mathbf{N} = 0$ (note that the procedure explained in step 5526 substantially guarantees this equation), and that $\mathbf{N}_u \cdot \mathbf{N} = \mathbf{N}_v \cdot \mathbf{N} = 0$, so that

$$\delta_u = 0 \quad \delta_v = -\Sigma_v^{\text{CAGD}} \cdot \mathbf{N}.$$  \hspace{1cm} \text{Eq. (16)}

Thence the following is obtained:

$$\delta(v) = -\int_0^v (\Sigma_v^{\text{CAGD}} \cdot \mathbf{N}) \, dv,$$  \hspace{1cm} \text{Eq. (17)}

where the constant of integration is chosen to impose that $\Sigma(u,v)$ contains the rib curve corresponding to $v=0$. Eq. (17) does not guarantee that $\Sigma(u,v)$ contains the rib curve $v=1$.  
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In order to ensure that this rib curve is also contained in \( \Sigma(u,v) \), the following \( \delta \) function is employed:

\[
\delta(v) = -\int_{0}^{v} (\sum_{v}^{\text{CAND}} \cdot \mathbf{N}) dv + v \int_{0}^{1} (\sum_{v}^{\text{CAND}} \cdot \mathbf{N}) dv.
\]

Eq. (18)

The seed patch can also be created using the following procedure, but it does not guarantee that the patch passes through a non-seed rib. According to the procedure 2 of FIG. 10, there is a finite number of normals \( \mathbf{N} \) for axis \( \tau \) leading to smooth SMS chains. Thus it seems that for any point \((x,y,z)\) there is a one-parameter set of normals \( \mathbf{N} \) leading to smooth SMS chains, which can be calculated by step 2 above, applied to all possible axes \( \tau \). Therefore, the equation of a surface \( z = \phi(x,y) \) whose normals lead to smooth SMS chains is, in general, a non-linear first-order partial differential equation for a function of the two variables \( x, y \)

\[
\psi(x,y,z,\phi_x,\phi_y) = 0
\]

Eq. (19)


Equation 19 defines a cone of possible surface normals \((\phi_x, \phi_y, -1)\) at the point \((x,y,z)\). The problem of calculating a surface that passes through an arbitrary curve is called the Cauchy problem for this equation. This suggests another way to generate the SMS surfaces based on the calculations of the function \( \Psi(x, y, z, \phi_x, \phi_y) = 0 \) for every point of the space \((x,y,z)\), i.e.,

1. For every point \((x,y,z)\) (of the region of interest) calculate the surface normals according to Step 2 of FIG. 10, for any possible vector \( \tau \). In practice it is only necessary that \( \tau \) rotate around a given axis, for instance
the z-axis. For each unit normal vector, calculate the vector \((\varphi_x, \varphi_y, -1)\) parallel to it. This creates the function \(\Psi(x, y, z, \varphi_x, \varphi_y) = 0\).

2. Use a numerical method to solve the partial differential equation (19).

3. The other SMS surface is now calculated as a Cartesian oval problem, since one of the SMS surfaces is already known. For this calculation a single input wavefront \((W_{11} or W_{12})\) and its corresponding output wavefront \((W_{o1} or W_{o2})\) are utilized. Since one of the SMS surfaces is already known, either the input or the output wavefront can be ray-traced through it to set up a Cartesian-oval problem.

The selection of the seed rib gives an important degree of freedom for the design. This degree of freedom can be utilized to obtain other properties of the optical system being designed. The following two examples show how to use this extra degree of freedom:

1. One of the surfaces is forced to have a prescribed boundary and use it as a seed rib.

2. A third set of input and output wavefronts \(W_{13}\) and \(W_{o3}\) are considered. A smooth SMS chain is built up is built up using the wavefronts \((W_{13}, W_{o3})\) and \((W_{12}, W_{o2})\), and an initial point \(P_0\) and the optical path lengths \(L_1\) and \(L_2\) are chosen. Let \(R_0\) be a smooth interpolating curve passing through the points of the smooth SMS chain. Choose \(R_0\) as the seed rib in the SMS surface generation procedure for the wavefronts \((W_{11}, W_{o1})\) and \((W_{12}, W_{o2})\) and choose the optical lengths \(L_1\) and \(L_2\). The resulting optical system couples the normal congruence \(W_{11}\) with \(W_{o1}\) and couples \(W_{12}\) with \(W_{o2}\). The surface unit normal vectors at the seed rib \(R_0\) will not coincide, in general, with the unit normal vectors calculated in the
generation of the smooth chain using the optical path lengths $L_1$ and $L_3$ and the wavefronts $W_{i1}$, $W_{o1}$, $W_{i3}$ and $W_{o3}$, excepting in some particular examples. When these normal vectors coincide, the optical system typically would couple not only $W_{i1}$ with $W_{o1}$ and $W_{i2}$ with $W_{o2}$, but also it would couple the rays of $W_{i3}$ and $W_{o3}$ passing through the curve $R_0$. In practice, there are many examples in which the normal vectors at the points of $R_0$ obtained from $W_{i1}$, $W_{o1}$, $W_{i3}$ and $W_{o3}$, (in the smooth SMS chain generation) and the normal vectors obtained from $W_{i1}$, $W_{o1}$, $W_{i2}$ and $W_{o2}$, (in the SMS surface generation) end up being quite close. In these cases, the optical system approximately couples the rays of $W_{i3}$ and $W_{o3}$ that pass through the curve $R_1$. The remaining rays of $W_{i3}$ and $W_{o3}$ are approximately coupled, i.e., an optical system can be obtained that perfectly couples $W_{i1}$ with $W_{o1}$ and $W_{i2}$ with $W_{o2}$, and $W_{i3}$ approximately with $W_{o3}$.

In some instances, when the initial conditions of the design have some symmetry, a solution that also has this symmetry may be determined. In general the solution will not have this symmetry exactly but may be relatively similar.

In some implementations, for example, it is assumed that the wavefronts $W_{i1}$, $W_{o1}$ are coincident with the wavefronts $W_{i2}$, $W_{o2}$ respectively, after a rotation of some angle around an axis, such as $z$. The degree of freedom provided by the selection of the seed rib is used to search for a solution that is rotationally symmetric around the $z$-axis. For this search, an arc of circumference is chosen normal to $z$ and centered at the same axial point as the seed rib. In some embodiments, it is in general desirable to choose the biggest radius that the problem allows. Such systems are called quasi-rotational designs. In the same way, for a quasi-linear symmetric design, a candidate
seed rib would be a straight line parallel to the desired axis of translational symmetry.

When \( W_{11} \), \( W_{01} \), are mirror images of \( W_{12} \), \( W_{02} \), a quasi-rotational design can be obtained with the following method: calculate a curve \( C_0 \) with the manifolds \( W_{11} \), \( W_{01} \), \( W_{12} \) and \( W_{02} \), such that \( C_0 \) is the smooth interpolating curve passing through the points of a smooth SMS chain and then rotate \( C_0 \) by 90° around the z-axis. Use this rotated curve as the seed rib.

In general a design is obtained that is nearly rotationally symmetric but not exactly. For example, consider the case in which \( W_{11} \), \( W_{01} \), \( W_{12} \), \( W_{02} \) are all from point sources. It has been proposed, for example by F. John, Partial Differential Equations, (Springer-Verlag, New York 1980) 3rd ed. pp 19, and W.T. Welford, R. Winston, "On the problem of ideal flux concentrators", J. Opt. Soc. Am. 68, p. 531-534, 1978, that no rotational symmetric system with an finite number of optical surfaces can perfectly image more than one point. Since the exemplary SMS design images two points and consists of only two surfaces, then it typically cannot be rotational symmetric.

Alternatively, it is known that rotational symmetric systems very nearly achieve perfect imaging for a region. As such, some embodiments provide some SMS solutions that are nearly rotationally symmetric. Thus, it is that the closer the point sources 1 (\( W_{11} \), \( W_{01} \)) are to the respective point sources 2 (\( W_{12} \), \( W_{02} \)), the closer is the resultant design to rotational symmetry, which condition can be called quasi-rotational symmetry.

A traditional design can attain substantially perfect imaging of a single point (stigmatic condition) and almost perfect for points near it (aplanatic design). This condition is obtained for a single wavelength (monochromatic design) and it is nearly obtained over a band of wavelengths (achromatic design). Reflectors, however, can achieve substantially a
totally achromatic design for all wavelengths that are reflected.

An SMS design can obtain substantially perfect imaging in some embodiments of two points. As these two points draw closer, the quasi-rotational SMS design approaches a conventional rotationally symmetric design that is aplanatic. When the points are not close, the quasi-rotational SMS design has better image formation quality than its equivalent conventional design (see for example, P. Benítez, J.C. Miñano, "Ultra high numerical aperture imaging concentrator" J. Opt. Soc. Am. A; 14 (1997); pp. 1988-1997).

In summary, an SMS design is fully defined by giving:

1. The definition of the input and output wavefronts \( W_{11} \), \( W_{01} \), and the optical path length \( L_1 \) between them.

2. The definition of the input and output wavefronts \( W_{12} \), \( W_{02} \) and the optical path length \( L_2 \) between them.

3. The nature of the optical surfaces to design, i.e., the type of optical deflection of each surface.

4. The refractive indices of the media at each side of both surfaces.

5. A seed rib, \( R_0 \) and the surface it is to be lying on.

This set of parameters and curves is hereinafter termed an input data set. Generally, not every possible set of input data gives a solution, i.e., an operational SMS design, but when there is such solution, then it is typically unique.

An example of an implementation of the SMS-3D process according to some embodiments is described below with the following input data set:
1. The input and output wavefronts \( W_{i1} \), \( W_{o1} \), and the optical path length \( L_1 \) between them are defined. FIG. 16 shows the unit-radius sphere \( W_{o1} \) as a wavefront centered at the point \((1,0,0)\). \( W_{i1} \) is a flat wavefront containing the point \((0,0,25)\) and with normal vector contained in the x-z plane and forming an angle \(-3.43^\circ\) with the z-axis. The optical path length \( L_1 \) is 51 mm.

2. The input and output wavefronts \( W_{i2} \), \( W_{o2} \) and the optical path length \( L_2 \) between them are similarly defined, still referring to FIG. 16. The unit-radius sphere \( W_{o2} \) is a wavefront centered at the point \((-1,0,0)\). \( W_{i2} \) is a flat wavefront containing the point \((0,0,25)\) and with normal vector also contained in the x-z plane and forming an angle of \(3.43^\circ\) with the z axis. In FIG. 16, the optical path lengths are equal, \( L_2 = L_1 \).

3. The nature of the optical surfaces to design, i.e., the type of optical deflection of each surface: Both surfaces are reflective, so this type of design is called XX. In some embodiments, the shadowing between mirrors is not considered in the design procedure. Once the design is finished, this shadowing is evaluated to check whether the shadowing losses will be reasonable or not. The shadowing of one surface by the other is a practical aspect not considered in this example.

4. The refractive indices of the media at each side of both surfaces are defined. In this example, all media have \( n = 1 \).

5. A seed rib, \( R_0 \) and the reference to which surface on which the rib is to lie is defined. The seed rib \( R_0 \) is shown in FIG. 16. The data in 1, 2, 3, 4 and 5 imply that the solution is symmetric with respect the x=0 plane. The seed rib in this example is an arc of circumference.
FIG. 17 shows the resulting ribs and spines of the XX surfaces designed in accordance with these input data, comprising upper reflector 171 and lower reflector 172. The seed rib \( R_0 \) is indicated in FIG. 17 with a dotted line.

FIG. 18 shows another example of a reflective-reflective XX design, comprising upper reflector 181 and lower reflector 182. Seed rib \( R_0 \) has normals 183. The input wavefronts \( W_{11} \) and \( W_{12} \) are shown as parallel rays. The output wavefronts \( W_{01} \) and \( W_{02} \) are spheres converging on separate focal points.

A special case occurs when the two SMS surfaces desirably intersect along a specified curve. The problematic feature here is the 'conflict of interest' posed by the rays that hit this intersection curve and which if either of the two deflections is to be utilized. For instance, consider the case of a lens (e.g., two refracting surfaces) with a "thin" edge, i.e., the two surfaces of the lens intersect at this edge.

Referring to FIG. 19, the equation of an intersection curve 191 can readily be calculated. Let \( P \) be a point of this curve. The ray of the normal congruence \( W_{11} \) (not shown) passing through \( P \) is deflected (with two consecutive deflections at the same point \( P \)) and exits \( P \) as a ray of \( W_{01} \) (not shown). A similar condition is to be fulfilled with respect to \( W_{12} \) and \( W_{02} \) (not shown). Let \( L_{11}(x,y,z) \) and \( L_{01}(x,y,z) \) be respectively the optical path length from the point given by the Cartesian coordinates \((x,y,z)\) to the wavefronts \( W_{11} \) and \( W_{01} \), respectively. Let \( L_{12}(x,y,z) \) and \( L_{02}(x,y,z) \) be defined in a similar way with respect to the wavefronts \( W_{12} \) and \( W_{02} \), respectively. Since the SMS surfaces are transforming the congruence \( W_{11} \) into the congruence \( W_{01} \), and the congruence \( W_{12} \) into \( W_{02} \), the following equations in some preferred embodiments are fulfilled:
\[ L_{ii}(x,y,z) - L_{o1}(x,y,z) = L_1 \]

\[ L_{i2}(x,y,z) - L_{o2}(x,y,z) = L_2 \]

Eq. (20)

These equations, in which \( L_1 \) and \( L_2 \) are two constants, define the intersection curve, i.e., the edge of the lens.

Let \( \mathbf{v}_{i1}, \mathbf{v}_{i2}, \mathbf{v}_{o1}, \mathbf{v}_{o2} \) be, respectively, the ray vectors of \( W_{i1}, W_{i2}, W_{o1}, \) and \( W_{o2} \) passing through a point \( P \) of the edge; and let \( \mathbf{N}_1, \mathbf{N}_0 \) be, respectively the normals to the surfaces \( S_1 \) and \( S_0 \) at \( P \). Let \( \mathbf{v}_1 \) be the ray vector of \( W_{i1} \) after deflection at \( S_1 \) and before deflection at \( S_0 \) and let \( \mathbf{v}_2 \) be the corresponding ray vector of \( W_{i2} \). The two deflections establish four equations between \( \mathbf{v}_{i1}, \mathbf{v}_{i2}, \mathbf{v}_{o1}, \mathbf{v}_{o2}, \mathbf{N}_1, \mathbf{N}_0, \mathbf{v}_1 \) and \( \mathbf{v}_2 \). For example, for two refractions, these four equations are:

\[
(\mathbf{v}_{i1} - \mathbf{v}_1) \times \mathbf{N}_1 = 0 \quad (\mathbf{v}_{i2} - \mathbf{v}_2) \times \mathbf{N}_1 = 0 \]

\[
(\mathbf{v}_1 - \mathbf{v}_{o1}) \times \mathbf{N}_0 = 0 \quad (\mathbf{v}_2 - \mathbf{v}_{o2}) \times \mathbf{N}_0 = 0 \]

Eq. (21)

Remember that the modulus (absolute value) of a ray vector is the local refractive index. Therefore when the lens of this example is surrounded by a medium of unit refractive index then the moduli of \( \mathbf{v}_{i1}, \mathbf{v}_{i2}, \mathbf{v}_{o1}, \mathbf{v}_{o2} \), are all unity and the moduli of \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are lens refractive index \( n \).

These four equations are solved for the unit vectors \( \mathbf{N}_1, \mathbf{N}_0 \). Not every combination of vectors \( \mathbf{v}_{i1}, \mathbf{v}_{i2}, \mathbf{v}_{o1}, \mathbf{v}_{o2} \) and deflections has a solution. For instance, if the two deflections are both mirror reflections, then there is typically only a solution for \( \mathbf{N}_1, \mathbf{N}_0 \) if the angle between \( \mathbf{v}_{i1} \) and \( \mathbf{v}_{i2} \), is the same as the angle between \( \mathbf{v}_{o1} \) and \( \mathbf{v}_{o2} \) and in this case there is no single solution for \( \mathbf{N}_1, \mathbf{N}_0 \).
When one of the deflections (or both) is a refraction, then the existence of a solution depends also on the value of the refractive index.

It is assumed that there is a solution \( N_i, N_o \) along a segment of the intersection curve, which is referred to as the edge. In some implementations of some embodiments, the edge cannot be used as a seed rib to generate the SMS ribs, because the next rib generated according to the procedure of FIG. 11 and FIG. 12 would be this very same edge. Thus, some embodiments start the procedure from a seed rib that is slightly separated from the edge. This seed rib can readily be calculated either in the surface \( S_i \) or in the surface \( S_o \), with the aid of the normals \( N_i \) and \( N_o \). FIG. 20 shows edge 201 and seed rib \( R_0 \) in \( S_i \). Since the normals to \( S_i \) are generally known at any point of the edge, any points of \( S_i \) close to a point \( P \) of the edge can be calculated merely by moving from \( P \) to a point \( P' \) located in the direction of the vector \( N_i \times \tau \), where \( \tau \) is tangent to the edge. Note that \( \tau \) is parallel to \( N_i \times N_o \), i.e., \( \tau \times (N_i \times N_o) = 0 \).

Applying the procedure of FIG. 11 and FIG. 12 the normals to the surface \( S_i \) are generated at the points (\( P' \)) of the curve \( R_0 \). Because the procedure is consistent, the normals to the surface \( S_i \) at the points of \( R_0 \) resulting from the seed-rib procedure are similar to the normals \( N_i \) of the corresponding points (\( P \)) of edge 201, i.e., the difference between these two vectors goes to zero as \( P' \) approaches \( P \). Since these two curves are close, the SMS skinning of FIG. 13 and FIG. 14 begin with a smooth surface \( \Sigma \) lying in between \( R_0 \) and the edge 201.

In contrast to the XX systems of FIG. 17 and FIG. 18, the next example is an RR lens, comprising two refractive surfaces through which light passes sequentially, with a known refractive index, for example a refractive index of \( n=1.5 \).
Referring back to FIG. 16, where two plane wavefronts \( W_{11} \) and \( W_{12} \) are shown which can be characterized by the normal vectors \( \mathbf{v}_{11} \), \( \mathbf{v}_{12} \) (not shown). The expression of these vectors in Cartesian coordinates is

\[
\mathbf{v}_{11} = (\sin \beta, \ 0, \ -\cos \beta)
\]

\[
\mathbf{v}_{12} = (-\sin \beta, \ 0, \ -\cos \beta)
\]

Eq. (22)

i.e., the rays of these wavefronts are contained in planes \( y = \) constant and form an angle \( \beta = 40^\circ \) with the z-axis.

\( W_{01} \), \( W_{02} \) are two spherical wavefronts centered at the points \( A_{01} \), \( A_{02} \), respectively, the coordinates of which are

\[
A_{01} = (1, \ 0, \ 0)
\]

\[
A_{02} = (-1, \ 0, \ 0)
\]

Eq. (23)

Equations (20) above are solved for the case \( L_1 = L_2 = L \). FIG. 21 shows two candidate lens-edges, ellipse 211 normal to the z-axis and ellipse 212 normal to the x-axis. Altering the value of \( L \) merely changes the z-axis coordinate of the centers of these ellipses, each of which typically generates a different lens. Consider the case of ellipse 211 normal to the z-axis. The seed rib is the x<0, or left, part of ellipse 211.

FIG. 22 depicts RR lens 220, generated by the abovementioned lens-edge procedure.

For RR lens 220 of FIG. 22, FIG. 23A depicts z-x cross-section 231 and FIG. 23B shows z-y cross-section 232.

For RR lens 220 of FIG. 22, FIG. 24A shows z=constant contours 241, spaced 5% of the z-coordinate of the lens edge, on input surface \( S_1 \). FIG. 24B shows contours 242 of output surface \( S_o \), of the same s-spacing (about 5%) but fewer in number than in FIG. 24A because of the shallower curvature of output surface \( S_o \).
For RR lens 220 of FIG. 22, FIG. 25A shows plot 250 with intervals Δx=0.0166, showing contours 251 of input surface S₁. FIG. 25B is plot 255 with substantially identical intervals Δx=0.0166, showing contours 256 of output surface S₀. Seed rib R₀ is common to both plots.

For RR lens 220 of FIG. 22, FIG. 26A depicts seed ribs 261 and FIG. 26B shows spines 263 of lens 220 of FIG 22. Note that maximum thickness occurs at off-center point 262.

FIG. 27 shows RR lens 270, generated for a refractive index of n=1.5 from seed rib R₀, which is substantially identical to contour 212 of FIG. 21 but on the profile perpendicular to the x-axis. Note that the two input ray sets V₀₁ and V₀₂ enter at β=±40° from opposite sides of lens 270 relative to the z-axis, proceeding therefrom to respective focal points A₀₁ and A₀₂ according to calculated SMS-3D input and output surfaces S₁, S₀.

FIG. 28 shows central x-z cross-section 281 of lens 270 of FIG. 27, with lens center at zₑc, for example, zₑc = 1.4.

FIG. 29 shows cross-sectional contours 291 of lens 270 of FIG. 27, with spacing Δx=0.0166. It is noted that the thickest point 292 is not at lens center zₑc.

FIG. 30 is a schematic of a RXI lens 330, showing the above-mentioned acronym convention for a rotationally symmetric cross-section. The lower reflective (X) surface 332 is typically metalized and consequently has a single function. The upper surface 331 is used twice, as a refractor for exiting rays and as a reflector for internal rays from the source. In free-form 3D design, the RXI is more complex than in the previous RR and XX designs, where each surface is intercepted once and only once by the design-rays.

Unlike previous SMS-3D designs, the design of a free-form RXI in some embodiments is iterative, and can include in
some implementations trial-and-error steps from an initial criteria converging to a working configuration. Functionally, in this example, there are three optical surfaces: the top, refractive surface ($S_1'$) and two reflective surfaces, top $S_1$ and bottom $S_0$. At each step of the iteration step three versions of these surfaces are calculated. If the initial conditions are adequate, the surfaces $S_1$ and $S_1'$ converge substantially to identity, so that when they are close enough the iteration procedure terminates.

FIG. 31 shows one example according to some embodiments with spherical input wavefronts $W_{i1}$ and $W_{i2}$ centered at $x=\pm 1, y=0, z=0$, representing compact sources. Plane output wavefronts $W_{o1}$ and $W_{o2}$ have unit normal vectors $(\sin \beta, 0, \cos \beta)$ and $(-\sin \beta, 0, \cos \beta)$, respectively, with $\beta=1.5^\circ$. Seed rib $R_0$ is shown as a dotted line.

FIG. 56 depicts a flow diagram of a process 5610 for designing an RXI lens according to some embodiments.

Referring to FIGS. 31 and 56, in step 5620, a first $S_1'$ surface is defined and/or built up such that it contains a curve $R_0$. A good choice of $S_1'$ reduces the convergence time, although this choice is typically not that critical. For example, an initial $S_1'$ surface can be linearly symmetric, if that is what is expected as a design goal.

In step 5622, the congruences $W_{i1}, W_{i2}$ are refracted through the surface $S_1'$. After reflection, the congruences become $W_{i1}'$ and $W_{i2}'$. If the surface $S_1'$ does not intersect all the rays of $W_{i1}$ and $W_{i2}$ then step 5620 is repeated with a different candidate surface $S_1'$.

In step 5624, reflection-reflection surfaces (XX) are designed using the congruences $W_{i1}'$, $W_{i2}'$, $W_{o1}$ and $W_{o2}$ and the optical path lengths $L_1$ and $L_2$, as shown in FIG. 32.
That is to say, the reflective aspect (X) of upper surface 321 is emphasized. In some embodiments, the XX design is implemented through the processes described above with reference to FIGS. 7-18, and/or cycle chain process 4310 of FIG. 43. The two XX reflector surfaces are called \( S_1 \) and \( S_0 \). Lack of success means returning to step 5620 and beginning again with a different candidate refractive upper-surface \( S_1' \). Although upper surface 321 is to be internally reflecting, its critical angle is often not considered, and reflection is assumed to occur at all incidence angles.

In step 5630, the difference or distinctness of the surfaces \( S_1' \) and \( S_1 \) is determined. In step 5632, it is determined whether the differences between surfaces \( S_1' \) and \( S_1 \) are within a threshold. The process 5610 then returns to step 5622 with \( S_1' \) equal to \( S_1 \), when the surfaces \( S_1' \) and \( S_1 \) are still distinct and/or different by a predefined threshold. A measure of their distinction, in some embodiments, is determined by taking the mean distance between the two defined surfaces, as defined by the averaged value of the minimum distance between each point of surface \( S_1 \) to the surface \( S_1' \). If the surfaces are sufficiently close (i.e., within machining tolerances and/or microscopic surface error prescription) then convergence is declared. FIG. 33 shows an example of the result, with upper reflective surface 331 and lower surface 332 having achieved the requisite action on spherical source wavefronts \( W_1 \) and \( W_2 \).

When convergence is declared in step 5632, the process continues to step 5634 to calculate the points of \( S_1 \) where total internal reflection is not achieved for the rays of any of the two congruences. In step 5636, the region of \( S_1 \)
that is to be metalized is determined by the particular application of the device. In many instances, not all the points of $S_1'$ provide total internal reflection for the designing rays.

The normal congruences $W_1$ and $W_2$ (which include both input and output wavefront-pairs) are called control congruencies. Each particular design has its own control congruences. In abovementioned examples, these congruences were given directly, in order to show how to derive a design from them. In real-world problems, it is generally illumination distributions, typically not wavefronts, that are the design goals. Thus in prescribed-irradiance problems, such wavefront information is typically derived from the prescription in such a way that the SMS-3D lens causes a given source to produce the desired distribution. This can be referred to as inverse problems, a branch of mathematics where solutions are usually numerical and approximate. Often it is a major accomplishment to prove even that a solution exists. This could happen with overly complex irradiance prescriptions and overly inhomogeneous sources.

The inverse problem according to some embodiments is that of finding a set of output control-wavefronts $W_{o1}$ and $W_{o2}$ that could produce a desired irradiance distribution from a known source. FIG. 34 shows a fixed reference plane $\Pi_0$, defined by $z=0$, used in some embodiments to define control wavefronts out of exit aperture 340, shown as circular. One of the wavefronts, $W_c$, is shown as array 341, of diverging rays 342. Such a mathematical exit plane is typically placed close to the exit aperture of the system (which in general, will not be exactly defined by a plane curve, as shown for aperture 340). For every point $(x,y)$ on the reference plane, only a single ray
of the normal congruence encounters it, with directional unit vector, shown in FIG. 34 as

\[ \mathbf{v} = (p, q, \pm (1-p^2-q)) \]  \hspace{1cm} \text{Eq. (24)}

Emphasis on the positive branch of the square roots means that the rays of the control congruence travel towards positive z values, as shown in FIG. 34. The information in Eq. (24) is contained in the planar vector

\[ \mathbf{v}_\perp = (p, q) \]  \hspace{1cm} \text{Eq. (25)}

defining the p-q plane of direction sines, frequently used in non-imaging optics.

In automotive applications, however, the plane of directions is usually represented as shown in FIG. 35, with angular axes H-V through the change of variables whereby +x is degrees right (+H), -x is degrees left (-H), +y is degrees up (+V), -y is degrees down (-V), +z is vehicle-front, and -z is rearward, so that

\[ H = \sin^{-1}(p) \quad V = \sin^{-1}(q) \]  \hspace{1cm} \text{Eq. (26)}

Because the ray set is a normal congruence, taking x and y as parameters of this bi-dimensional bundle means that the Malus-Dupin theorem (as described in, J.C. Miñano, “Application of the conservation of the etendue theorem for 2D-subdomains of the phase space in nonimaging optics”, Appl. Opt. 23, pp. 2021-2025, (1984), and M. Herzberger. “Modern Geometrical Optics”, Interscience, New York, 1958, pp 152) gives for \( \mathbf{v} \):

\[ r_x \cdot v_y - r_y \cdot v_x = p_y - q_y = 0 \]  \hspace{1cm} \text{Eq. (27)}

where \( \mathbf{r} = (x, y, 0) \). Since \( p_y = q_x \), there exists a potential function \( l_o(x, y) \) such that:

\[ l_{ox} = p \quad l_{oy} = q \]  \hspace{1cm} \text{Eq.(28)}

This function is specifically the optical path length function from the reference plane, i.e. \( l_o(x, y) = L_0(x, y, z=0) \).
Thus, the normal congruence $w_o$ at the reference plane can be defined by specifying the function $l_o(x,y)$. In some implementations the condition for $l_o(x,y)$ to be well defined is given by $(l_{o,x})^2 + (l_{o,y})^2 \leq 1$.

This separation of variables obtains for a distribution that is the product of two orthogonal one-dimensional distributions:

$$l_o(x,y) = P(x) + Q(y),$$

Eq. (29)

giving $(l_{o,x})^2 + (l_{o,y})^2 \leq 1$. According to Eq. 28, $p$ and $q$ are functions of $x$ and $y$, respectively, and the ray direction is given by:

$$p(x) = P'(x), \quad q(y) = Q'(y).$$

Eq. (30)

Using these special wavefronts enables the selection of the 3D control congruences to be reduced to the selection of two 2D wavefronts. The intensity distribution, however, is typically thereby controlled fully only along two lines of the $p$-$q$ plane, for instance, $p = p_0$ and $q = q_0$, though this may be sufficient for applications where the planar prescription is the product of two perpendicular line prescriptions. Such a case is shown in FIG. 36, a perspective view of 3D graphical distribution 360, with horizontal degree-axis 361 and vertical degree-axis 362. The separability of intensity is expressed as

$$I(H,V) = J(V) \cdot K(H)$$

with vertical prescription $J$ and horizontal prescription $K$. Relative intensity is shown along orthogonal axis 363, scaled for unity at peak 364, which is located at $1.5^\circ$ down. Profile 365 is horizontal relative intensity and profile 366 is vertical relative intensity. Contours 367 are examples of profile 365 after being multiplied by particular points on profile 366.

For example, the most difficult part of the automotive low-beam headlamp prescription is the cut-off line between the
maximum on-road intensity and the quite close minimum in the
direction of oncoming drivers. This output congruence is to be
matched with an input congruence coming from the edge of the
filament.

FIG. 37A is a view of the interior of cutaway unit
sphere 370 and on its surface is arc 371, described by the
vector-function \( v_\theta(u) \) across fan 372 of ray-direction unit-
vectors issuing from sphere center 373. This vector-function is
given by:

\[
v_\theta(u) = \left( p_\theta(u), q_\theta(u), \pm \sqrt{1 - p_\theta^2(u) - q_\theta^2(u)} \right)
\]

Eq. (31)

where \( u \) is shown as the line's arc-length parameter.

FIG. 37B is an exterior view of unit sphere 370 with
arc 371. Rays 372 are shown protruding from sphere 370 with
less than their unit length. Also shown at less than their
actual unit length are tangent vectors 374, given as \( v_\theta(u) \), and
binormal vectors 375, given as right-hand vector product as
\( v_\theta(u) \times v_\theta(u) \).

When these unit vectors 372 are moved individually
away from the center of the unit sphere in a direction
perpendicular to their own, while retaining their original
direction, the process is called orthogonal transport.
Different rays are transported varying directions according to a
second parameter \( v \). FIG. 37c shows ray fan 372 with individual
direction-vectors \( v_\theta(u) \) labeled \( v_0 \) to \( v_{90} \).

This defines a bi-parametric set of rays with vectors
directionally coincident with \( v_\theta(u) \) for the same \( u \). This set is
described not at the reference plane, but univocally by the
pairs \((r(u,v), v(u,v))\). FIG 37C also shows rays \( r_3 \) to \( r_{12} \) as
examples of \( r(u,v) \), which is the vector position for the closest
point of a ray trajectory to the coordinate origin, thereby
being its orthogonal-transport vector. Since \( \mathbf{r}(u,v) \) and \( \mathbf{v}(u,v) \) are mutually perpendicular, as shown by right angles 376 of FIG. 37C, the proper choice of parameters makes \( \mathbf{v}(u,v) \) dependent on one parameter, i.e., \( \mathbf{v}(u,v) = \mathbf{v}_0(u) \). Then, without loss of generality:

\[
\mathbf{r}(u,v) \cdot \mathbf{v}_0(u) = 0 \quad \text{Eq. (32)}
\]

Since \( u \) is the arc length parameter of the prescribed line \( \mathbf{v}_0(u) \) on the unit sphere, there is a perpendicular unit vector \( \mathbf{v}_0(u) \), which FIG. 37D shows as vectors 378, as well as a third unit vector perpendicular to both: \( \mathbf{v}_0(u) \times \mathbf{v}_0(u) \), which FIG. 37D shows as vectors 379. FIG. 37D also shows ray fan 372 as in FIG. 37C, but with the unit vectors transported as vectors 377 by greater distances, for clarity.

Then, Eq. (32) implies that:

\[
\mathbf{r}(u,v) = \lambda(u,v)\mathbf{v}_0(u) + \mu(u,v)(\mathbf{v}_0(u) \times \mathbf{v}_0(u)) \quad \text{Eq. (33)}
\]

The bundles shown in FIG. 37C and 37D were arbitrary ones drawn only as conceptual examples. In order that such a bi-parametric bundle actually be a normal congruence, the Malus-Dupin theorem, as introduced above, states it is sufficient that:

\[
\mathbf{r}_u \cdot \mathbf{v}_v - \mathbf{r}_v \cdot \mathbf{v}_u = 0 \iff \lambda_v = 0 \iff \lambda = \lambda(u). \quad \text{Eq. (34)}
\]

Therefore the curves described by \( \mathbf{r}(u,v) \) when \( v \) varies (and \( u \) is fixed) are straight lines, because their tangent vector is parallel to \( \mathbf{v}_0(u) \times \mathbf{v}_0(u) \):

\[
\mathbf{r}_v(u,v) = \mu_v(u,v)(\mathbf{v}_0(u) \times \mathbf{v}_0(u)), \quad \text{Eq. (35)}
\]

and thus constant with \( v \). Without loss of generality, the parameter \( v \) is selected to be the arc length of those \( u \)-constant straight lines. This is substantially equivalent to:

\[
\mu_v(u,v) = 1 \iff \mu_v(u,v) = v + \sigma(u) \quad \text{Eq. (36)}
\]

giving

\[
\mathbf{r}(u,v) = \mathbf{r}_0(u) + (\mathbf{v}_0(u) \times \mathbf{v}_0(u))v \quad \text{Eq. (37)}
\]

where
\[ \mathbf{r}_\theta(u) = \mathbf{r}(u,0) = \lambda(u)\mathbf{v}_\theta(u) + \sigma(u)(\mathbf{v}_\theta(u) \times \mathbf{v}_\theta(u)) \]  
Eq. (38)

Eq. (37) is thus the general solution to the stated problem, and the contour conditions are the two functions \( \lambda(u) \) and \( \sigma(u) \). The selection of \( \lambda(u) \) and \( \sigma(u) \) is not fully arbitrary, because to better assure that the bundle is bi-parametric, \( \mathbf{r}_\theta(u,v) \times \mathbf{r}_v(u,v) \) should not be identically null for all \((u,v)\), which implies that the selection \( \lambda(u) = 0 \) is excluded.

This problem could have also been stated in terms of the optical path length function \( l_0(x,y) \) at the reference plane. The direction vector function given by Eq. (32) also describes a line in the p-q plane:

\[ \mathbf{v}_{18}(u) = (p_0(u), q_0(u)) \]  
Eq. (39)

Rather than this parametric form in the p-q plane, an implicit form eliminates the parameter \( u \):

\[ F(p,q) = 0 \]  
Eq. (40)

From Eq. (28) \( l_{0,x} = p \) and \( l_{0,y} = q \), so that the following first-order partial differential equation is obtained:

\[ F(l_{0,x}, l_{0,y}) = 0 \]  
Eq. (41)

According to the previous derivation, the solution of Eq. (41) is:

\[ l_0(x,y) = \int_0^x p_0(u(x,y)) \, dx + \int_0^y q_0(u(x,y)) \, dy + l_0(0,0) \]  
Eq. (42)

where \( p_0 \) and \( q_0 \) are the prescribed functions in Eq. (39), and \( u(x,y) \) is obtained by inverting the mapping produced between the parameter plane \( u-v \) and the intersection point \( \mathbf{r}_\perp = (x,y,0) \), on the reference plane \( z=0 \) (see FIG. 34), of the rays \((\mathbf{r}(u,v), \mathbf{v}_0(u))\), \( \mathbf{r}(u,v) \)) given by Eq. (37). This mapping is given by:

\[ \mathbf{r}_\perp(x,y) = \mathbf{r}(u,v) - \frac{\mathbf{u}_x \cdot \mathbf{r}(u,v)}{\mathbf{u}_x \cdot \mathbf{v}_0(u)} \mathbf{v}_0(u) \]  
Eq. (43)

Eq. (42) assumes that a ray of the bundle passes through the origin of the reference plane, and that \( l_0(0,0) \) is an integration constant.
When the light source has approximately constant luminance $L$ then the value of a prescribed intensity distribution $I(p,q)$ for substantially any direction $(p,q)$ is the integral over the reference plane of the rays with that direction:

$$I(p,q) = L \int_{R(p,q)} dxdy$$  \hspace{1cm} \text{Eq. (44)}

where $R(p,q)$ is the region of the reference plane formed by points $(x,y)$ through which a ray with direction $(p,q)$ exits the optical system. This region is known as the flasched portion of the exit aperture. To illustrate flashing, FIG. 38 shows reference plane $\Pi_o$ with ray bundle 380 passing out region $R_0$ with direction vector $(p_0,q_0)$ and ray bundle 381 passing out region $R_1$ with direction vector $(p_1,q_1)$.

Correspondingly, FIG. 39 shows exiting rays 390 passing through a differential area $dA$ at the point $(x,y)$ of the reference plane describe a solid angle $S(x,y)$ on p-q plane 391. This solid angle is the above-mentioned source-image, with its associated paintbrush analogy for posing the inverse problem of deriving control congruences from a prescription. Some embodiments employ the useful idea for the inverse problem of the small-source approximation, usually posed in first-order optics.

First-order optics approximate as a quadric every surface encountered by a ray of spherical wavefront $W_C$ (shown in FIG. 34) emitted from a point C on the source (see for example, R.K. Luneburg. Mathematical Theory of Optics (University of California, Berkeley and Los Angeles 1964)). At every exit-aperture point $(x,y)$ the ray of wavefront $W_C$ has direction functions $[p_C(x,y),q_C(x,y)]$, assumed to be invertible as $[x(p_C,q_C),y(p_C,q_C)]$. This leads to a change of variables in the integral of Eq.(44):
\[ I(p, q) = L \int_{S_c(p, q)} |J(p_c, q_c)| dp_c dq_c \] \hspace{1cm} \text{Eq. (45)}

where \( S_c(p, q) \) is the region of the \( p_c-q_c \) plane defined by

\[ S_c(p, q) = \{(p_c, q_c) \text{ fulfilling that } (p, q) \in S(x(p_c, q_c), y(p_c, q_c))\} \] \hspace{1cm} \text{Eq. (46)}

and the Jacobian is given by:

\[ J(p_c, q_c) = x_{p_c}(p_c, q_c)y_{q_c}(p_c, q_c) - x_{q_c}(p_c, q_c)y_{p_c}(p_c, q_c) \] \hspace{1cm} \text{Eq. (47)}

Since \( W_c \) is a normal congruence, Eq. Eq. (27) is fulfilled for \( p_c \) and \( q_c \), and by inversion, it is also obtained that \( x_q = y_p \) in Eq. Eq. (47).

There is an especially simple case when, for any \((p, q)\), \( J(p_c, q_c) \) is almost constant inside the direction-space region \( S_c(p, q) \). Then, \( J(p_c, q_c) \) can be removed from the integral in Eq. 45, leading to a good approximation for the resultant intensity pattern:

\[ I(p, q) \approx L |J(p, q)| \int_{S_c(p, q)} dp_c dq_c \] \hspace{1cm} \text{Eq. (48)}

Moreover, if for the region of \( p-q \) plane

\[ S(x(p_c, q_c), y(p_c, q_c)) \approx f(p - p_c, q - q_c) \] \hspace{1cm} \text{Eq. (49)}

for any \((p_c, q_c) \in S_c(p, q)\), then:

\[ S_c(p, q) \approx S(x(p, q), y(p, q)) \] \hspace{1cm} \text{Eq. (50)}

Thus, Eq. (48) can be rewritten as:

\[ I(p, q) \approx |J(p, q)| \int_{S(x(p, q), y(p, q))} dp_c dq_c \] \hspace{1cm} \text{Eq. (51)}

This bracket is the illuminance \( IL \) produced by the source at the reference plane at the point \((x(p, q), y(p, q))\). Thus:

\[ I(p, q) \approx x_p(p, q)y_q(p, q) - x_q(p, q)y_p(p, q) |IL(x(p, q), y(p, q))| \] \hspace{1cm} \text{Eq. (52)}

This equation can be rewritten in the \( x-y \) variables using the functions \( p_c \) and \( q_c \), leading to:
\[ I(p_c(x,y), q_c(x,y)) \approx \frac{II(x,y)}{|p_{c,x}(x,y)q_{c,y}(x,y) - p_{c,y}(x,y)q_{c,x}(x,y)|} \quad \text{Eq. (53)} \]

Using the function \( l_c(x,y) \) associated with the congruence \( W_c \) gives:

\[ I(l_{c,x}, l_{c,y}) \approx \frac{II(x,y)}{|l_{c,x}l_{c,y} - l_{c,y}^2|} \quad \text{Eq. (54)} \]

The absolute value in Eq. (54) leads to two families of solutions:

\[ l_{c,x}l_{c,y} - l_{c,y}^2 \approx \pm \frac{II(x,y)}{I(l_{c,x}, l_{c,y})} \quad \text{Eq. (55)} \]

This is the small-source approximation level for the exit radiation, and the necessary conditions are given by the two approximations carried out in Eq. (48) and Eq. (49).

There is a local invariance of the region \( S(x,y) \) stated in approximation Eq. (49) in terms of the optical path length function. According to the approximation in Eq. (49), the rays' spherical wavefront \( W_1 \) generated at point \((x', y')\) of the source reference plane, after propagation through the optical system to become the exit wavefront \( W_o \), so that for any \((x, y)\) in \( R(p, q) \):

\[ p(x', y', x, y) - p_c(x, y) \approx m(x', y') \]
\[ q(x', y', x, y) - q_c(x, y) \approx n(x', y') \quad \text{Eq. (56)} \]

independent of \( x \) and \( y \). Equation Eq. (56) can be integrated to obtain the optical path length functions \( l_o(x, y, x', y') \) and \( l_{oc}(x, y) \) at the reference plane:

\[ l_o(x', y', x, y) \approx l_{oc}(x, y) + m(x', y')(x - x_c) + n(x', y')(y - y_c) \quad \text{Eq. (57)} \]

where \( x_c = x(p_c, q_c) \) and \( y_c = y(p_c, q_c) \). This approximation between \( l_o(x', y', x, y) \) and \( l_{oc}(x, y) \) typically holds for every \((x, y)\) in the flashed-aperture region \( R(p, q) \), i.e., the higher-order terms in this polynomial series expansion are negligible in \( R(p, q) \).

Therefore, Eq. Eq. (55) is accurate when Eq. Eq. (48) and Eq. (56) (or equivalently Eq. (57)) are fulfilled. For the
small-source approximation, however, the accuracy is forced not only for the exit-ray bundle, but also for the bundle when it is inside the optical system at substantially any optical surfaces considered as a reference surface. This implies that not only the difference function $l_{c}(x', y', x, y) - l_{oc}(x, y)$ is approximately linear in $x$ and $y$, but also in $x'$ and $y'$.

Therefore, the small-source approximation is a particular case of the source projection linear approximation described fully below, where, apart from the approximation of the constancy of the Jacobian in Eq. Eq. (48), this linearity was forced for the variables $x'$ and $y'$.

The SMS-3D design of two surfaces totally controls two normal congruences of the output rays, and, by means of the seed-rib, at least partially controls a third congruence. These three congruences could be those from three emitting points of the light source. While it may seem that full control of the rays from only three points of a 3D source is a poor control, in many practical designs there is an approximately linear dependence of the direction of the rays at a point of the exit reference plane (as seen in FIG. 34) with the spatial coordinates of the emission point of that ray on the source. If so, then the rays generated at the source can be accurately controlled by the three design wavefronts.

Three points $\mathbf{r}_1$, $\mathbf{r}_2$ and $\mathbf{r}_3$ are considered on the emission region of the light source, defining a reference plane $\Pi_4$ for the input wavefronts. The coordinates $(x'_k, y'_k)$ on the plane $\Pi_4$ define a given point $\mathbf{r}_k$. FIG. 40 shows three spherical wavefronts $W_{11}$, $W_{12}$ and $W_{13}$ centered at points $\mathbf{r}_1$, $\mathbf{r}_2$ and $\mathbf{r}_3$, respectively (hidden beneath the wavefronts). These three wavefronts from source 400 are to be transformed by schematic optical system 401 into three exiting wavefronts $W_{o1}$, $W_{o2}$ and $W_{o3}$.
with respective associated optical path length functions \( l_{o1}(x,y) \), \( l_{o2}(x,y) \) and \( l_{o3}(x,y) \) at the exit reference plane \( z=0 \).

An arbitrary input wavefront \( W_i \) is also considered defined at the reference plane \( \Pi_i \). The aforementioned linear approximation consists in stating that propagation of \( W_i \) through the optical system is such that, for each point \((x,y)\) of the exit reference plane, the function \( l_o(x,y) \) associated with the exit wavefront \( W_o \) depends linearly on the position \( \mathbf{r} = (x',y') \) on the input reference plane of the associated ray \((p,q) = (l_{o,x}, l_{o,y})\) (propagated backwards), that is:

\[
\begin{bmatrix}
  x' & y' & l_o(x,y) & 1 \\
  x_1' & y_1' & l_{o1}(x,y) & 1 \\
  x_2' & y_2' & l_{o2}(x,y) & 1 \\
  x_3' & y_3' & l_{o3}(x,y) & 1
\end{bmatrix} = 0 \quad \text{Eq. (57)}
\]

This equation can also be written as:

\[
l_o(x,y) = -\frac{1}{|M'|} \left( M^2 |x'| + M' |y'| + M \right) \quad \text{Eq. (58)}
\]

where:

\[
M = \begin{bmatrix}
  x_1' & y_1' & l_{o1}(x,y) \\
  x_2' & y_2' & l_{o2}(x,y) \\
  x_3' & y_3' & l_{o3}(x,y)
\end{bmatrix} \quad \text{Eq. (59)}
\]

and \( M^k \) is the resulting matrix obtained by substituting the \( k^{th} \) column in \( M \) by a column with 1's (note that \( M^k \) does not depend on \( x \) and \( y \)).

Moreover, Eq. (57) can also be written as:

\[
l_o(x,y) = a_1(x',y')l_{o1}(x,y) + a_2(x',y')l_{o2}(x,y) + a_3(x',y')l_{o3}(x,y) \quad \text{Eq. (60)}
\]

where \( a_k(x',y') = \frac{\lambda_k}{\lambda} \), being

\[
\lambda = [(r_2 - r_1) \times (r_3 - r_1)] c \quad \text{Eq. (61)}
\]

and \( \lambda_k \) results from eliminating index \( k \) in \( \lambda \). Vector \( c \) is normal to the plane \( \Pi_i \), and thus is given by:

\[
c = \frac{(r_2 - r_1) \times (r_3 - r_1)}{|(r_2 - r_1) \times (r_3 - r_1)|} \quad \text{Eq. (62)}
\]

It is noted that the functions \( a_k(x',y') \) depend linearly on \( x' \) and \( y' \).
By deriving Eq. (60), the direction of the rays of \( W_0 \) at the exit are obtained as:

\[
v_\perp(x,y) = a_1(x',y')v_{\perp1}(x,y) + a_2(x',y')v_{\perp2}(x,y) + a_3(x',y')v_{\perp3}(x,y)
\]

Eq. (63)

where \( v_{\perp k} = (p_k, q_k) \).

In order to illustrate this source-projection linear approximation, FIG. 41 shows schematically the case in which the light source is a rectangle 410 of homogeneous luminance and Lambertian emission, such as the high-flux flip-chip Luxeon LEDs by Lumileds, indicated by source 411. Also shown are the four normal congruences \( W_{11}, W_{12}, W_{13}, \) and \( W_{14} \) defined by the rays emitted from the four chip corners, \( r_1, r_2, r_3, \) and \( r_4 \) (not shown). At the exit of the optical system these become \( W_{01}, W_{02}, W_{03}, \) and \( W_{04} \). Due to the assumed linearity with the \( x'-y' \) variables, \( W_{04} \) can be calculated from wavefronts \( W_{01}, W_{02}, W_{03} \) by Eq. (60). Within the rectangle \( r_4 = r_2 + r_3 - r_1 \), so that:

\[
\begin{align*}
l_{04}(x,y) &= l_{02}(x,y) + l_{03}(x,y) - l_{01}(x,y) \\
v_{14}(x,y) &= v_{12}(x,y) + v_{13}(x,y) - v_{11}(x,y)
\end{align*}
\]

Eq. (64)

This interdependence among \( W_{01}, W_{02}, W_{03}, \) and \( W_{04} \) implies that with the source-projection linear approximation, the source-image ray-bundle exiting from a point \((x,y)\) on the reference plane form on p-q plane a parallelogram (not a general quadrangle), rather than the schematic circle \( S(x,y) \) shown in FIG. 39.

For the more general inverse problem, there are three unknown functions to be controlled by the design, the two optical path-length functions \( l_{01}(x,y) \) and \( l_{02}(x,y) \), and \( l_{03}(x,y) \) of the design wavefronts. Equivalently, the functions \( l_{01}(x,y), d_{21}(x,y) = l_{02}(x,y) - l_{01}(x,y), \) and \( d_{31}(x,y) = l_{03}(x,y) - l_{01}(x,y) \) are considered as unknowns. Using the paintbrush analogy, these three functions \( l_{01}, d_{21}, \) and \( d_{31} \) provide the following information about the painting process: \( l_{01} \) indicates the paintbrush edge
position, while $d_{21}$ and $d_{31}$ indicate orientation, magnification and squeezing of the paintbrush.

A possible solution for the inverse problem is, in some instances, set forth when $d_{21}$ and $d_{31}$ are prescribed (although not with respect the x-y variables, as seen below), and the only unknown function is $l_{01}$. Then the paintbrush will be prescribed and its motions calculated. This is of interest because the paintbrush size and orientation controls the shape of the optics, in particular, the optics contour and minimizing the tolerances to source displacement.

Regarding the contour of the optics, consider a design for a monofacial rectangular source that emits isotropically, with corners $r_1$, $r_2$, $r_3$, with corresponding exit wavefronts $W_{01}$, $W_{02}$ and $W_{03}$ that have the above-described separation of variables. Assume that the plane of the source defines an input reference plane, with the origin at the center of source center, the x' axis parallel to the line from $r_1$ to $r_2$, and the y' axis to that from $r_1$ to $r_3$. The input data and the SMS design are to be symmetric with respect to the x and y axes (in particular, $r_1=(L_Y/2,-L_X/2)$, $r_2=(-L_Y/2,L_X/2)$ and $r_3=(L_Y/2,-L_X/2)$).

Consider also the 2-parameter bundle defined by the rays emitted by the segment $r_1$-$r_2$ of the source and passing through the line $y=y_0$ of the exit reference plane. In general, the 2D étendue of a 2-parameter bundle $M_{2D}$ is calculated at a reference surface as:

$$E_{2D} = \iint_{M_{2D}} dx dp + dy dq + dz dr$$  \hspace{1cm} \text{Eq. (65)}

Since the two segments are parallel to the x and x' axis, $y$ ($y'$) and $z$ ($z'$) are constant. Thus, in the calculation of the 2D étendue of this bundle either at the input or at the output
reference planes, the terms $dy dq$ and $dz dr$ will be null, leading to:

$$\int_{t=0}^{t=L_x/2} (p_2(t) - p_1(t))dt = \int_{t=0}^{t=L_x/2} p'(x',x,y_0)dt' = L_x < p'(x',x,y_0) > _x$$  \hspace{1cm} \text{Eq. (66)}$$

where $p'(x', x, y_0)$ is the $p$-coordinate of the ray emitted from the points of abscissa $x'$ on the segment $r_1 - r_2$ and passing through the point $(x,y_0)$ of the exit reference plane.

Equivalently, for the bundle emitted by the segment $r_1 - r_3$ of the source and exiting the aperture from the line $x=x_0$, the integral is obtained:

$$\int_{t=0}^{t=L_y/2} (q_3(t) - q_1(t))dt = \int_{t=0}^{t=L_y/2} q'(y',x_0,y)dt' = L_y < q'(y',x_0,y) > _y$$  \hspace{1cm} \text{Eq. (67)}$$

Particularizing both Eq. (66) and Eq. (67) for a given point of the exit aperture, i.e. making $x=x_0$ and $y=y_0$, gives:

$$\int_{t=0}^{t_1} (p_2(t) - p_1(t))dt = L_x < p'(x',x_0,y_0) > _x$$  \hspace{1cm} \text{Eq. (68)}$$

$$\int_{t=0}^{t_2} (q_3(t) - q_1(t))dt = L_y < q'(y',x_0,y_0) > _y$$

If $p'(x',x_0,y_0)$ and $q'(y',x_0,y_0)$ are approximately constant along the segments $r_1 - r_3$ and $r_1 - r_3$, then:

$$< p'(x',x_0,y_0) > _x \approx p'(-L_x/2,x_0,y_0) = p_1'(x_0,y_0)$$

$$< q'(y',x_0,y_0) > _y \approx q'(-L_y/2,x_0,y_0) = q_1'(x_0,y_0)$$  \hspace{1cm} \text{Eq. (69)}$$

For maximum collection efficiency, the contour of the exit aperture is defined when the design rays at the input become tangent to the rectangular source, i.e., $r'=0$, or equivalently, $p'^2 + q'^2 = n^2$ for the source immersed in a medium of refractive index $n$, such as $n=1.54$ of the epoxy of LED packages. Taking this tangency into account, along with Eq. (68) and Eq. (69), the contour is given by:
\[ \left[ \frac{1}{L_X} \int_{t=0}^{t=n} (p_2(t) - p_1(t)) \, dt \right] + \left[ \frac{1}{L_Y} \int_{t=0}^{t=n} (q_3(t) - q_1(t)) \, dt \right] = n^2 \quad \text{Eq. (70)} \]

Equivalently, using the functions \( P_1, Q_1, P_2 \) and \( Q_3 \) defined in Eq. (97) below, Eq. (70) can be rewritten more simply as:

\[ \left[ \frac{P_2(x_0) - P_1(x_0) + P_1(0) - P_1(0)}{L_X} \right]^2 + \left[ \frac{Q_3(y_0) - Q_1(y_0) + Q_1(0) - Q_1(0)}{L_Y} \right]^2 = n^2 \quad \text{Eq. (71)} \]

As an example, consider that the contour is intended to be nearly rectangular in \(-x_{\text{max}} \leq x \leq x_{\text{max}} \) and \(-y_{\text{max}} \leq y \leq y_{\text{max}} \). Then the desirable outcome is:

\[ \left. \frac{dy_0}{dx_0} \right|_{-y_{\text{max}} < y < y_{\text{max}}} \approx \infty \quad \left. \frac{dy_0}{dx_0} \right|_{-x_{\text{max}} < x < x_{\text{max}}} \approx 0 \quad \text{Eq. (72)} \]

Differentiating Eq. (71) gives:

\[ \frac{dy_0}{dx_0} = -\frac{L_Y^2}{L_X} \frac{P_2(x_0) - P_1(x_0) + P_1(0) - P_1(0)}{Q_3(y_0) - Q_1(y_0) + Q_1(0) - Q_1(0)} \frac{p_{\text{chip}}(x_0)}{q_{\text{chip}}(y_0)} \quad \text{Eq. (73)} \]

where \( p_{\text{chip}}(x) = p_2(x) - p_1(x) \) and \( q_{\text{chip}}(y) = p_2(y) - p_1(y) \) are the projected horizontal and vertical chip angular sizes. A strategy to obtain Eq. (72) is to select generally:

\[ p_{\text{chip}}(x_0) \text{ as big as possible when } |x_0| = x_{\text{max}} \quad \text{Eq. (1)} \]

\[ q_{\text{chip}}(y_0) \text{ as big as possible when } |y_0| = y_{\text{max}} \]

10 It is noted that the average luminance values are bounded by Eq. (68) and Eq. (69) at the points of the contour where \( p_1' = n \) and \( q_1' = n \), for which \( x=x_{\text{max}} \) and \( y=y_{\text{max}} \), respectively:

\[ \int_{x=x_{\text{max}}} \int_{t=0}^{t=n} p_{\text{chip}}(t) \, dt = nL_X \quad \text{Eq. (75)} \]

\[ \int_{y=y_{\text{max}}} \int_{t=0}^{t=n} q_{\text{chip}}(t) \, dt = nL_Y \]

Thus, in order to fulfill Eq. (1), one preferred option is that the chip sizes are non-uniform, smaller at the center than at the edge of the exit aperture. This rule may conflict with other criteria, either the specifics of a given design or in general, such as the selection of \( q_{\text{chip}}(y) \) to obtain a prescribed intensity gradient in automotive applications.
Tolerance to misalignment of the source is, in some embodiments and/or implementations, a significant practical issue for high-performance optics, particularly affecting the vertical intensity distribution for a prescribed intensity gradient at a cutoff, for example, between the roadway pattern and the drivers of oncoming vehicles for an automotive headlight prescription application. This calculation is assumed in some embodiments, to be two dimensional, with axis y (UP) and z (FRONT). It can be applied to 3D problems in which the exit wavefronts have the abovementioned separation of variables.

Some implementations assume that the source projected vertical size distribution has already been selected along the y-axis. The objective is to calculate the y-axis distribution of the two edge rays that minimizes the sensitivity of the output-intensity gradient to source misalignments. These are the edge rays to be used for the above-mentioned calculation of the seed rib. The edge of the chip is modeled as a 2D line source of length L, generating rays that form the edge of the output intensity distribution.

The vertical angle \( \phi \) is defined by \( q = -\sin \phi \). It is assumed that the above-mentioned source projection linear approximation for the variables \( q \) and \( y' \), giving the approximation:

\[
q(y, y') = \frac{q_{no}(y) - q_{lo}(y)}{L} y' + \frac{q_{no}(y) + q_{lo}(y)}{2} \quad \text{Eq. (76)}
\]

where \( q_{no} = -\sin \phi_{no} \) and \( q_{lo} = -\sin \phi_{lo} \) are shown in FIG. 42, which assumes that \( \phi_{lo} > \phi_{no} \). Another optical system may produce an inversion of the ray designation, i.e., such that \( \phi_{no} < \phi_{lo} \).

The chip is displaced from the nominal position a distance \( \Delta \), so that it extends from \( y' = \Delta - L/2 \) to \( y' = \Delta + L/2 \). FIG. 43 shows the new exit angles, given by Eq. (76) as:
\[ q_m(y, \Delta) = q \left( y, y' = \Delta + \frac{L}{2} \right) = \frac{q_{m0}(y) - q_{M0}(y)}{L} \Delta + q_{m0}(y) \]  
\[ q_M(y, \Delta) = q \left( y, y' = \Delta - \frac{L}{2} \right) = \frac{q_{m0}(y) - q_{M0}(y)}{L} \Delta + q_{M0}(y) \]  

Eq. (77)

where \( q_m(y, \Delta) = -\sin \phi_m(y, \Delta) \) and \( q_M = -\sin \phi_M(y, \Delta) \).

With the assumption of linearity in Eq. (76), the projected chip image size \( q_{\text{chip}}(y) \) is independent of \( \Delta \) (i.e., changing the chip position moves its far-field images, with size unchanged), as can be easily checked from Eq. (77):

\[ q_{\text{chip}}(y, \Delta) = q_m(y, \Delta) - q_M(y, \Delta) = q_{m0}(y) - q_{M0}(y) \]  

Eq. (78)

Using the function \( q_{\text{chip}}(y) \), Eq. (77) can be rewritten:

\[ q_m(y, \Delta) = q_{\text{chip}}(y) \frac{\Delta}{L} + q_{m0}(y) \]  

Eq. (79)

\[ q_M(y, \Delta) = q_{\text{chip}}(y) \frac{\Delta}{L} + q_{M0}(y) \]

Note that the chip angular size \( \alpha_r(y, \Delta) \) does, in some implementations, depend on \( \Delta \), due to the fact that Eq. (76) sets the linearity in \( q \) but not in \( \theta \). The function \( \alpha_r(y, \Delta) \) can be expressed as:

\[ \alpha_r(y, \Delta) = \arcsin \left[ \frac{q_{\text{chip}}(y)}{2 \cos \left( \frac{\phi_m(y, \Delta) + \phi_M(y, \Delta)}{2} \right)} \right] \]  

Eq. (80)

Since \( \phi_m > \phi_M \), the rays associated with \( \phi_M(y, \Delta) \) defines the gradient, and thus when the chip luminance is non-uniform, a smaller projected chip-image \( q_{\text{chip}}(y) \) gives a steeper bright-dark transition. However, these projected images typically cannot be made small all along the \( y \)-axis, because by étendue conservation causes an isotropically emitting chip to have the function \( q_{\text{chip}}(y) \) given by:
\[ \int_{y_{\text{min}}}^{y_{\text{max}}} q_{\text{chip}}(y) \, dy = 2nL \Rightarrow <q_{\text{chip}} > = \frac{2nL}{y_{\text{max}} - y_{\text{min}}} \quad \text{Eq. (81)} \]

This implies that fixing the chip and optics height \( y_{\text{max}} - y_{\text{min}} \) fixes the average value of \( q_{\text{chip}}(y) \).

FIG. 44 shows a graphical representation of how a good intensity gradient, in some implementations, provide that a portion of the aperture emits with a constant source-image size \( q_{\text{min}} \) (\( \approx \sin 2^\circ \)), with the remaining aperture’s source-image size gradually increasing toward a maximum value \( q_{\text{max}} \) (\( \approx \sin 10^\circ \)). This larger image is directed well off from the vehicle centerline, where the intensity gradient is not prescribed because overall intensity is low.

Images of the chip’s edge are kept distinct from the larger images of the rectangular chip top, by displacing the latter lower in the pattern, thereby letting the small images create the cutoff-gradient generally alone. This lowering of the big images in some embodiments happens not only for the nominal chip-position, but also for a vertical displacement \( \Delta \) within a maximum specified range \( |\Delta| < \Delta_{\text{max}} \). Accordingly, when the chip is displaced the maximum negative value \( \Delta = -\Delta_{\text{max}} \), the top of chip images are superimposed at a certain (angular) position \( q_0 \).

Then, from Eq. (77):

\[ q_M(y, -\Delta_{\text{max}}) = q_{\text{chip}}(y) \frac{(-\Delta)}{L} + q_{M0}(y) = q_0 \quad \text{Eq. (82)} \]

So that

\[ q_{M0}(y) = q_0 + q_{\text{chip}}(y) \frac{\Delta}{L} \quad \text{Eq. (83)} \]

\[ q_{n0}(y) = q_0 + q_{\text{chip}}(y) \left( 1 + \frac{\Delta}{L} \right) \]
This is used to determine the shape of the side edges of the optical system, such as a headlamp, where light from the edge of the chip is handled.

Consider the mapping between the exit reference plane \( \Pi_0 \), with its \( x-y \) coordinates and the \( p-q \) directional plane created by the rays of \( W_0 \). The mapping functions are:

\[
p_1 = p_1(x, y) \quad q_1 = q_1(x, y)
\]

Eq. (84)

Assume as with Eq. (45) that the functions Eq. (84) can be inverted as:

\[
x = x(p_1, q_1) \quad y = y(p_1, q_1)
\]

Eq. (85)

Thus, this mapping defines a change of variables for the integral of Eq. Eq. (44). Then the function \( I(p, q) \) is:

\[
I(p, q) = L \iint_{S(p,q)} J(p_1, q_1) \left| dp_1 dq_1 \right.
\]

Eq. (86)

where \( S_1(p, q) \) is the region of the \( p_1-q_1 \) plane defined by:

\[
S_1(p, q) = \{(p_1, q_1) \| (p, q) \in S(x(p_1, q_1), y(p_1, q_1))\}
\]

Eq. (87)

and the Jacobian is:

\[
J(p_1, q_1) = \frac{\partial x_1}{\partial p_1}(p_1, q_1) \frac{\partial y_1}{\partial q_1}(p_1, q_1) - \frac{\partial x_1}{\partial q_1}(p_1, q_1) \frac{\partial y_1}{\partial p_1}(p_1, q_1)
\]

Eq. (88)

It is noted that since \( W_{01} \) is a normal congruence, Eq. Eq. (27) is fulfilled for \( p_1 \) and \( q_1 \), and by the inversion, it is also true that \( x_q = y_p \) in Eq. (88). It is also noted that because of the assumption that the mapping is invertible, the Jacobian \( J(p_1, q_1) \) is non-zero, so that its absolute value leads to two families of solutions.

Then, when a function \( K \) is defined as:

\[
K(p, q, p_1, q_1) = \begin{cases} 
1 & \text{if } (p_1, q_1) \in S_1(p, q) \\
0 & \text{if } (p_1, q_1) \notin S_1(p, q)
\end{cases}
\]

Eq. (89)

Eq. (86) can be rewritten as:

\[
\pm I(p, q) = L \iint_{p_1+q_1 \leq 1} K(p_1, q_1, p_1, q_1) J(p_1, q_1) dp_1 dq_1
\]

Eq. (90)

Using the paintbrush analogy, the function \( K \) in Eq. (90) is the paintbrush shape and size, while the Jacobian \( J(p_1, q_1) \) expresses the paintbrush’s movement on the aperture.
In order to solve Eq. (90), prescribe the function $K$. According to Eq. (89) and Eq. (87), this is substantially equivalent to prescribing the region $S(x(p_1,q_1), y(p_1,q_1))$ as a function of $p_1$ and $q_1$. Since the mapping $x(p_1,q_1), y(p_1,q_1)$ is still unknown, this prescription implies that the size and orientation of the paintbrush are specified as a function of its edge position $(p_1,q_1)$, and not as a function of the associated $(x,y)$ coordinate of the exit reference plane from which the ray $(p_1,q_1)$ is emitted.

In the abovementioned example of the Lambertian rectangular source, the region $S(x(p_1,q_1), y(p_1,q_1))$ are given by a parallelogram defined by the position of one corner at $(p_1,q_1)$ and by the two adjacent corner positions $(p_2,q_2)$ and $(p_3,q_3)$ relative to $(p_1,q_1)$. Since $(p_2,q_2)$ and $(p_3,q_3)$ also define a normal congruence (i.e., $p_k, y=q_k, x$), these corners are:

\[
(p_2,q_2) = (p_1,q_1) + (a_2 p_1 + b_2, a_2 q_1 + c_2) \\
(p_3,q_3) = (p_1,q_1) + (a_3 p_1 + b_3, a_3 q_1 + c_3)
\]

Eq. (91)

where $a_k, b_k$ and $c_k$ are the constants to select.

Since $K$ is known, Eq. (90) can thus be identified as a two-dimensional Fredholm integral equation of the first kind, with Kernel $K$ and unknown function $J(p_1,q_1)$. If the solution $J(p_1,q_1) = \pm H(p_1,q_1)$ to this integral equation exists, it can be found by proper numerical techniques. A particular case of this solution is obtained when $a_2=a_3=0$, i.e., when the region $S(x,y)$ is a parallelogram that remains invariant across the exit-aperture. In this case, the kernel will be an invariant function $(K(p,q,p_1,q_1) = K(p-p_1,q-q_1))$ and the solution to this Fredholm integral equation is the deconvolution:

\[
H(p,q) = F^{-1}\left(\frac{F(I(p,q))}{F(K(p,q))}\right)
\]

Eq. (92)

where $F$ denotes the Fourier transform operator. The solution is valid if $H(p,q)$ is real and is entirely non-negative or non-
positive. Otherwise, there is no invariant solution to this inverse problem. This gives:

\[ x_{pl}(p_1, q_1)y_{q_1}(p_1, q_1) - x_{q_1}(p_1, q_1)y_{pl}(p_1, q_1) = \pm H(p_1, q_1) \]  
Eq. (93)

Dually, this equation can be again written in the independent variables \((x, y)\), using \(l_{01}(x, y)\) associated with the congruence \(W_{01}\):

\[ l_{01,x,l_{01,y}} - l_{01,y}^2 = \frac{1}{H(l_{01,x}, l_{01,y})} \]  
Eq. (94)

This differential equation is a standard Monge-Ampere equation, which can be solved by numerical discretization via a succession of polyhedra.

Once \(l_{01}(x, y)\) is known, \(l_{02}(x, y)\) and \(l_{03}(x, y)\) can be obtained by integrating Eq. (91). Then the SMS design with these normal congruences can be completed and, if the source projection linear approximation is accurate and the seed-rib control is effective, it will produce the prescribed pattern.

Returning to a source of luminance \(L\) and a far-field prescription \(I(p, q)\) with a separation of variables, consider

\[ I(p, q) = L(X(p)Y(q)) \]  
Eq. (94)

where the functions \(X\) and \(Y\) have dimensions of length. This type of intensity distribution is generally fully determined when two sections of the distribution are prescribed, i.e., when written as:

\[ I(p, q) = \frac{I(p, 0)I(0, q)}{I(0, 0)} \]  
Eq. (96)

With the source-projection linear approximation, this pattern is obtained by selecting the three design normal congruences with this separation of variables:

\[ l_{01}(x, y) = R_1(x) + Q_1(y) \]  
\[ l_{02}(x, y) = R_2(x) + Q_2(y) \]  
\[ l_{03}(x, y) = R_3(x) + Q_3(y) \]  
Eq. (97)

This selection implies that the source is projected onto the \(p-q\) plane as a rectangle with sides parallel to the \(p\)
and q axis. This approach reduces the two-dimensional problem of Eq. (94) to a pair of one-dimensional ones on the separated variables.

Calling \( p_k = p'_k \) and \( q_k = q'_k \), and assuming \( p_2(x) \geq p_1(x) \) and \( q_3(y) \geq q_1(y) \), Eq. Eq. (44) can be written as:

\[
I(p,q) = L \int \int dx \, dy = L \left( \int_{p_1(x)}^{p_2(x)} dx \right) \left( \int_{q_1(y)}^{q_3(y)} dy \right)
\]

Eq. (98)

Eq. (94) and Eq. (98) give:

\[
X(p) = k \left( \int_{p_1(x)}^{p_2(x)} dx \right)
\]

Eq. (99)

\[
Y(q) = \frac{1}{k} \left( \int_{q_1(y)}^{q_3(y)} dy \right)
\]

where \( k \) is a constant to be chosen. Eq. (99) are the two one-dimensional problems to which the inverse problem has been reduced. In general, solutions to the one-dimensional problems are not unique. But restricting \( p_k(x) \) and \( q_k(y) \) to monotonic functions makes them invertible, reducing Eq. (99) to:

\[
\pm X(p) = k \left( \int_{x=p_k^-(p)}^{x=p_k^+(p)} dx \right) = k \left( p_2^{-1}(p) - p_1^{-1}(p) \right)
\]

Eq. (100)

\[
\mp Y(q) = \frac{1}{k} \left( \int_{y=q_1^-(q)}^{y=q_3^-(q)} dy \right) = k \left( q_3^{-1}(q) - q_1^{-1}(q) \right)
\]

Then, the functions \( p_1(x) \) and \( q_1(y) \) are selected, and \( p_2(x) \) and \( q_3(y) \) are calculated by inversion of:

\[
p_2^{-1}(p) = \pm \frac{X(p)}{k} + p_1^{-1}(p)
\]

Eq. (101)

\[
q_3^{-1}(p) = \mp k Y(q) + q_1^{-1}(q)
\]

Once the functions \( p_k(x) \) and \( q_k(y) \) have been calculated, the normal congruences are obtained by integration. The selection of the constant \( k \) generally is not totally free, if the aperture size is also specified. This is due, at least in
part, to the restriction imposed by the étendue conservation of two-dimensional ray bundles

Previously, neither the exit-aperture contour $\delta A(x,y)$ nor intensity-prescription contour $\delta I(p,q)$ (i.e., $I(p,q)=0$ outside the region $\delta I(p,q)$) were considered. In general, these contours are unrelated, but in the above discussions that assumed bijective mappings, these contours indeed are linked: the pattern contour is illuminated by the exit-aperture contour. In many applications, none of the contours are sharply specified, while in others they are, which is fully considered below.

For the general prescription problem in the invariant case, the deconvolution that solves the integral equation delineates another contour, $\delta I_{in}(p,q)$, obtained as the envelope of the paintbrush when its outer edge lays on $\delta I(p,q)$. From the condition that $H(p,q)$ is either non-negative or non-positive, along with $I(p,q)=0$ outside the region $\delta I(p,q)$, it can be deduced that the intensity cannot be prescribed in the region between the contours $\delta I(p,q)$ and $\delta I_{in}(p,q)$. The contour $\delta H(p_1,q_1)$ of the solution $H(p_1,q_1)$ are obtained by deconvolution, and are placed between the contours $\delta I(p,q)$ and $\delta I_{in}(p,q)$. The solution of the Monge-Ampere equation Eq. (94) provides the exit aperture contour $\delta A(x,y)$ that matches $\delta H(p_1,q_1)$.

Moreover, if not only a sharp contour but also a steep intensity-gradient is specified, at least along part of the contour $\delta I(p,q)$, the above-described general-prescription method may not provide a solution. To meet a steep-gradient prescription in some implementations, when the edge $(p_1,q_1)$ of the paintbrush defines the contour $\delta I(p,q)$, the function $H(p_1,q_1)$ presents a Dirac-delta along $\delta H(p,q)$ (which coincides with
\( \delta I(p, q) \) though it is defined by \((p_1, q_1)\). But in order to avoid a step at \( \delta I_{in}(p, q) \), the adjacent edges \((p_2, q_2)\) and \((p_3, q_3)\) cannot remain invariant for the x-y values for which \((p_1, q_1)\) stays at the Dirac delta, and thus \((p_2, q_2)\) and \((p_3, q_3)\) typically cannot be functions only of \((p_1, q_1)\).

This variability of \((p_2, q_2)\) and \((p_3, q_3)\) is obtained in some embodiments through the separated-variable approach, which is suitable for steep output-intensity gradients in which the cut-off boundary is a straight line, such as the horizontal cutoff of an automotive fog-lamp prescription. A good approach for this is two fully controlled normal congruences at the exit, both aiming at the cut-off line. When the source is a rectangle, a good selection for the input side is to choose two corners of the rectangle, and two cylindrical wavefronts are emitted issuing therefrom.

Another design situation according to some embodiments utilizing the separation of variables lies in the horizontal plane, analogous to the vertical-plane considerations of FIG. 42 and FIG. 43. A far-field intensity prescription is expressed as a specific output wavefront \( W_{o2} \), for example a plane wave aimed at an intensity-gradient test point. With separated variables, this wavefront is depicted in FIG. 45 as the ray-angle \( \theta \) that varies across the exit aperture, and the input wavefront as the corresponding ray-angle \( \theta' \). The light source is described as a line of length \( 2L \), the width of the LED chip. Dotted line 370 is symbolic of a ray's path through the optical system to be designed. With \( p = \sin \theta \), and \( p' = n \sin \theta' \), assume that the above-described source-projection linear approximation is valid for the \( p-x' \) pair, giving the approximation:
\[ p(x, x') = \frac{p_m(x) - p_M(x)}{2L} x' + \frac{p_m(x) + p_M(x)}{2} \quad \text{Eq. (102)} \]

where \( p_m = \sin \theta_m \) and \( p_M = \sin \theta_M \), as well as the approximation:

\[ p'(x, x') = \frac{p_m'(x) - p_M'(x)}{2L} x' + \frac{p_m'(x) + p_M'(x)}{2} \quad \text{Eq. (103)} \]

where \( p_m' = n \sin \theta_m' \) and \( p_M' = n \sin \theta_M' \). For the rays passing through point \( x \) of the exit aperture, this means that the sine of the chip emission angle \( \theta' \) varies approximately linearly along the chip line-edge.

Taking \( x \) and \( x' \) as the parameters of the 2-parameter bundle, etendue conservation gives:

\[
\begin{vmatrix}
\frac{\partial x'}{\partial x} & \frac{\partial x'}{\partial x'} \\
\frac{\partial x}{\partial x} & \frac{\partial x}{\partial x'}
\end{vmatrix}
= \begin{vmatrix}
\frac{\partial x'}{\partial p} & \frac{\partial x'}{\partial p'} \\
\frac{\partial x}{\partial p} & \frac{\partial x}{\partial p'}
\end{vmatrix}
\Rightarrow
\begin{vmatrix}
1 & 0 \\
\frac{\partial p}{\partial x'} & 1
\end{vmatrix}
\Rightarrow
\frac{\partial p}{\partial x} = -\frac{\partial p'}{\partial x}
\quad \text{Eq. (103)}
\]

And, from Eq. (102) and Eq. (103):

\[
\frac{p_m(x) - p_M(x)}{2L} = -\frac{1}{2L}
\left( \frac{dp_m'(x)}{dx} - \frac{dp_M'(x)}{dx} \right) x' - \frac{1}{2}
\left( \frac{dp_m'(x)}{dx} + \frac{dp_M'(x)}{dx} \right)
\quad \text{Eq. (104)}
\]

Since Eq. (104) is true for all \( x' \), it follows that:

\[
\begin{align*}
\frac{dp_m'(x)}{dx} - \frac{dp_M'(x)}{dx} &= 0 \\
\frac{dp_m'(x)}{dx} + \frac{dp_M'(x)}{dx} &= \frac{p_M(x) - p_m(x)}{L}
\end{align*}
\Rightarrow
\begin{align*}
\frac{dp_m'(x)}{dx} &= \frac{dp_M'(x)}{dx} \\
\frac{dp_m'(x)}{dx} &= \frac{p_M(x) - p_m(x)}{2L}
\quad \text{Eq. (105)}
\]
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\[
I(x) = \frac{1}{2L} \int_{t=0}^{\infty} [p_M(t) - p_m(t)] dt
\quad \text{Eq. (106)}
\]

From Eq. 105:
\[ p'_m(x) = I(x) + p'_m(0) \]
\[ p'_M(x) = I(x) + p'_M(0) \]
Eq. (107)

where \( p'_m(0) \) and \( p'_M(0) \) are as yet unknown, but will be calculated by the above-mentioned contour conditions. Eq. (103) can be rewritten as:

\[ p'(x,x') = \frac{p'_m(0) - p'_M(0)}{2L} x' + \frac{p'_m(0) + p'_M(0)}{2} I(x) \]
Eq. (108)

Taking the contour conditions as shown in FIG. 45 and FIGS. 46 and 47 gives:

\[ p'(x=x_E, x'=L) = n \]
\[ p'(x=-x_E, x'=-L) = -n \]
Eq. (109)

where \( \pm x_E \) are the edges of the exit aperture, Eq. (108) gives:

\[ p'_m(0) = n - I(x_E) \]
\[ p'_M(0) = -n - I(-x_E) \]
Eq. (110)

Substituting this in Eq. (108) gives:

\[ p'(x,x') = \frac{n x'}{L} + I(x) - \frac{I(x_E)}{2} \left( \frac{x'}{L} + 1 \right) + \frac{I(-x_E)}{2} \left( \frac{x'}{L} - 1 \right) \]
Eq. (111)

Assume that the two functions \( p_m(x) \) and \( p_M(x) \) are known. Define \( p_{\text{EDGE}} = \sin \theta_{\text{EDGE}} \), and assume \( p_{\text{EDGE}}(x) \) is also given. In the LB design, for example, \( p_{\text{EDGE}}(x) = \sin (2.5\degree) \), constant across the aperture, providing a good definition of the gradient.

Solving for \( x' \) in Eq. (102):

\[ x'_{\text{EDGE}} = L \left( 1 - 2 \frac{p_{\text{EDGE}}(x)}{p_M(x) - p_m(x)} \right) \]
Eq. (112)

Which forms with Eq. (111):

\[ p'_{\text{EDGE}} = \frac{n x'}{L} + I(x) - \frac{I(x_E)}{2} \left( \frac{x'_{\text{EDGE}}}{L} + 1 \right) + \frac{I(-x_E)}{2} \left( \frac{x'_{\text{EDGE}}}{L} - 1 \right) \]
Eq. (113)

This is an implicit expression for the curve in the plane \((x'_{\text{EDGE}}, p'_{\text{EDGE}})\) that defines the chip line-edge wavefront according to some embodiments. This determines \( x \), then \( x'_{\text{EDGE}} \) from Eq. (112) and \( p'_{\text{EDGE}} \) from Eq. (113).

Regarding the output pattern shown in FIG. 4, the SMS-design that produced it is shown in FIG. 48. Free-form RXI low-beam headlamp lens 480 has mounting brackets 481, upper front
surface 482, upper top reflector 483, lower top reflector 484, and lower upper surface 485.

Showing only a portion of the lens of FIGS. 48, FIG. 49A is a view from below and from an end of lens-half 490 respectively, with bracket 481, rear surface 491, entrance cavity 492 for enclosing an LED package (not shown), and inactive grooved optical surfaces 493.

FIG. 49B is a view from above of lens-half 490, showing top surface 494 of subtly complex shape, as well as groove 493 and bracket 481.

FIG. 50A shows similar illumination system 500, comprising slightly differing halves, lower half 500L on the left and upper half 500U on the right. Bottom surfaces 501L and 501U is metalized to be reflecting, as are top reflectors 503L and 503U. Slot 502 holds LED package 506.

FIG. 50B is another view of illumination system 500, also showing upper half 500U and lower half 500L, lower bottom-mirror 501L and upper bottom-mirror 501U, slot 505, and LED package 506.

FIG. 51A is a perspective view of illumination system 500, including top metalized surface 503L, entry-cavity surface 504, and slot 505. Lower half-lens 500L is shown including top surface 502L. Also shown are upper half-lens 500U cut away to reveal the system’s optical operation. Shown as well are LED package 506 with transparent dome 507 and emitting chip 508. Emerging from 500R are beamlets 511, 512, and 513, similar in nature to beam 390 of FIG. 39. These beamlets comprise respective source images 511i, 512i, and 513i. The opposite corners of the ray image are shown as a pair of rays a and b, the first and last explicitly labeled as 511a and 513b, with the remaining understood as indicating either source-image corner.
FIG. 51B magnifies the center of FIG. 51A, showing entry surface 504, LED package 506 with transparent dome 507, and emitting chip 508 with opposite corners a and b. Individual rays are appended with '0' within the dome (as rays 511a0, 511b0, and 513b0), '1' in air (as with ray 511a1), '2' within the lens (as with rays 511b2 and 512b2), '3' having been reflected back downwards (as with rays 511a3 and 511b3, and '4' having been reflected back upwards by bottom surface 501U (as with rays 511a4 and 511b4).

Another free-form SMS-designed automotive headlamp is made of glass and powered by an incandescent lamp with much higher efficiency than conventional parabolic reflectors. FIG. 52A is a side view of headlamp assembly 520, including glass lens 521, tubular incandescent lamp 522, and socket assembly 523.

FIG. 52B is a front view of headlamp 520, also showing upper lens section 521u, central section 521c, and lower section 521d.

FIG. 52C is a cutaway perspective view of headlamp 520, showing upper lens section 521u, central lens section 521c, and lower lens section 521d, with incandescent lamp 522 and socket assembly 523.

FIG. 53A is an end view of free-form lens 530 with symmetry plane 530d, comprising open upper reflecting conicoid 531 and solid dielectric lower section 532 with upper surface comprising outer cone 533 and inner cone 534.

FIG. 53B is a side view of free-form lens 530 showing upper reflector 531, solid dielectric 532 with upper surface 534, and LED package 538 with clip 538c and transparent dome 539.

FIG. 53C is a rear perspective view of lens 530 showing upper reflector 531 and transparent dielectric 532,
cutaway to reveal upper surface 533. Also shown is rear cavity 534 for enclosing the LED.

While the invention herein disclosed has been described by means of specific embodiments and applications thereof, numerous modifications and variations could be made thereto by those skilled in the art without departing from the scope of the invention set forth in the claims.
CLAIMS

What is claimed is:

1. A method for use in defining an optical system, comprising:
   simultaneously generating a first set and a second set of span points, where each point has an associated normal vector, such that the first and second sets of span points form interdependent first and second chains of corresponding points, respectively;
   curve-fitting through the first set of span points defining an initial first spine;
   curve-fitting through the second set of span points defining an initial second spine;
   generating first and second sets of ribs extending from said first and second spines, respectively, such that tangent vectors of said ribs are perpendicular to said normal vectors of said spines; and
   defining patches of a first surface that is bounded by said first set of ribs of said first spine, and defining patches of a second surfaces that is bounded by said second set of ribs of said second spine.

2. The method of Claim 1, wherein said defining the initial first spine comprises defining the first initial spine with first tangent vectors perpendicular to said normal vectors; said defining the initial second spine comprises defining the second initial spine with second tangent vectors perpendicular to said normal vectors; and said generating the sets of ribs comprises generating the first and second sets of ribs such that the tangent vectors of said ribs are perpendicular to both said normal vectors and
to said first and second tangent vectors, with said first and second sets of ribs of said first and second spines being in the same interdependence as said first and second sets of span points.

3. The method of Claim 1, further comprising:
evaluating discontinuities between said patches of said first surface;
adjusting the curve fitting defining an adjusted first spine and re-generating said first set of ribs according to adjusted first spine.

4. The method of Claim 1, further comprising:
defining lofted surfaces that unite said patches of said first surface and patches of said second surface.

5. The method of Claim 1, further comprising:
defining a first span point of said first surface and said associated surface-normal vector;
defining a first input wavefront and a first ray of said first input wavefront at said first span point;
defining a first output wavefront corresponding to said first input wavefront;
defining a first optical path-length between said first input wavefront and said first output wavefront; wherein said simultaneous generation of said first set and said second set of span points comprises defining a first span point of said second surface as a point where said first ray of said first input wavefront traverses said first optical path-length; and
defining said associated surface-normal vector at said first span point of said second surface as a vector that deflects said first ray into said first output wavefront.

6. The method of Claim 5, further comprising:
   defining a second input wavefront;
   defining a corresponding second output wavefront;
   defining an optical path-length between said second input and output wavefronts;
   defining a first ray of said second output wavefront at said first point of said second surface;
   defining a second span point of said first surface as a point where said first ray of said second output wavefront is traced backwards to intercept said second input wavefront; and
   defining the associated normal vector at said second span point of said first surface as that which deflects said second input wavefront into said backwards traced ray of said second output wavefront.

7. The method of Claim 6, further comprising:
   propagating from said second span point of said first surface a deflected ray of said first input wavefront until said deflected ray intercepts said first output wavefront, thereby determining a second span point of said second surface, and the associated normal vector of said second span point;
   determining from said second span point of said second surface a third span point of said first surface.

8. The method of Claim 7, further comprising:
   propagating further the first and second sets of span points to form the interdependent first and second chains
extending plus-wise from said first span points of said first and second surfaces.

9. The method of Claim 7, further comprising:

propagating from said first span point of said first surface a ray of said second input wavefront until it intercepts said second output wavefront, thereby establishing a minus-first span point of said second surface and its associated surface-normal vector;

propagating backwards from said minus-first span point of said second surface a ray of said first output wavefront until it intercepts said first input wavefront, thereby establishing a minus-first span point of said first surface; and

propagating further span points to form two interdependent chains extending minus-wise from said minus-first span points of said surfaces.

10. The method of Claim 5, wherein said defining of said first and second output wavefronts comprises defining said first and second output wavefronts as normal congruences according to an output illumination prescription.

11. The method of Claim 10, wherein said defining of said first and second input wavefronts comprises defining said first and second input wavefronts according to edge rays of a light source.

12. The method of Claim 1, wherein said simultaneous generation of said first and second sets of span points comprises alternatively determining points of said first and second sets of points according to the positions and associated
normal vectors of previously determined points of said second and first sets of span points.

13. The method of Claim 1, wherein said first and second surfaces define a transparent body between said first and second surfaces.

14. The method of Claim 13, wherein said first surface is reflective and said second surface is refractive.

15. The method of Claim 14, wherein a third surface is prescribed prior to defining input wavefronts before the input wavefronts encounter said first surface.

16. The method of claim 13, wherein said first and second surfaces are both refractive.

17. A method of use in designing an optical system, comprising:
   defining first input and output wavefronts and a first optical path length between said first input and output wavefronts;
   defining second input and output wavefronts and a second optical path length between said second input and output wavefronts; and
   defining a deflection type of said first surface and a deflection type of said second surface.

18. The method of claim 17, further comprising:
   defining refractive indices of dielectric media on each side of said first surface; and
defining refractive indices of dielectric media on each side of said second surface.

19. The method of Claim 17, wherein said first and second surfaces are reflective.

20. The method of claim 17, further comprising:
        determining deflective congruences of said first and second input wavefronts by said first surface, providing first and second deflective congruences;
        utilizing said deflective congruences as input wavefronts for said second surface;
        and defining a third surface relative to said second surface utilizing said output wavefronts.

21. The method of claim 20, further comprising:
        determining when a difference between the first surface and the third surface exceeds a tolerance;
        equating the first surface to the third surface providing a revised first surface when the difference between the first and third surfaces exceeds the tolerance;
        repeating the determining the refraction congruence of the first and second input wavefronts through the revised first surface, providing revised first and second refracted congruence; and
        repeating the defining the second surface and the third surfaces relative to the revised first and second refracted congruence.
22. The method of claim 20, wherein the defining the second and third surfaces comprise:
   simultaneously generating a first set and a second set of span points defining the second surface and the third surface, respectively, according to the first and second refracted congruence and the first and second output wavefronts, such that the first and second set of span points are interdependent.

23. The method of claim 22, wherein the defining the second and third surfaces further comprise:
   curve fitting through the first set of span points defining an initial first spine;
   curve fitting through the second set of span points defining an initial second spine; and
   defining patches of the first and second surfaces relative to the first and second spines.

24. The method of claim 20, wherein the calculating the seed rib comprises simultaneously calculating dependent first and second sets of span points defining, in part, the first and second surfaces.

25. The method of claim 24, further comprising:
   defining the first and second output wavefronts as normal congruence relative to an illumination prescription through a source projection linear approximate.

26. The method of claim 24, wherein the defining the first and second input wavefronts comprise defining the first and second input wavefronts from edge rays of a light source.
27. The method of claim 17, further comprising:
defining a third output wavefront;
defining a third input wavefront, wherein the defining
the first, second and third input wavefronts comprise defining
the first, second and third wavefronts relative to the first,
second and third output wavefronts, respectively, according to a
linear approximation; and
determining a direction of each of the three output
wavefronts according to planar vectors.

28. The method of claim 27, further comprising:
defining first, second and third optical path lengths
for the respective transition of the first, second and third
input wavefronts to the first, second and third output
wavefronts.

29. The method of claim 17, wherein the first and
second output waveforms define in part an intensity gradient
such that a portion of the intensity gradient emits with a
constant source-image size with the remaining the remaining
intensity gradient having source-image size that gradually
increases.

30. The method of claim 29, wherein the portion of
the intensity gradient comprising constant source-image size
defines a cut-off gradient.

31. An optical system, comprising:
a first surface receiving at least a first optical
input wavefront and a second optical input wavefront;
a second surface separated from the first surface and emitting at least a first optical output wavefront and a second optical output wavefront;

wherein the first and second surfaces are respectively defined at least in part according interdependent first and second sets of span points, and first and second surfaces are further defined according to patches dictated by the first and second sets of span points, respectively.

32. The system of claim 31, wherein the first and second surfaces are further defined by ribs extending from the first and second sets of span points, where the ribs are simultaneously generated and at least in part bound the patches.

33. The system of claim 32, wherein the ribs are defined along a vector product of a normal and tangent vectors.

34. The system of claim 32, wherein the first surface comprises a first and second point of the first set of scan points and the second surface comprises a first point of the second set of scan points, where the first point of the first surface is an intercept point of a first ray of the first input wavefront such that the first ray is refracted at the first point of the first surface to produce a first transformed ray that intercepts the second surface and the first point of the second surface, and a first ray of the first output wavefront is emitted from the first point of the second surface according to a refraction of a second transformed ray entering the first surface at the second point where a first ray of the second input intercepts the second point of the first surface.
35. The system of claim 32, wherein the second surface emits the first and second output wavefronts as normal congruence relative to an illumination prescription according to a source projection linear approximate relative to the first and second input wavefronts.

36. The system of claim 31, wherein the first and second surfaces enclose a transparent dielectric and are refractive.
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