An approach is presented for generating a log parser. A tokenized log comprising elements is generated by delimiting a sample log based on a token. Matches between elements and attributes of fields of the sample log are determined. Positions of the matched elements are determined. Based on the matches, a ranking of the token is determined, which indicates a first likelihood that the token is a delimiter that delimits parts of the sample log. Another ranking of another token is determined, which indicates a second likelihood that the other token is the delimiter. A parser is generated based on the positions, the matches and the token. Based on the first likelihood exceeding the second likelihood, a result of parsing the sample log using the parser is presented without presenting another result of parsing the log using another parser based on the other token.
FIG. 1
GENERATING A LOG PARSER
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FIG. 2A
FOR EACH RESULT, GENERATE A PARSER PATTERN FOR THE TIMESTAMP USING THE TOKEN, POSITION AND TIMESTAMP FORMAT

FOR EACH RESULT AND FOR EACH FIELD IN THE LOG TYPE, GENERATE A PARSER PATTERN BASED ON THE TOKEN, POSITION, AND
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FOR EACH RESULT, GENERATE A PARSER USING THE PARSER PATTERNS GENERATED IN STEPS 216 AND 218
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FIG. 2B
ATTEMPTING TO MATCH AN ELEMENT OF A TOKENIZED LOG WITH A TIMESTAMP FORMAT
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FIG. 3
ATTEMPTING TO MATCH AN ELEMENT OF A TOKENIZED LOG WITH A FIELD NAME

SELECT A NEXT FIELD NAME FROM A DATABASE OF FIELD NAMES ASSOCIATED WITH THE LOG TYPE AND VARIATIONS OF THE FIELD NAMES

COMPARE ELEMENT OF TOKENIZED LOG TO THE SELECTED FIELD NAME

MATCH?

YES

DETERMINE POSITION OF THE ELEMENT AND UPDATE RANKING OF TOKEN AS ANOTHER FIELD PART OF STEP 210 (SEE FIG. 2A)

NO

ANOTHER FIELD NAME OR VARIATION?

YES

NO

END

FIG. 4
ATTEMPTING TO MATCH AN ELEMENT OF A TOKENIZED LOG WITH A FIELD VALUE

SELECT A NEXT FIELD VALUE FROM A DATABASE OF FIELD VALUES ASSOCIATED WITH THE LOG TYPE

COMPARE ELEMENT OF TOKENIZED LOG TO THE SELECTED FIELD VALUE
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FIG. 5
Attempting to match an element of a tokenized log with a value pattern

Select a next value pattern from a database of value patterns associated with the log type

Compare element of tokenized log to the selected value pattern
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FIG. 6
FIG. 7
AUTOMATICALLY GENERATING A LOG PARSER GIVEN A SAMPLE LOG

TECHNICAL FIELD

[0001] The present invention relates to a data processing method and system for managing computer data logs, and more particularly to a technique for automatically generating a log parser.

BACKGROUND

[0002] A log parser is a set of regular expressions that are used to parse each line of a particular type of log file (i.e., a computer file that includes a computer data log). The log file may include, for example, a record of system activity events (e.g., login, login failed, logout, and password changed). In currently used techniques for generating log parsers, a user manually writes regular expressions for a log parser using a known interface. The known interface applies each manually written regular expression to a log file and presents information that allows the user to determine whether or not the regular expression is effective.

SUMMARY

[0003] In first embodiments, the present invention provides a method of generating a log parser. The method includes a computer receiving a sample log whose parts are delimited by one or more occurrences of a delimiter in the sample log. The method further includes the computer retrieving a plurality of tokens. The method further includes the computer generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token. The method further includes the computer determining one or more matches between respective one or more elements in the plurality of elements and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log. The method further includes, based on the one or more matches and based on the token, the computer determining one or more positions of the respective one or more elements within the tokenized log. The method further includes, based on the one or more matches, the computer determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log. The method further includes the computer determining a second ranking of another token included in the retrieved plurality of tokens, the second ranking indicating a second likelihood that the other token is the delimiter.

[0004] In second embodiments, the present invention provides a computer system including a central processing unit (CPU), a memory coupled to the CPU, and a computer-readable, tangible storage device coupled to the CPU. The storage device contains instructions that, when carried out by the CPU via the memory, implement a method of generating a log parser. The method includes the computer system receiving a sample log whose parts are delimited by one or more occurrences of a delimiter in the sample log. The method further includes the computer system retrieving a plurality of tokens. The method further includes the computer system generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token. The method further includes the computer system determining one or more matches between respective one or more elements in the plurality of elements and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log. The method further includes, based on the one or more matches and based on the token, the computer system determining one or more positions of the respective one or more elements within the tokenized log. The method further includes, based on the one or more matches, the computer system determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log. The method further includes the computer system generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token.
determining one or more matches between respective one or more elements in the plurality of elements and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log. The method further includes, based on the one or more matches and based on the token, the computer system determining one or more positions of the respective one or more elements within the tokenized log. The method further includes, based on the one or more matches, the computer system determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log. The method further includes the computer system determining a second ranking of another token included in the retrieved plurality of tokens, the second ranking indicating a second likelihood that the other token is the delimiter. The method further includes the second computer system determining the first likelihood is greater than the second likelihood. The method further includes, based on the one or more positions, the one or more matches, and the token, the second computer system generating a first parser by generating one or more parser patterns for the one or more matches, respectively. The method further includes, based on the first likelihood being greater than the second likelihood, the computer system presenting a result of the step of parsing the sample log and the computer system receiving a validation of the presented result without the computer system presenting another result of parsing the sample log based on the second parser.

[0007] Embodiments of the present invention save the user time by automating the generation of log parsers and based on a sample log. Furthermore, embodiments of the present invention determine rankings of tokens that are potential delimiters of the sample log, and utilize the rankings so that a user can validate a parser based on a minimal number of parsing results generated and presented to the user.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0008] FIG. 1 depicts a block diagram of a system for automatically generating a log parser, in accordance with embodiments of the present invention.

[0009] FIGS. 2A-2B depict a flowchart of a process of automatically generating a log parser, where the process is implemented in the system of FIG. 1, in accordance with embodiments of the present invention.

[0010] FIG. 3 is a flowchart of a process of attempting to match an element of a tokenized log to a timestamp format, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention.

[0011] FIG. 4 is a flowchart of a process of attempting to match an element of a tokenized log to a field name, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention.

[0012] FIG. 5 is a flowchart of a process of attempting to match an element of a tokenized log to a field value, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention.

[0013] FIG. 6 is a flowchart of a process of attempting to match an element of a tokenized log to a value pattern, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention.

[0014] FIG. 7 is a block diagram of a computer system that is included in the system of FIG. 1 and that implements the process of FIGS. 2A-2B, in accordance with embodiments of the present invention.

DETAILED DESCRIPTION

Overview

[0015] Embodiments of the present invention automatically generate a log parser based on a sample log by creating tokenized logs from the sample log, collecting data about elements of each tokenized log and ranking tokens used to
create the tokenized logs; based on the collected data, generating parser patterns for timestamps and attributes of fields in the tokenized log; generating results of parsing the sample log using the parsing patterns; and presenting the parsing results for user validation.

System for Generating a Log Parser

FIG. 1 depicts a block diagram of a system for automatically generating a log parser, in accordance with embodiments of the present invention. System 100 includes a computer system 102 that runs a software-based log parser generator 104, which includes the following software modules: a data collection and token ranking module 106, a parser pattern generation module 108, and a validation module 110.

Log parser generator 104 receives a sample log 112, which may be a computer log file, such as a system activity event log file. Sample log 112 includes a delimiter that delimits its parts of the sample log. The delimiter may be, for example, a comma, a space, a tab, or a pipe character. Log parser generator 104 also receives a log type (i.e., a type of the sample log 112) (not shown), which determines the potential field names, potential field values and potential value patterns that specify field values that may be used in sample log 112.

Log parser generator 104 retrieves tokens from a token database 114, timestamp formats from a timestamp format database 116, and names (i.e., field names) of fields that are potentially in sample log 112 from a field name database 118. Further, log parser generator 104 retrieves from a value database 120 potential values of fields in sample log 112. Still further, log parser generator 104 retrieves from a value pattern database 122 potential value patterns specifying patterns of values in fields in sample log 112.

Data collection and token ranking module 106 generates tokenized logs based on tokens retrieved from token database 114. Each tokenized log is the result of utilizing a corresponding retrieved token to delimit parts of sample log 112. By matching elements of a tokenized log to data from timestamp format database 116, file name database 118, value database 120, and value pattern database 122, data collection and token ranking module 106 determines positions of the matched elements in the tokenized log and determines rankings of the token used to generate the tokenized log. Data collection and token ranking module 106 stores the token, the ranking of the token, matched data from databases 116, 118, 120, and/or 122, and the determined positions in a data structure 124.

Parser pattern generation module 108 retrieves the token, matched data, and positions from data structure 124 to generate parser patterns for matched timestamps, matched field names and/or matched value patterns. Parser pattern generation module 108 optionally utilizes data structure 124 to generate parser patterns for matched field values. Parser pattern generation module 108 creates log parsers 126 from the generated parser patterns. The log parsers 126 are associated with the tokens in a one-to-one correspondence.

Validation module 110 presents to a user parsing results 128, which are the result of parsing sample log 112 with the parser associated with the highest ranked token. If the validation module 110 receives an indication that the parsing results 128 validate the aforementioned parser, then validation module 110 presents the results of parsing sample log 112 using the parser associated with the next highest ranked token. Validation module 110 subsequently receives an indication that the most recently presented results either validate or do not validate the parser associated with the next highest ranked token.

The functionality of the components shown in FIG. 1 is described below in more detail in the discussion of FIGS. 2A-2B, FIG. 3, FIG. 4, FIG. 5 and FIG. 6.

Although databases 114, 116, 118, 120 and 122 are shown in FIG. 1 as a set of five databases, other embodiments replace databases 114, 116, 118, 120 and 122 with a different set of one or more databases that includes the same data included in databases 114, 116, 118, 120 and 122.

Process for Generating a Log Parser

FIGS. 2A-2B depict a flowchart of a process of automatically generating a log parser, where the process is implemented in the system of FIG. 1, in accordance with embodiments of the present invention. The process of generating a log parser starts at step 200. In step 202, log parser generator 104 (see FIG. 1) receives sample log 112 (see FIG. 1) whose parts are delimited by one or more occurrences of a delimiter in sample log 112 (see FIG. 1). Step 202 also includes log parser generator 104 (see FIG. 1) receiving a log type that specifies the type of sample log 112 (see FIG. 1). The log type specifies multiple fields that are potentially included in sample log 112 (see FIG. 1).

In step 204, data collection and token ranking module 106 (see FIG. 1) retrieves a token from token database 114 (see FIG. 1). The token database 114 (see FIG. 1) includes multiple tokens, one of which is the delimiter that separates the parts of sample log 112 (see FIG. 1).

In step 206, data collection and token ranking module 106 (see FIG. 1) generates a tokenized log based on the token retrieved in step 204. The tokenized log is generated in step 206 by separating sample log 112 (see FIG. 1) into portions by using the token retrieved in step 204 as a delimiter of the portions. Hereinafter, in the discussion of FIGS. 2A-2B, the tokenized log generated in step 204 is referred to simply as "the tokenized log."

In step 208, data collection and token ranking module 106 (see FIG. 1) retrieves, one by one, a format of a timestamp (i.e., a timestamp format) (e.g., MM/DD/YYYY HH:MM:SS Z) from timestamp format database 116 (see FIG. 1) and attempts to match a format of an element of the tokenized log with the retrieved timestamp format. The retrieving of the timestamp formats one by one in step 208 continues until data collection and token ranking module 106 (see FIG. 1) determines a match between the format of the element and the retrieved timestamp format (i.e., determines that the element is a timestamp) or until data collection and token ranking module 106 (see FIG. 1) determines that all the timestamp formats in timestamp format database 116 (see FIG. 1) have been retrieved and no match between the format of the element and any of the retrieved timestamp formats has been determined.

As used herein, an element is defined to be a portion of the tokenized log, where the portion is delimited in the tokenized log by a token. For simplicity, matching the format of an element to a timestamp format is also referred to herein as matching an element to a timestamp format.

For each field specified by the log type of sample log 112 (see FIG. 1), in step 208, data collection and token ranking module 106 (see FIG. 1) retrieves a field attribute from
database 118, 120 or 122 in FIG. 1. That is, data collection and token ranking module 106 (see FIG. 1) retrieves a field name from field name database 118 (see FIG. 1), a field value from value database 120 (see FIG. 1) or a value pattern from value pattern database 122 (see FIG. 1). Also in step 208, data collection and token ranking module 106 (see FIG. 1) attempts to match the element of the tokenized log with the retrieved field attribute. The attempt to match the element to a field name is described in more detail in the discussion presented below relative to FIG. 4. The attempt to match the element to a field value is described in more detail in the discussion presented below relative to FIG. 6.

[0030] Step 208 is repeated for one or more other elements in the tokenized log.

[0031] In step 210, for each match to a timestamp format determined in step 208, data collection and token ranking module 106 (see FIG. 1) determines a position of the element within the tokenized log and updates a ranking of the token. As used herein, a ranking of a token is defined as a number or other quantitative or qualitative measurement that indicates a likelihood that the token is the delimiter that delimits the parts of a sample log. In one embodiment, a ranking of a token is a non-negative integer, where the greater integer indicates the greater likelihood that the token is the delimiter. For example, if a first token has a ranking of 105 and a second token has a ranking of 27, then the first token is more likely than the second token to be the delimiter in sample log 112 (see FIG. 1) because 105 exceeds 27.

[0032] In step 210, for each match to a field attribute determined in step 208, data collection and token ranking module 106 (see FIG. 1) determines a position of the element within the tokenized log and updates the ranking of the token.

[0033] The position of the element within the tokenized log is a position relative to a particular occurrence of the token in the tokenized log. In one embodiment, the position determined in step 208 is indicated by a token position (i.e., a number indicating the ordinal position of the token relative to other tokens in a line of the tokenized log). For example, an element having a token position of 2 is positioned immediately after the second token in a line of the tokenized log.

[0034] In one embodiment, the ranking of each token is initialized to the same integer prior to step 210 and step 210 includes data collection and token ranking module 106 (see FIG. 1) updating the ranking of the token by incrementing the ranking by one.

[0035] In step 212, data collection and token ranking module 106 (see FIG. 1) stores in data structure 124 (see FIG. 1) a result associated with the token. The stored result includes the ranking of the token updated in step 210, the position determined in step 210 of a timestamp in the tokenized log, the timestamp format retrieved in step 208 (i.e., the timestamp format to which the format of the timestamp in the tokenized log was matched in step 208, the position(s) of element(s) in the tokenized log that were matched to field attribute(s) in step 208, and the field attribute(s) to which the element(s) were matched in step 208.

[0036] In step 214, if data collection and token ranking module 106 (see FIG. 1) determines there is another token in token database 114 (see FIG. 1) that has yet to be retrieved in step 204, then the Yes branch of step 214 is taken and the process loops back to step 204 with data collection and token ranking module 106 (see FIG. 1) retrieving the next token from token database 114 (see FIG. 1). If data collection and token ranking module 106 (see FIG. 1) determines in step 214 that there is not another token in token database 114 (see FIG. 1) that has yet to be retrieved in step 204, then the No branch of step 214 is taken and the process continues with step 216 in FIG. 2B.

[0037] In step 216, for each result stored in data structure 124 (see FIG. 1) in step 212 (see FIG. 2A), parser pattern generation module 108 (see FIG. 1) generates a parser pattern for the timestamp matched to a timestamp format in step 208 (see FIG. 2A). The parser pattern for the timestamp is generated in step 216 by generating a regular expression that utilizes the token, the position of the matched timestamp determined in step 210 (see FIG. 2A), and the timestamp format to which the timestamp was matched in step 208 (see FIG. 2A).

[0038] In step 218, for each result stored in data structure 124 (see FIG. 1) in step 212 (see FIG. 2A), and for each field in the log type, parser pattern generation module 108 (see FIG. 1) generates a parser pattern according to the following rules:

[0039] Rule 1: If step 208 (see FIG. 2A) determined that an element in the tokenized log matches (1) a field name in field name database 118 (see FIG. 1) or (2) a variation of a field name in field name database 118 (see FIG. 1), then parser pattern generation module 108 (see FIG. 1) generates a regular expression for the parser associated with the token, where the regular expression uses the token, the position of the matched element determined in step 210 (see FIG. 2A), and the field name or field name variation to which the element was matched in step 208 (see FIG. 2A).

[0040] Rule 2: If step 208 (see FIG. 2A) determined that an element in the tokenized log matches a value pattern in value pattern database 122 (see FIG. 1) and further determined that the element did not match a field name or variation of a field name in field name database 118 (see FIG. 1), then parser pattern generation module 108 (see FIG. 1) generates a regular expression for the parser associated with the token, where the regular expression uses the token, the position of the matched element determined in step 210 (see FIG. 2A), and the value pattern to which the element was matched in step 208 (see FIG. 2A).

[0041] Rule 3: If step 208 (see FIG. 2A) determined that an element in the tokenized log matches a value in value database 120 (see FIG. 1) and further determined that the element did not match a field name or variation of a field name in field name database 118 (see FIG. 1), and still further determined that the element did not match a value pattern in the value pattern database 122 (see FIG. 1), then parser pattern generation module 108 (see FIG. 1) generates a regular expression for the parser associated with the token, where the regular expression uses the token, the position of the matched element determined in step 210 (see FIG. 2A), and the value to which the element was matched in step 208 (see FIG. 2A).

[0042] In an alternate embodiment, step 218 includes parser pattern generation module 108 (see FIG. 1) generating a parser pattern by applying Rule 1 and Rule 2, but not Rule 3.

[0043] In step 220, for each token and corresponding result stored in data structure 124 (see FIG. 1) in step 212 (see FIG. 2A), parser pattern generation module 108 (see FIG. 1) generates a respective parser in log parsers 126 (see FIG. 1) by including the parser patterns that are associated with the token and that were generated in steps 216 and 218. By including the parser patterns that were generated in steps 216 and 218,
the parser generated in step 220 is based on the position(s), the matched timestamp format, the matched field attribute(s) and the token stored in the result in step 212 (see FIG. 2A).

[0044] In step 222, based on a ranking-based ordering of the parsers from the parser associated with the token having the highest ranking to the parser associated with the token having the lowest ranking, validation module 110 (see FIG. 1) selects the next parser from log parsers 126 (see FIG. 1) and parses the sample log 112 (see FIG. 1) using the selected parser to generate parsing results 128 (see FIG. 1).

[0045] In step 224, validation module 110 (see FIG. 1) presents the parsing results 128 (see FIG. 1) to a user. In one embodiment, step 224 includes validation module 110 (see FIG. 1) initiating a display of a data table that includes the parsing results 128 (see FIG. 1).

[0046] Prior to step 226, the user reviews the parsing results 128 (see FIG. 1) presented in step 224 and determines whether the parsing results 128 (see FIG. 1) match results (i.e., expected results) that the user expected for the fields included in sample log 112 (see FIG. 1). If the user determines that parsing results 128 (see FIG. 1) match the expected results, then in step 226, validation module 110 (see FIG. 1) receives an indication from the user that parsing results 128 (see FIG. 1) match the expected results. If the user determines that parsing results 128 (see FIG. 1) do not match the expected results, then in step 226, validation module 110 (see FIG. 1) receives an indication from the user that parsing results 128 (see FIG. 1) do not match the expected results. If validation module 110 (see FIG. 1) receives in step 226 an indication that parsing results 128 (see FIG. 1) match the expected results, then validation module 110 (see FIG. 1) determines in step 228 that the parser is validated, the Yes branch of step 228 is taken and optional step 230 is performed. In optional step 230, log parser generator 104 (see FIG. 1) receives a refinement of the parser from the user. The process of FIGS. 2A-2B ends at step 232.

[0047] Returning to step 228, if validation module 110 (see FIG. 1) receives in step 226 an indication that parsing results 128 (see FIG. 1) do not match the expected results, then validation module 110 (see FIG. 1) determines in step 228 that the parser is not validated, the No branch of step 228 is taken and the process loops back to step 222 with validation module 110 (see FIG. 1) selecting the next parser from log parsers 126 (see FIG. 1) according to the aforementioned ranking-based ordering.

[0048] A minimal number of parsing results 128 (see FIG. 1) are generated in iterations of step 222 and presented in iterations of step 224 because the parsers that provide the parsing results 128 (see FIG. 1) are selected in step 222 based on the ranking of tokens associated with the parsers. Presenting the parsing result 128 (see FIG. 1) of the first parser associated with a first token in step 224, receiving the indication of the match to the expected results in step 226 and determining the validation of the first parser in step 228 without generating and presenting a result of parsing the sample log 112 (see FIG. 1) using a second parser associated with a second token is based on a ranking of the first token exceeding a ranking of the second token. That is, based on the likelihood that the first token is the delimiter in the sample log 112 (see FIG. 1) greater than the likelihood that the second token is the delimiter, step 224 presents the parsing results 128 (see FIG. 1) of the first parser without needing to generate and present the result of parsing the sample log 112 (see FIG. 1) by using the second parser.

Matching to a Timestamp Format

[0049] FIG. 3 is a flowchart of a process of attempting to match an element of a tokenized log to a timestamp format, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention. The process of attempting to match an element of a tokenized log to a timestamp format begins at step 300. In step 302, data collection and token ranking module 106 (see FIG. 1) selects a timestamp format from a plurality of timestamp formats stored in timestamp format database 116 (see FIG. 1). Hereinafter in the discussion of FIG. 3, the timestamp format selected in step 302 is also referred to as “the selected timestamp format.” Each of the timestamp formats in timestamp format database 116 (see FIG. 1) is a potential timestamp format because each is potentially the format of the element of the tokenized log.

[0050] In step 304, data collection and token ranking module 106 (see FIG. 1) compares the format of an element of the tokenized log (i.e., the tokenized log generated in the most recent performance of step 206 (see FIG. 2A)) to the timestamp format selected in step 302.

[0051] In step 306, based on the comparison in step 304, data collection and token ranking module 106 (see FIG. 1) determines whether the format of the element of the tokenized log matches the selected timestamp format. If data collection and token ranking module 106 (see FIG. 1) determines in step 306 that the format of the element matches the selected timestamp format, then the Yes branch of step 306 is taken and step 308 is performed.

[0052] In step 308, data collection and token ranking module 106 (see FIG. 1) determines the position of the element and updates the ranking of the token as part of step 210 (see FIG. 2A). The determination of the position and the update of the ranking are described above relative to step 210 (see FIG. 2A). The process of FIG. 3 ends at step 310.

[0053] Returning to step 306, if data collection and token ranking module 106 (see FIG. 1) determines that the format of the element does not match the selected timestamp format, then the No branch of step 306 is taken and step 312 is performed.

[0054] If data collection and token ranking module 106 (see FIG. 1) determines in step 312 that there is another potential timestamp format in timestamp format database 116 (see FIG. 1) that has not yet been selected in step 302, then the Yes branch of step 312 is taken and the process of FIG. 3 loops back to an iteration of step 302, with data collection and token ranking module 106 (see FIG. 1) selecting a next timestamp format from timestamp format database 116 (see FIG. 1).

[0055] In one embodiment, the first and iterative performances of step 302 select timestamp formats from timestamp format database 116 (see FIG. 1) in a specified order, starting with the most precise timestamp format and selecting the next most precise timestamp format in the subsequent performance(s) of step 302. In one embodiment, a first timestamp format is more precise than a second timestamp format if the number of characters in the pattern specifying the first timestamp format is greater than the number of characters in the pattern specifying the second timestamp format. For example, a first timestamp format specified by YYYY/MM/DD HH:MM:SS Z is more precise than a second timestamp format specified by MM/DD/YYYY because YYYY/MM/DD HH:MM:SS Z has more characters than MM/DD/YYYY.

[0056] Returning to step 312, if data collection and token ranking module 106 (see FIG. 1) determines that all of the
timestamp formats in the plurality of potential timestamp formats stored in timestamp format database 116 (see FIG. 1) have been selected in step 302, then the No branch of step 312 is taken and the process of FIG. 3 ends at step 310. [0057] In one embodiment, steps 302, 304, 306 and 312 are included in step 208 (see FIG. 2A), and step 308 is included in step 210 (see FIG. 2A).

Matching to a Field Name

[0058] FIG. 4 is a flowchart of a process of attempting to match an element of a tokenized log to a field name, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention. The process of attempting to match an element of a tokenized log to a field name begins at step 400. In step 402, data collection and token ranking module 106 (see FIG. 1) selects a field name from a plurality of field names stored in field name database 118 (see FIG. 1). For example, the plurality of field names may include event_name, timestamp, src_ip and dst_ip. Hereinafter in the discussion of FIG. 4, the field name selected in step 402 is also referred to as “the selected field name.”

[0059] In one embodiment, the plurality of field names are stored in field name database 118 (see FIG. 1) so as to be associated with the log type received in step 202 (see FIG. 2A).

[0060] In step 404, data collection and token ranking module 106 (see FIG. 1) compares an element of the tokenized log (i.e., the tokenized log generated in the most recent performance of step 206 (see FIG. 2A)) to the selected field name and to variations of the selected field name. In one embodiment, data collection and token ranking module 106 (see FIG. 1) retrieves the variations of the selected field name from field name database 118 (see FIG. 1). In another embodiment, data collection and token ranking module 106 (see FIG. 1) determines the variations of the selected field name by applying predefined rules in step 404 to convert the selected field name into one or more variations of the selected field name.

[0061] For example, if the selected field name is eventName, then variations of eventName that are retrieved or generated in step 404 may be “event name” and “event.”

[0062] In step 406, based on the comparison(s) in step 404, data collection and token ranking module 106 (see FIG. 1) determines whether the element of the tokenized log matches the selected field name or a variation of the selected field name. If data collection and token ranking module 106 (see FIG. 1) determines in step 406 that the element matches the selected field name or variation of the selected field name, then the Yes branch of step 406 is taken and step 408 is performed.

[0063] In step 408, data collection and token ranking module 106 (see FIG. 1) determines the position of the element and updates the ranking of the token as part of step 210 (see FIG. 2A). The determination of the position and the update of the ranking are described above relative to step 210 (see FIG. 2A). The process of FIG. 4 ends at step 410.

[0064] Returning to step 406, if data collection and token ranking module 106 (see FIG. 1) determines that the element does not match the selected field name or a variation of the selected field name, then the No branch of step 406 is taken and step 412 is performed.

[0065] If data collection and token ranking module 106 (see FIG. 1) determines in step 412 that there is another field name in field name database 118 (see FIG. 1) that has not yet been selected in step 402, then the Yes branch of step 412 is taken and the process of FIG. 4 loops back to an iteration of step 402, with data collection and token ranking module 106 (see FIG. 1) selecting a next field name from field name database 118 (see FIG. 1).

[0066] Returning to step 412, if data collection and token ranking module 106 (see FIG. 1) determines that all of the field names in the plurality of field names stored in field name database 118 (see FIG. 1) have been selected in iterations of step 402, then the No branch of step 412 is taken and the process of FIG. 4 ends at step 410.

[0067] In one embodiment, steps 402, 404, 406 and 412 are included in step 208 (see FIG. 2A), and step 408 is included in step 210 (see FIG. 2A).

Matching to a Field Value

[0068] FIG. 5 is a flowchart of a process of attempting to match an element of a tokenized log to a field value, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention. The process of attempting to match an element of a tokenized log to a field value begins at step 500. In step 502, data collection and token ranking module 106 (see FIG. 1) selects a field value from a plurality of field values stored in field value database 120 (see FIG. 1). For example, the plurality of field values in field value database 120 (see FIG. 1) is a list of event names, ports, actions, etc. that are specified prior to the start of the process of FIG. 5. Hereinafter in the discussion of FIG. 5, the field value selected in step 502 is also referred to as “the selected field value.”

[0069] In one embodiment, the plurality of field values are stored in field value database 120 (see FIG. 1) so as to be associated with the log type received in step 202 (see FIG. 2A).

[0070] In step 504, data collection and token ranking module 106 (see FIG. 1) compares an element of the tokenized log (i.e., the tokenized log generated in the most recent performance of step 206 (see FIG. 2A)) to the selected field value. If data collection and token ranking module 106 (see FIG. 1) determines in step 506 that the element matches the selected field value, then the Yes branch of step 506 is taken and step 508 is performed.

[0071] In step 506, based on the comparison in step 504, data collection and token ranking module 106 (see FIG. 1) determines whether the element of the tokenized log matches the selected field value. If data collection and token ranking module 106 (see FIG. 1) determines in step 506 that the element matches the selected field value, then the Yes branch of step 506 is taken and step 508 is performed.

[0072] In step 508, data collection and token ranking module 106 (see FIG. 1) determines the position of the element and updates the ranking of the token as part of step 210 (see FIG. 2A). The determination of the position and the update of the ranking are described above relative to step 210 (see FIG. 2A). The process of FIG. 5 ends at step 510.

[0073] Returning to step 506, if data collection and token ranking module 106 (see FIG. 1) determines that the element does not match the selected field value, then the No branch of step 506 is taken and step 512 is performed.

[0074] If data collection and token ranking module 106 (see FIG. 1) determines in step 512 that there is another field value in field value database 120 (see FIG. 1) that has not yet been selected in step 502, then the Yes branch of step 512 is taken and the process of FIG. 5 loops back to an iteration of step 502, with data collection and token ranking module 106 (see FIG. 1) selecting a next field value from field value database 120 (see FIG. 1).

[0075] Returning to step 512, if data collection and token ranking module 106 (see FIG. 1) determines that all of the
field values in the plurality of field values stored in value database 120 (see FIG. 1) have been selected in iterations of step 502, then the No branch of step 512 is taken and the process of FIG. 5 ends at step 510.

In one embodiment, steps 502, 504, 506 and 512 are included in step 208 (see FIG. 2A), and step 508 is included in step 210 (see FIG. 2A).

Matching to a Value Pattern

FIG. 6 is a flowchart of a process of attempting to match an element of a tokenized log to a value pattern, where the process is included in the process of FIGS. 2A-2B, in accordance with embodiments of the present invention. The process of attempting to match an element of a tokenized log to a value pattern begins at step 600. In step 602, data collection and token ranking module 106 (see FIG. 1) selects a value pattern from a plurality of value patterns stored in value pattern database 122 (see FIG. 1). For example, the plurality of value patterns may include value patterns for Internet Protocol (IP) addresses, currency, ports, etc., which are specified prior to the start of the process of FIG. 6. Hereinafter in the discussion of FIG. 6, the value pattern selected in step 602 is also referred to as the “selected value pattern.”

In one embodiment, the plurality of value patterns are stored in value pattern database 122 (see FIG. 1) so as to be associated with the log type received in step 202 (see FIG. 2A).

In step 604, data collection and token ranking module 106 (see FIG. 1) compares an element of the tokenized log (i.e., the tokenized log generated in the most recent performance of step 206 (see FIG. 2A)) to the selected value pattern.

In step 606, based on the comparison in step 604, data collection and token ranking module 106 (see FIG. 1) determines whether the element of the tokenized log matches the selected value pattern. If data collection and token ranking module 106 (see FIG. 1) determines in step 606 that the element matches the selected value pattern, then the Yes branch of step 606 is taken and step 608 is performed.

In step 608, data collection and token ranking module 106 (see FIG. 1) determines the position of the element and updates the ranking of the token as part of step 210 (see FIG. 2A). The determination of the position and the update of the ranking are described above relative to step 210 (see FIG. 2A). The process of FIG. 6 ends at step 610.

Returning to step 606, if data collection and token ranking module 106 (see FIG. 1) determines that the element does not match the selected value pattern, then the No branch of step 606 is taken and step 612 is performed.

If data collection and token ranking module 106 (see FIG. 1) determines in step 612 that there is another value pattern in value pattern database 122 (see FIG. 1) that has not yet been selected in step 602, then the Yes branch of step 612 is taken and the process of FIG. 6 loops back to an iteration of step 602, with data collection and token ranking module 106 (see FIG. 1) selecting a next value pattern from value pattern database 122 (see FIG. 1).

Returning to step 612, if data collection and token ranking module 106 (see FIG. 1) determines that all of the value patterns in the plurality of value patterns in value pattern database 122 (see FIG. 1) have been selected in iterations of step 602, then the Yes branch of step 612 is taken and the process of FIG. 6 ends at step 610.

In one embodiment, steps 602, 604, 606 and 612 are included in step 208 (see FIG. 2A), and step 608 is included in step 210 (see FIG. 2A).

Sample Data Structure

Given the sample log: Dec. 12, 2011 15:32:34 EST

Sample Parsing Results

An example of parsing results 128 (see FIG. 1) presented by validation module 110 (see FIG. 1) is the data table presented below:

<table>
<thead>
<tr>
<th>timestamp</th>
<th>event_name</th>
<th>src_ip</th>
<th>dst_ip</th>
<th>port</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/12/11 15:32:34 EST</td>
<td>Javascript_Noop_Sled</td>
<td>1.2.3.4</td>
<td>4.3.2.5</td>
<td>&lt;BLANK&gt;</td>
</tr>
</tbody>
</table>
Computer System

FIG. 7 is a block diagram of a computer system that is included in the system of FIG. 1 and that implements the process of FIGS. 2A-2B, in accordance with embodiments of the present invention. Computer system 102 generally comprises a central processing unit (CPU) 702, a memory 704, an input/output (I/O) interface 706, and a bus 708. Further, computer system 102 is coupled to I/O devices 710 and a computer data storage unit 712. CPU 702 performs computations and control functions of computer system 102, including carrying out instructions included in program code 714 to perform a method of generating a log parser, where the instructions are carried out by CPU 702 via memory 704. CPU 702 may comprise a single processing unit, or be distributed across one or more processing units in one or more locations (e.g., on a client and server). In one embodiment, program code 714 includes code for log parser generator 104 (see FIG. 1). In one embodiment, program code 714 includes code for modules 706, 108, and 110 (see FIG. 1).

Memory 704 may comprise any known computer-readable storage medium, which is described below. In one embodiment, cache memory elements of memory 704 provide temporary storage of at least some program code (e.g., program code 714) in order to reduce the number of times code must be retrieved from bulk storage while instructions of the program code are carried out. Moreover, similar to CPU 702, memory 704 may reside at a single physical location, comprising one or more types of data storage, or be distributed across a plurality of physical systems in various forms. Further, memory 704 can include data distributed across, for example, a local area network (LAN) or a wide area network (WAN).

I/O interface 706 comprises any system for exchanging information to or from an external source. I/O devices 710 comprise any known type of external device, including a display device (e.g., monitor), keyboard, mouse, printer, speakers, handheld device, facsimile, etc. Bus 708 provides a communication link between each of the components in computer system 102, and may comprise any type of transmission link, including electrical, optical, wireless, etc.

I/O interface 706 also allows computer system 102 to store information (e.g., data or program instructions such as program code 714) on and retrieve the information from computer data storage unit 712 or another computer data storage unit (not shown). Computer data storage unit 712 may comprise any known computer-readable storage medium, which is described below. For example, computer data storage unit 712 may be a non-volatile data storage device, such as a magnetic disk drive (i.e., hard disk drive) or an optical disk drive (e.g., a CD-ROM drive which receives a CD-ROM disk).

Memory 704 and/or storage unit 712 may store computer program code 714 that includes instructions that are carried out by CPU 702 via memory 704 to generate a log parser. Although FIG. 7 depicts memory 704 as including program code 714, the present invention contemplates embodiments in which memory 704 does not include all of code 714 simultaneously, but instead at one time includes only a portion of code 714.

Further, memory 704 may include other systems not shown in FIG. 7, such as an operating system (e.g., Linux®) that runs on CPU 702 and provides control of various components within and/or connected to computer system 102.

Storage unit 712 and/or one or more other computer data storage units (not shown) that are coupled to computer system 102 may store token database 114 (see FIG. 1), timestamp format database 116, log type and field name database 118, value database 120 and/or value pattern database 122.

As will be appreciated by one skilled in the art, in a first embodiment, the present invention may be a system; in a second embodiment, the present invention may be a method; and in a third embodiment, the present invention may be a computer readable product. A component of an embodiment of the present invention may take the form of an entirely hardware-based component, an entirely software component (including firmware, resident software, micro-code, etc.) or a component combining software and hardware sub-components that may all generally be referred to herein as a “module”.

An embodiment of the present invention may take the form of a computer program product embodied in one or more computer-readable medium(s) (e.g., memory 704 and/or computer data storage unit 712) having computer-readable program code (e.g., program code 714) embodied or stored thereon.

Any combination of one or more computer-readable mediums (e.g., memory 704 and computer data storage unit 712) may be utilized. The computer readable medium may be a computer-readable signal medium or a computer-readable storage medium. In one embodiment, the computer-readable storage medium is a computer-readable storage device or computer-readable storage apparatus. A computer-readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared or semiconductor system, apparatus, device or any suitable combination of the foregoing. A non-exhaustive list of more specific examples of the computer-readable storage medium includes: an electrical connection having one or more wires, a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable compact disc read-only memory (CD-ROM), an optical storage device, a magnetic storage device, or any suitable combination of the foregoing. In the context of this document, a computer-readable storage medium may be a tangible storage device that can contain or store a program (e.g., program code 714) for use by or in connection with a system, apparatus, or device for carrying out instructions.

A computer-readable signal medium may include a propagated data signal with computer-readable program code embodied therein, for example, in baseband or as part of a carrier wave. Such a propagated signal may take any of a variety of forms, including, but not limited to, electromagnetic, optical, or any suitable combination thereof. A computer-readable signal medium may be any computer-readable medium that is not a computer-readable storage medium and that can communicate, propagate, or transport a program for use by or in connection with a system, apparatus, or device for carrying out instructions.

Program code (e.g., program code 714) embodied on a computer-readable medium may be transmitted using any appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF, etc., or any suitable combination of the foregoing.
Computer program code (e.g., program code 714) for carrying out operations for aspects of the present invention may be written in any combination of one or more programming languages, including an object oriented programming language such as Java®, Smalltalk, C++ or the like and conventional procedural programming languages, such as the “C” programming language or similar programming languages. Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates. Instructions of the program code may be carried out entirely on a user’s computer, partly on the user’s computer, as a stand-alone software package, partly on the user’s computer and partly on a remote computer or entirely on the remote computer or server, where the aforementioned user’s computer, remote computer and server may be, for example, computer system 102 or another computer system (not shown) having components analogous to the components of computer system 102 included in FIG. 7. In the latter scenario, the remote computer may be connected to the user’s computer through any type of network (not shown), including a LAN or a WAN, or the connection may be made to an external computer (e.g., through the Internet using an Internet Service Provider).

Aspects of the present invention are described herein with reference to flowchart illustrations (e.g., FIGS. 2A-2B) and/or block diagrams of methods, apparatus (systems) (e.g., FIG. 1 and FIG. 7), and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer program instructions (e.g., program code 714). These computer program instructions may be provided to one or more hardware processors (e.g., CPU 702) of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which are carried out via the processor(s) of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowcharts and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer-readable medium (e.g., memory 704 or computer data storage unit 712) that can direct a computer (e.g., computer system 102), other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions (e.g., program code 714) stored in the computer-readable medium produce an article of manufacture including instructions which implement the function/act specified in the flowcharts and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer (e.g., computer system 102), other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus, or other devices to produce a computer implemented process such that the instructions (e.g., program code 714) which are carried out on the computer, other programmable apparatus, or other devices provide processes for implementing the functions/acts specified in the flowcharts and/or block diagram block or blocks.

Any of the components of an embodiment of the present invention can be deployed, managed, serviced, etc. by a service provider that offers to deploy or integrate computing infrastructure with respect to generating a log parser. Thus, an embodiment of the present invention discloses a process for supporting computer infrastructure, wherein the process comprises a first computer system providing at least one support service for at least one of integrating, hosting, maintaining and deploying computer-readable code (e.g., program code 714) in a second computer system (e.g., computer system 102) comprising one or more processors (e.g., CPU 702), wherein the processor(s) carry out instructions contained in the code causing the second computer system to generate a log parser.

In another embodiment, the invention provides a method that performs the process steps of the invention on a subscription, advertising and/or fee basis. That is, a service provider, such as a Solution Integrator, can offer to create, maintain, support, etc. a process of generating a log parser. In this case, the service provider can create, maintain, support, etc. a computer infrastructure that performs the process steps of the invention for one or more customers. In return, the service provider can receive payment from the customer(s) under a subscription and/or fee agreement, and/or the service provider can receive payment from the sale of advertising content to one or more third parties.

The flowcharts in FIGS. 2A-2B and the block diagrams in FIG. 1 and FIG. 7 illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments of the present invention. In this regard, each block in the flowcharts or block diagrams may represent a module, segment, or portion of code (e.g., program code 714), which comprises one or more executable instructions for implementing the specified logical function(s). It should also be noted that, in some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be performed substantially concurrently, or the blocks may sometimes be performed in reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustrations, and combinations of blocks in the block diagrams and/or flowchart illustrations, can be implemented by special purpose hardware-based systems that perform the specified functions or acts, or combinations of special purpose hardware and computer instructions.

While embodiments of the present invention have been described herein for purposes of illustration, many modifications and changes will become apparent to those skilled in the art. Accordingly, the appended claims are intended to encompass all such modifications and changes as fall within the true spirit and scope of this invention.

What is claimed is:

1. A method of generating a log parser, the method comprising the steps of:
   a computer receiving a sample log whose parts are delimited by one or more occurrences of a delimiter in the sample log;
   the computer retrieving a plurality of tokens;
   the computer generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token;
   the computer determining one or more matches between respective one or more elements in the plurality of ele-
ments and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log;
based on the one or more matches and based on the token, the computer determining one or more positions of the respective one or more elements within the tokenized log;
based on the one or more matches, the computer determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log;
the computer determining a second ranking of another token included in the retrieved plurality of tokens, the second ranking indicating a second likelihood that the other token is the delimiter;
the computer determining the first likelihood is greater than the second likelihood;
based on the one or more positions, the one or more matches, and the token, the computer generating a first parser by generating one or more parser patterns for the one or more matches, respectively;
the computer generating a second parser based in part on the other token;
the computer parsing the sample log based on the generated first parser; and
based on the first likelihood being greater than the second likelihood, the computer presenting a result of the step of parsing the sample log and the computer receiving a validation of the presented result without the computer presenting another result of parsing the sample log based on the second parser.

2. The method of claim 1, further comprising the steps of:
the computer selecting a format of a timestamp in the sample log from a plurality of potential formats of the timestamp, the selected format of the timestamp being an attribute included in the one or more attributes;
the computer determining a match between an element in the plurality of elements included in the tokenized log and the selected format of the timestamp; and
based on the match between the element and the selected format of the timestamp and based on the token, the computer determining a position of the element within the tokenized log,
wherein the step of determining the ranking of the token is further based on the match between the element and the selected format of the timestamp, and
wherein the step of generating the first parser includes a step of generating a parser pattern for the timestamp based on the token, the position and the selected format of the timestamp.

3. The method of claim 1, wherein each attribute of the field is selected from the group consisting of a name of the field, a value of the field, and a value pattern specifying a pattern of any value in the field.

4. The method of claim 1, further comprising the steps of:
the computer receiving a type of the sample log;
based on the received type of the sample log, the computer receiving a plurality of names of fields;
the computer selecting a name of the field from the received plurality of names of fields, the selected name of the field being an attribute included in the one or more attributes;
the computer determining a match between an element in the plurality of elements and the selected name of the field;
based on the match between the element and the selected name of the field, the computer determining a position of the element within the tokenized log; and
based on the match between the element and the selected name of the field, the computer updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

5. The method of claim 1, further comprising the steps of:
the computer receiving a type of the sample log;
based on the received type of the sample log, the computer receiving a plurality of values of fields;
the computer selecting a value of a field from the received plurality of values of fields, the selected value of the field being an attribute included in the one or more attributes;
the computer determining a match between an element in the plurality of elements and the selected value of the field;
based on the match between the element and the selected value of the field, the computer determining a position of the element within the tokenized log; and
based on the match between the element and the selected value of the field, the computer updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

6. The method of claim 1, further comprising the steps of:
the computer receiving a type of the sample log;
based on the received type of the sample log, the computer receiving a plurality of value patterns for values of fields;
the computer selecting a value pattern from the received plurality of value patterns, the selected value pattern being an attribute included in the one or more attributes;
the computer determining a match between an element in the plurality of elements and the selected value pattern;
based on the match between the element and the selected value pattern, the computer determining a position of the element within the tokenized log; and
based on the match between the element and the selected value pattern, the computer updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

7. The method of claim 1, further comprising the steps of:
the computer receiving a type of the sample log;
based on the received type of the sample log, the computer receiving a plurality of names of fields and a plurality of value patterns for values of the fields;
the computer selecting a name of a field from the plurality of names of fields, the selected name of the field being an attribute included in the one or more attributes;
the computer determining a match between an element in the plurality of elements and the selected name of the field; and
based on the match between the element and the selected name of the field, the computer determining a position of the element within the tokenized log, wherein the step of generating the first parser includes:
based on the token, the position and the selected name of the field, the computer generating a parser pattern specifying a pattern of the field, without requiring a
determination of the element matching a value pattern selected from the plurality of value patterns.

8. The method of claim 1, further comprising the steps of: the computer receiving a type of the sample log; based on the received type of the sample log, the computer receiving a plurality of names of fields and a plurality of value patterns for values of the fields; the computer determining that no match exists between an element in the plurality of elements and any name in the received plurality of names of fields; the computer selecting a value pattern from the plurality of value patterns, the selected value pattern being an attribute included in the one or more attributes; the computer determining a match between the element and the selected value pattern; based on the match between the element and the selected value pattern, the computer determining a position of the element within the tokenized log, wherein the step of generating the first parser includes: based on the token, the position and the selected value pattern, and not based on any name included in the plurality of names of fields, the computer generating a parser pattern specifying a pattern of the field.

9. A computer system comprising: a central processing unit (CPU); a memory coupled to the CPU; a computer-readable, tangible storage device coupled to the CPU, the storage device containing instructions that, when carried out by the CPU via the memory, implement a method of generating a log parser, the method comprising the steps of: the computer system receiving a sample log whose parts are delimited by one or more occurrences of a delimiter in the sample log; the computer system retrieving a plurality of tokens; the computer system generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token; the computer system determining one or more matches between respective one or more elements in the plurality of elements and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log; based on the one or more matches and based on the token, the computer system determining one or more positions of the respective one or more elements within the tokenized log; based on the one or more matches, the computer system determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log; the computer system determining a second ranking of another token included in the retrieved plurality of tokens, the second ranking indicating a second likelihood that the other token is the delimiter; the computer system determining the first likelihood is greater than the second likelihood; based on the one or more positions, the one or more matches, and the token, the computer system generating a first parser by generating one or more parser patterns for the one or more matches, respectively; the computer system generating a second parser based in part on the other token; the computer system parsing the sample log based on the generated first parser; and based on the first likelihood being greater than the second likelihood, the computer system presenting a result of the step of parsing the sample log and the computer system receiving a validation of the presented result without the computer system presenting another result of parsing the sample log based on the second parser.

10. The computer system of claim 9, wherein the method further comprises the steps of: the computer system selecting a format of a timestamp in the sample log from a plurality of potential formats of the timestamp, the selected format of the timestamp being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements included in the tokenized log and the selected format of the timestamp; and based on the match between the element and the selected format of the timestamp and based on the token, the computer system determining a position of the element within the tokenized log, wherein the step of determining the ranking of the token is further based on the match between the element and the selected format of the timestamp, and wherein the step of generating the first parser includes a step of generating a parser pattern for the timestamp based on the token, the position and the selected format of the timestamp.

11. The computer system of claim 9, wherein each attribute of the field is selected from the group consisting of a name of the field, a value of the field, and a value pattern specifying a pattern of any value in the field.

12. The computer system of claim 9, wherein the method further comprises the steps of: the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of names of fields; the computer system selecting a name of a field from the received plurality of names of fields, the selected name of the field being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements and the selected name of the field; based on the match between the element and the selected name of the field, the computer system determining a position of the element within the tokenized log; and based on the match between the element and the selected name of the field, the computer system updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

13. The computer system of claim 9, wherein the method further comprises the steps of: the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of values of fields; the computer system selecting a value of a field from the received plurality of values of fields, the selected value of the field being an attribute included in the one or more attributes;
the computer system determining a match between an element in the plurality of elements and the selected value of the field; based on the match between the element and the selected value of the field, the computer system determining a position of the element within the tokenized log; and based on the match between the element and the selected value of the field, the computer system updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

14. The computer system of claim 9, wherein the method further comprises the steps of: the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of value patterns for values of fields; the computer system selecting a value pattern from the received plurality of value patterns, the selected value pattern being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements and the selected value pattern; based on the match between the element and the selected value pattern, the computer system determining a position of the element within the tokenized log; and based on the match between the element and the selected value pattern, the computer system updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

15. The computer system of claim 9, wherein the method further comprises the steps of: the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of names of fields and a plurality of value patterns for values of the fields; the computer system selecting a name of a field from the plurality of names of fields, the selected name of the field being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements and the selected name of the field; and based on the match between the element and the selected name of the field, the computer system determining a position of the element within the tokenized log, wherein the step of generating the first parser includes: based on the token, the position and the selected name of the field, the computer system generating a parser pattern specifying a pattern of the field, without requiring a determination of the element matching a value pattern selected from the plurality of value patterns.

16. The computer system of claim 9, wherein the method further comprises the steps of: the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of names of fields and a plurality of value patterns for values of the fields; the computer system determining that no match exists between an element in the plurality of elements and any name in the received plurality of names of fields; the computer system selecting a value pattern from the plurality of value patterns, the selected value pattern being an attribute included in the one or more attributes; the computer system determining a match between the element and the selected value pattern; based on the match between the element and the selected value pattern, the computer system determining a position of the element within the tokenized log, wherein the step of generating the first parser includes: based on the token, the position and the selected value pattern, and not based on any name included in the plurality of names of fields, the computer system generating a parser pattern specifying a pattern of the field.

17. A computer program product comprising: a computer-readable, tangible storage device; and computer-readable program instructions stored in the computer-readable, tangible storage device, the computer-readable program instructions, when carried out by a central processing unit (CPU) of a computer system, implement a method of generating a log parser, the method comprising the steps of: the computer system receiving a sample log whose parts are delimited by one or more occurrences of a delimiter in the sample log; the computer system retrieving a plurality of tokens; the computer system generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token; the computer system determining one or more matches between respective one or more elements in the plurality of elements and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log; based on the one or more matches and based on the token, the computer system determining one or more positions of the respective one or more elements within the tokenized log; based on the one or more matches, the computer system determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log; the computer system determining a second ranking of another token included in the retrieved plurality of tokens, the second ranking indicating a second likelihood that the other token is the delimiter; the computer system determining the first likelihood is greater than the second likelihood; based on the one or more positions, the one or more matches, and the token, the computer system generating a first parser by generating one or more parser patterns for the one or more matches, respectively; the computer system generating a second parser based in part on the other token; the computer system parsing the sample log based on the generated first parser; and based on the first likelihood being greater than the second likelihood, the computer system presenting a result of the step of parsing the sample log and the computer system receiving a validation of the pre-
sented result without the computer system presenting another result of parsing the sample log based on the second parser.

18. The program product of claim 17, wherein the method further comprises the steps of:
   the computer system selecting a format of a timestamp in the sample log from a plurality of potential formats of the timestamp, the selected format of the timestamp being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements included in the tokenized log and the selected format of the timestamp; and based on the match between the element and the selected format of the timestamp and based on the token, the computer system determining a position of the element within the tokenized log, wherein the step of determining the ranking of the token is further based on the match between the element and the selected format of the timestamp, and wherein the step of generating the first parser includes a step of generating a parser pattern for the timestamp based on the token, the position and the selected format of the timestamp.

19. The program product of claim 17, wherein each attribute of the field is selected from the group consisting of a name of the field, a value of the field, and a value pattern specifying a pattern of any value in the field.

20. The program product of claim 17, wherein the method further comprises the steps of:
   the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of names of fields; the computer system selecting a name of a field from the received plurality of names of fields, the selected name of the field being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements and the selected name of the field; based on the match between the element and the selected name of the field, the computer system determining a position of the element within the tokenized log; and based on the match between the element and the selected name of the field, the computer system updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

21. The program product of claim 17, wherein the method further comprises the steps of:
   the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of values of fields; the computer system selecting a value of a field from the received plurality of values of fields, the selected value of the field being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements and the selected value of the field; based on the match between the element and the selected value of the field, the computer system determining a position of the element within the tokenized log; and based on the match between the element and the selected value of the field, the computer system updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

22. The program product of claim 17, wherein the method further comprises the steps of:
   the computer system receiving a type of the sample log; based on the received type of the sample log, the computer system receiving a plurality of value patterns for values of fields; the computer system selecting a value pattern from the received plurality of value patterns, the selected value pattern being an attribute included in the one or more attributes; the computer system determining a match between an element in the plurality of elements and the selected value pattern; based on the match between the element and the selected value pattern, the computer system determining a position of the element within the tokenized log; and based on the match between the element and the selected value pattern, the computer system updating the ranking of the token, wherein the step of generating the first parser is based in part on the position of the element within the tokenized log.

23. A process for supporting computing infrastructure, the process comprising:
   a first computer system providing at least one support service for or at least one of creating, integrating, hosting, maintaining, and deploying computer-readable code in a second computer system, the computer-readable code containing instructions, wherein the instructions, when carried out by a processor of the second computer system, implement a method of generating a log parser, the method comprising the steps of:
   the second computer system receiving a sample log whose parts are delimited by one or more occurrences of a delimiter in the sample log;
   the second computer system retrieving a plurality of tokens;
   the second computer system generating a tokenized log by delimiting the received sample log based on a token included in the retrieved plurality of tokens, the tokenized log comprising a plurality of elements, each element delimited in the tokenized log by the token;
   the second computer system determining one or more matches between respective one or more elements in the plurality of elements and respective one or more attributes, each attribute being an attribute of a field included in one or more fields of the sample log;
   based on the one or more matches and based on the token, the second computer system determining one or more positions of the respective one or more elements within the tokenized log;
   based on the one or more matches, the second computer system determining a ranking of the token, the ranking indicating a first likelihood that the token is the delimiter that delimits the parts of the sample log;
   the second computer system determining a second ranking of another token included in the retrieved plurality of tokens, the second ranking indicating a second likelihood that the other token is the delimiter; and
   the second computer system determining the first likelihood is greater than the second likelihood;
based on the one or more positions, the one or more matches, and the token, the second computer system generating a first parser by generating one or more parser patterns for the one or more matches, respectively; the second computer system generating a second parser based in part on the other token; the second computer system parsing the sample log based on the generated first parser; and based on the first likelihood being greater than the second likelihood, the second computer system presenting a result of the step of parsing the sample log and the second computer system receiving a validation of the presented result without the second computer system presenting another result of parsing the sample log based on the second parser.

24. The process of claim 23, wherein each attribute of the field is selected from the group consisting of a name of the field, a value of the field, and a value pattern specifying a pattern of any value in the field.

* * * * *