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different distances from the base station, are presented. The
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ROBUST TECHNIQUES FOR UPSTREAM
COMMUNICATION BETWEEN SUBSCRIBER
STATIONS AND A BASE STATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 13/933,510, filed Jul. 2, 2013, whichis a
continuation of U.S. patent application Ser. No. 12/899,302,
filed Oct. 6, 2010, which is a continuation of U.S. patent
application Ser. No. 11/584,646, filed Oct. 23, 2006, which is
acontinuation of U.S. patent application Ser. No. 11/292,098,
filed Dec. 2, 2005, which is a continuation of U.S. patent
application Ser. No. 09/714,713, filed Nov. 16, 2000, now
U.S. Pat. No. 7,103,065, which is a continuation of U.S.
patent application Ser. No. 09/574,558, filed May 19, 2000,
now U.S. Pat. No. 6,650,624, which is a continuation-in-part
of U.S. patent application Ser. No. 09/430,821, filed Oct. 29,
1999, which claims the benefit of U.S. Provisional Patent
Application No. 60/106,264, filed Oct. 30, 1998, U.S. Provi-
sional Patent Application No. 60/106,427, filed Oct. 30, 1998,
U.S. Provisional Patent Application No. 60/106,438, filed
Oct. 30, 1998, U.S. Provisional Patent Application No.
60/106,439, filed Oct. 30, 1998, U.S. Provisional Patent
Application No. 60/106,440, filed Oct. 30, 1998, and U.S.
Provisional Patent Application No. 60/106,441, filed Oct. 30,
1998, all of which are incorporated herein by reference in
their entireties.

BACKGROUND OF THE INVENTION

[0002] 1. Field of the Invention

[0003] The present invention relates generally to commu-
nication systems, and more specifically to noise compensa-
tion in a wireless communication system.

[0004] 2. Background Art

[0005] The desired solution for high speed data communi-
cations appears to be cable modem. Cable modem is capable
of'providing data rates as high as 56 Mbps, and is thus suitable
for high speed file transfer, video teleconferencing and pay-
per-view television. Further, cable modems may simulta-
neously provide high speed Internet access, digital television
(such as pay-per-view) and digital telephony.

[0006] Although cable modems are used in a shared access
system, wherein a plurality of subscribers compete for band-
width over a common coaxial cable, any undesirable reduc-
tion in actual data rate is easily controlled simply by limiting
the number of shared users on each system. In this manner,
each user is assured of a sufficient data rate to provide unin-
terrupted video teleconferencing or pay-per-view television,
for example.

BRIEF DESCRIPTION OF THE
DRAWINGS/FIGURES

[0007] These and other features, aspects and advantages of
the present invention will be more fully understood when
considered with respect to the following detailed description,
appended claims and accompanying drawings wherein:
[0008] FIG. 1 is a schematic diagram of a hybrid fiber
coaxial (HFC) network showing typical pathways for data
transmission between the headend (which contains the cable
modem termination system) and a plurality of homes (each of
which contain a cable modem);

Jun. 9, 2016

[0009] FIG. 2 is a simplified block diagram of a cable
modem system wherein a line card which defines a cable
modem termination system CMTS) is disposed at the head-
end and a cable modem is disposed within a representative
home;

[0010] FIG. 3isasimplified block diagram showing the use
of'a fractional symbol timing loop, a carrier phase correction
loop and a conventional amplitude estimator to enhance the
rate at which acquisition of data packets is performed in a
burst receiver of a cable modem termination system or the
like;

[0011] FIG. 4 is a block diagram showing the interrelation-
ships of the burst transmitter, subscriber medium access con-
trol (MAC) and receiver of the cable modem with the burst
receiver, medium access control (MAC) and transmitter of the
cable modem termination system;

[0012] FIG. 5A is a schematic block diagram showing the
interconnections of the burst receiver, medium access control
(MAC) and transmitter downstream modulator within a cable
modem termination system;

[0013] FIG. 5B is a schematic block diagram showing the
construction of the cable modem, shown in FIG. 2, at the
subscriber, such as the home;

[0014] FIG. 6A is a block diagram showing a cable modem
termination system and a representative cable modem com-
municating with one another via a cable plant;

[0015] FIG. 6B is a block diagram showing the cable
modem termination system and cable modem of FIG. 2 in
further detail,;

[0016] FIG. 6C is a block diagram showing the cable
modem termination system of FIG. 2 in further detail;
[0017] FIG. 6D is a block diagram showing the cable
modem of FIG. 3 in further detail;

[0018] FIG. 6F is a table showing an example of loop filter
coarse coefficients and fine coefficients which provide speci-
fied bandwidths at the listed update rates;

[0019] FIGS. 7A and 7B are block diagrams of a sub-
system at the subscriber modem for receiving packets with
encrypted data and control information, parsing the
encrypted data from the control information, decrypting the
encrypted data and separately storing the decrypted data and
the control information and for restoring the packets with the
encrypted data and the control information at the subscriber
modem for transmission to the headend;

[0020] FIGS. 8A and 8B are block diagrams of a sub-
system similar to that shown in FIGS. 7A and 7B (but at the
headend) for providing a parsing of the signal packets
received from the subscriber modem and a decryption of the
encrypted data parsed from the packets and for providing an
encryption of data for transmission to the subscriber modem
and a reformulation of the packets from the encrypted data
and the control information;

[0021] FIG. 9 is a block diagram in some additional detail
of a burst receiver shown as a single block in FIG. 4;

[0022] FIG.101s ablock diagram in significantly increased
detail of the burst receiver shown as a single block in FIG. 4;
[0023] FIG.11isaschematic diagram illustrating the round
trip transmission delay between a headend and a subscriber
modem;

[0024] FIG. 12 is a flowchart showing the software level
synchronization control of a cable modem;

[0025] FIG. 13 is a flowchart showing the hardware level
synchronization control of a cable modem;
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[0026] FIG. 14 shows acontinuous data stream, such as that
which may be received by a conventional continuous
receiver;,

[0027] FIG. 15 shows a plurality of data bursts separated by
guard bands, such as those transmitted by cable modems to a
cable modem termination system according to time division
multiple access (TDMA);

[0028] FIG. 16 shows in further detail an exemplary data
burst of FIG. 15;

[0029] FIG. 17 shows the QPSK preamble of FIG. 16 in
further detail,;

[0030] FIG.18is a block diagram of a contemporary phase
locked loop;

[0031] FIG. 19 is a block diagram of a fractional symbol
timing loop in a typical digital receiver, wherein the matched
filter is within the loop;

[0032] FIG. 20 is a block diagram of the fractional symbol
timing loop of the present invention, wherein the matched
filter has been moved outside the fractional symbol timing
loop;

[0033] FIG. 21 is a block diagram showing a burst receiver
having a fractional symbol timing loop, a carrier phase cor-
rection loop and an amplitude estimator so as to effect fast
acquisition of data packets;

[0034] FIG. 22 is a block diagram showing a burst receiver
having a fractional symbol timing loop, a carrier phase cor-
rection loop and an amplitude estimator, wherein the matched
filter has been moved outside of the fractional symbol timing
loop;

[0035] FIG. 23 is a block diagram of a phase detector gain
boosting logic circuit wherein the amplitude of a signal input
to a phase detector is monitored by a sensor and the amplitude
of'the signal to the low pass filter of the loop is controlled by
the output of the sensor;

[0036] FIG. 24 is a timing diagram showing the use of a
single contemporary clock signal to provide timing for a
sampling circuit contemporary clock signal (FIG. 24-A) to
provide timing for a sampling circuit and also showing the use
of two out-of-phase clock signals (FIG. 24-B), wherein and
also showing the use of two out-of-phase clock signals,
wherein one ofthe two out-of-phase clock signals will always
have a timing relationship relative to the input binary signal to
effect sampling of the input binary signal;

[0037] FIG. 25A is a schematic block diagram of a system
for allocating different portions of a dynamic range of power
between analog and digital states in the system;

[0038] FIG. 25B is a schematic block diagram of an RMS
estimator that is used to derive a variable gain amplifier set-
ting;

[0039] FIG. 26 is a block diagram of a prior art technique
showing a plurality of contemporary demodulators coupled
to demodulate data which is input from a transmission
medium such as a fiber optic or coaxial cable and which is
coupled to provide the demodulated data as an output thereof;
[0040] FIG. 27 is a block diagram of one aspect of the
present invention, showing a monitoring circuit coupled to
monitor a plurality of upstream channels for at least one
parameter which is indicative of channel quality;

[0041] FIG. 28 is a block diagram of a prior art upstream
burst receiver and medium access control (MAC) showing
modulated data input from a transmission medium, such as a
coaxial cable, to the upstream burst receiver and showing
digital data output from the MAC;
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[0042] FIG. 29 is a block diagram showing an aspect of the
present invention;

[0043] FIG. 30 is a chart showing RS coding gain for vari-
ous T”s using 16-QAM with K equals 64 bytes;

[0044] FIG. 31 is a schematic drawing providing an
example of fine frequency agility, wherein the frequency
spectrum is divided into a plurality of closely spaced chan-
nels;

[0045] FIG. 32 is a flowchart showing dynamic channel
allocation control flow;

[0046] FIG. 33 is a flowchart showing CMTS dynamic
channel allocation control flow;

[0047] FIG. 34 is a simplified block diagram showing the
MAC/PHY interface of the present invention;

[0048] FIG. 35 is a schematic representation of a data
packet showing the positioning of the data or payload therein
and also showing the location of a guard band;

[0049] FIG. 36 is a schematic diagram showing the forma-
tion of an exemplary MAP which is transmitted by the cable
modem termination system (CMTS) to all of the cable
modems on a particular channel so as to facilitate communi-
cation of the cable modems with the cable modem termina-
tion system according to a time division multiple access
(TDMA) protocol which avoids collisions among data pack-
ets from different cable modems;

[0050] FIG. 37 is a schematic diagram showing the forma-
tion of frames by a cable modem in response to receipt of a
MAP, such as that shown in FIG. 36;

[0051] FIG. 38 is a flowchart showing the operation of the
cable modem termination system in separating high priority
requests and low priority requests received from cable
modems;

[0052] FIGS. 39 and 40, taken together, define a flowchart
showing the operation of the cable modem termination sys-
tem in granting requests from cable modems to transmit data
from the cable modems to the cable modem termination sys-
tem;

[0053] FIGS. 41 and 42, taken together, define a block
diagram of that portion of the cable modem termination sys-
tem which receives requests from the cable modems and
which generates MAPs in response to these requests and also
shows a plurality of cable modems which receive the MAPs
and which generate frames in accordance with the MAPs;
[0054] FIG. 43 is a graphical representation of the relation-
ship of the minislots which define the request interval, main-
tenance interval and data interval with respect to the minislot
clock (MSCLK);

[0055] FIG. 44 is a graphical representation of the MAP
message format prior to message filtering;

[0056] FIG. 45 is a graphical representation of the MAP
message format after message filtering;

[0057] FIG. 46 is a block diagram showing the architecture
of'the shared SRAM-based MAC interface for eight upstream
channels;

[0058] FIG. 47 is ablock diagram showing the MAP timing
control interface signals which are transmitted from the MAP
to the demodulator of the burst receiver;

[0059] FIG. 48 is a graphical representation of the relation-
ship between the minislots which define the request interval,
the maintenance interval and the data interval with respect to
the minislot clock, MapValid signal and MapData and also
showing the MAP clock;

[0060] FIG. 49 is a graphical representation of the relation-
ship between the minislots which define the maintenance
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interval, the minislot clock, the MapValid signal and Map-
Data and also showing the timing of the receive now (Rx now)
signal;

[0061] FIG. 50 is a graphical representation of the relation-
ship between the minislots which define the data interval, the
minislot clock, the MapValid signal and MapData and also
showing the timing of the receive now (Rx now) signal;
[0062] FIG. 51 is a graphical representation of the relation-
ship between the minislots which define the request interval,
the minislot clock, the MapValid signal and MapData and
also showing the timing of the receive now (Rx now) signals;
[0063] FIG. 52 is a graphical representation showing the
prepended information when the first block TDMA transmis-
sion bit is set;

[0064] FIG. 53 is a graphical representation showing the
prepended information when the equalizer prepend bit is set,
thereby increasing the prepended information by 32 bytes
(for a total length of 48 bytes) with respect to FIG. 52;
[0065] FIG. 54 is a table showing the statistics and the
calculation used for each slot definition;

[0066] FIG. 55 is a block diagram of the MAC/PHY inter-
face;
[0067] FIG. 56 is a graphical representation showing the

relationship of the bit clock with respect to the burst valid
indicator (B1kDV) and the data;

[0068] FIG. 57 is a graphical representation showing the
MAP serial interface field definitions;

[0069] FIG. 58 is a graphical representation showing the
format of the prepended data;

[0070] FIG. 59 shows the signaling for the data/control
MAC/PHY interface at the subscriber cable modem;

[0071] FIG. 60 is a block diagram showing the sign-on
sequence for the cable modem initialization process;

[0072] FIG. 61 is a block diagram showing the relationship
of the cable modem to the cable modem termination system;
[0073] FIG. 62 is a graphical representation showing the
contents of the prepended information;

[0074] FIG. 63 is a table showing the definitions of the bit
fields for the status bytes in the prepended information;
[0075] FIG. 64 is a block diagram showing the burst
demodulator status information processing flow;

[0076] FIG. 65 is a block diagram showing the burst detec-
tor SPI bus interface;

[0077] FIG. 66 is a timing diagram showing one mode of
the generic byte base serial input with control information
prepended;

[0078] FIG. 67 is a timing chart showing another mode the
generic byte base serial input with control information
prepended;

[0079] FIG. 68 is a schematic diagram showing the frag-
mentation of a data packet of a cable modem into first and
second portions thereof, wherein the first portion of the data
packet is placed in a first time slot allocated by the cable
modem termination system and the second portion of the data
packet is placed in a second time slot allocated by the cable
modem termination system;

[0080] FIG. 69 isaschematic diagram of a complete packet
according to the present invention, which is used to transmit
data from a cable modem to a cable modem termination
system,

[0081] FIG. 70 is a schematic diagram of a plurality of
complete packets according to the present invention, used to
transmit data on a concatenated basis from a cable modem to
the cable modem termination system;
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[0082] FIG. 71 is a schematic diagram of a plurality of
packet fragments transmitted from a cable modem to the
cable modem termination system, wherein the packet frag-
ments form, in composite, a complete packet;

[0083] FIG. 72 shows the format of one of the packets of
FIG. 71 in further detail;

[0084] FIG. 73 and FIG. 74, taken together, define a table
providing further detail of the fragmentation format of a
frame which incorporates a packet;

[0085] FIGS. 75 and 76, taken together, define a flowchart
showing how a cable modem and a cable modem termination
system cooperate to facilitate the fragmentation of packets by
the cable modem for transmission to the cable modem termi-
nation system;

[0086] FIG. 77 is a flowchart illustrating the fragmentation
process;
[0087] FIG. 78 is a modification of FIG. 1 adapting the

invention to wireless transmission;

[0088] FIG. 79 is a modification of FIG. 2 adapting the
invention to wireless transmission;

[0089] FIG. 80 is a schematic diagram of a single integrated
circuit chip adapted to practice the invention;

[0090] FIG. 81 is a schematic block diagram of a bidirec-
tional cable transmission system;

[0091] FIG. 82 is a schematic block diagram of a portion of
the RF receiver at the headend of the cable system shown in
FIG. 81,

[0092] FIG. 83 is a schematic block diagram of the adaptive
notch filter shown in FIG. 82;

[0093] FIG. 84 is a schematic block diagram of the gener-
alized decision feedback equalizer (DFE) shown in FIG. 82;
[0094] FIG. 85 is a schematic block diagram of a portion of
one of the cable modems shown in FIG. 81,

[0095] FIG. 86 is a diagram of the TDMA slots for trans-
mitting information in an upstream channel of the cable sys-
tem shown in FIG. 81;

[0096] FIG. 87 is a block diagram of a method for reducing
noise in the cable system shown in FIG. 81;

[0097] FIGS. 88A-88C are frequency response diagrams
illustrating common noise (such as ingress) cancellation
according to the method shown in FIG. 87;

[0098] FIGS. 89A and 89B are diagrams of a 16-QAM
constellation before and after noise cancellation according to
the method shown FIG. 87; and

[0099] FIGS. 90A and 90B are frequency response dia-
grams illustrating both ingress and individual noise compen-
sation according to the method shown in FIG. 87.

DETAILED DESCRIPTION OF THE INVENTION

Introduction

[0100] In a cable modem system, a headend or cable
modem termination system (CMTS) is located at a cable
company facility and functions as a modem which services a
large number of subscribers. Each subscriber has a cable
modem (CM). Thus, the cable modem termination system
must be capable of facilitating bidirectional communication
with any desired one of the plurality of cable modems.
[0101] As used herein, the cable modem termination sys-
tem (CMTS) is defined to include that portion of a headend
which facilitates communication with a plurality of cable
modems. A typical cable modem termination system includes
a burst receiver, a continuous transmitter and a medium
access control (MAC).
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[0102] The cable modem termination system communi-
cates with the plurality of cable modems via a hybrid fiber
coaxial (HFC) network, wherein optical fiber provides com-
munication to a plurality of fiber nodes and each fiber node
typically serves approximately 500 to 2,000 subscribers,
which communicate with the node via coaxial cable. A plu-
rality of subscribers communicate with the fiber node via a
common or shared coaxial cable. It is this sharing of the
common coaxial cable which necessitates that the number of
cable modems attached thereto be limited so as to mitigate the
likelihood of undesirable bit rate reductions which inherently
occur when an excessive number of cable modems commu-
nicate simultaneously over a single coaxial cable.

[0103] The hybrid fiber coaxial network of a cable modem
system utilizes a point-to-multipoint topology to facilitate
communication between the cable modem termination sys-
tem and the plurality of cable modems. Frequency domain
multiple access (FDMA)/time division multiplexing (TDM)
is used to facilitate communication from the cable modem
termination system to each of the cable modems, i.e., in the
downstream direction. Frequency domain multiple access
(FDMA)/time domain multiple access (TDMA) is used to
facilitate communication from each cable modem to the cable
modem termination system, i.e., in the upstream direction.

[0104] The cable modem termination system includes a
downstream modulator for facilitating the transmission of
data communications therefrom to the cable modems and an
upstream demodulator for facilitating the reception of data
communications from the cable modems.

[0105] The downstream modulator of the cable modem
termination system utilizes either 64 QAM or 256 QAM in a
frequency band of 54 MHz to 860 MHz to provide a data rate
of up to 56 Mbps.

[0106] Since the upstream channel has a much lower data
rate requirement, the upstream demodulator uses either
QPSK or 16 QAM in a frequency range of S MHz to 42 MHz
to provide a data rate of up to 10 Mbps.

[0107] The asymmetric data throughput defined by the
upstream channel requiring a much lower data rate than the
downstream channel results from the inherently larger
amount of data which is communicated via the downstream
channel during pay-per-view, Internet access and the like,
wherein a video signal is communicated via the downstream
channel, while only control signals such as those associated
with viewing of the video signal are communicated via the
upstream channel. Thus, the downstream channel require-
ment may exceed 1.5 Mbps, while the upstream channel
requirement may be as low as 16 Kbps.

[0108] Similarly, each cable modem includes an upstream
modulator for facilitating the transmission of data to the cable
modem termination system and a downstream demodulator
for receiving data from the cable modem termination system.
The upstream modulator of each cable modem uses either
QPSK or 16 QAM within the 5 MHz to 42 MHz bandwidth of
the upstream demodulator and the downstream demodulator
of'each cable modem utilizes either 64 QAM or 256 QAM in
the 54 MHz to 860 MHz bandwidth of the downstream modu-
lator (in North America).

[0109] Contemporary cable modem systems operate on a
plurality of upstream channels and utilize time division mul-
tiple access (TDMA) in order to facilitate communication
between a plurality of cable modems and a single cable
modem termination system on each upstream channel. Typi-
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cally, between 250 and 500 cable modems communicate with
asingle cable modem termination system on a given upstream
channel.

[0110] In order to accomplish TDMA for upstream com-
munication, it is necessary to assign time slots within which
cable modems having a message to send to the cable modem
termination system are allowed to transmit. The assignment
of such time slots is accomplished by providing a request
contention area in the upstream data path within which the
cable modems are permitted to contend in order to place a
message which requests additional time in the upstream data
path for the transmission of their message. The cable modem
termination system responds to these requests by assigning
time slots to the cable modems making such a request, so that
as many of the cable modems as possible may transmit their
messages to the cable modem termination system utilizing
TDMA and so that the transmissions are performed without
undesirable collisions.

[0111] Because of the use of TDMA, the cable modem
termination system must use a burst receiver, rather than a
continuous receiver, to receive data packets from cable
modems via upstream communications. As those skilled in
the art will appreciate, a continuous receiver can only be
utilized where generally continuous communications (as
opposed to burst communications as in the present invention)
are performed, so as to substantially maintain timing synchro-
nization between the transmitter and the receiver, as is nec-
essary for proper reception of the communicated information.
During continuous communications, timing recovery is a
more straightforward process since signal acquisition gener-
ally only occurs at the initiation of such communications.
Thus, acquisition is generally only performed in continuous
receivers once per continuous transmission and each continu-
ous transmission may be very long.

[0112] However, the burst communications inherent to
TDMA systems require periodic and frequent reacquisition
of the signal. That is, during TDMA communications, the
signal must be reacquired for each separate burst transmission
being received.

[0113] Since continuous receivers generally only acquire
the signal once, the need to minimize acquisition time is much
less critical in continuous receivers than in burst receivers,
wherein acquisition must be performed for each separate
burst, and therefore occurs quite frequently. Thus, there is a
strong motivation to minimize acquisition time in burst
receivers, so as to enhance overall data transmission effi-
ciency and throughput. As such, it is beneficial to provide
techniques which enhance the speed at which data packets
transmitted according to TDMA methodologies may be
acquired by a burst receiver, such as that of a cable modem
termination system.

Burst Receiver for Cable Modem System and
Synchronization
[0114] Referring now to FIG. 1, a hybrid fiber coaxial

(HFC) network 1010 facilitates the transmission of data
between a headend 1012, which includes at least one cable
modem termination system, and a plurality of homes 1014,
each of which contains a cable modem. Such hybrid fiber
coaxial networks are commonly utilized by cable providers to
provide Internet access, cable television, pay-per-view and
the like to subscribers.

[0115] Approximately 500 homes 1014 are in electrical
communication with each node 1016, 1034 of the hybrid fiber
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coaxial network 1010, typically via coaxial cables 1029,
1030, 1031. Amplifiers 1015 facilitate the electrical connec-
tion of the more distant homes 1014 to the nodes 1016, 1034
by boosting the electrical signals so as to desirably enhance
the signal-to-noise ratio of such communications and by then
transmitting the electrical signals over coaxial cables 1030,
1031. Coaxial cable 1029 electrically interconnects the
homes 1014 with the coaxial cables 1030, 1031, which extend
between amplifiers 1015 and nodes 1016, 1034.

[0116] Each node 1016, 1034 is electrically connected to a
hub 1022, 1024, typically via an optical fiber 1028, 1032. The
hubs 1022, 1024 are in communication with the headend
1012, via optical fibers 1020, 1026. Each hub is typically
capable of facilitating communication with approximately
20,000 homes 1014.

[0117] The optical fibers 1020, 1026 extending intermedi-
ate the headend 1012 and each hub 1022, 1024 defines a fiber
ring which is typically capable of facilitating communication
between approximately 100,000 homes 1014 and the head-
end 1012.

[0118] The headend 1012 may include video servers, sat-
ellite receivers, video modulators, telephone switches and/or
Internet routers 1018, as well as the cable modem termination
system. The headend 1012 communicates via transmission
line 1013, which may be a T1 or T2 line, with the Internet,
other headends and/or any other desired device(s) or network.
[0119] Referring now to FIG. 2, a simplified block diagram
shows the interconnection of the headend 1012 and an exem-
plary home 1014, wherein a cable modem 12 communicates
with a cable modem termination system, embodied as a line
card 1042, via hybrid fiber coaxial network 1010.

[0120] More particularly, a personal computer 1048, dis-
posed within the home 1014, is connected via cable 1011 to
the cable modem 12 which communicates via coaxial cable
1017 with the hybrid fiber coaxial network 1010, which in
turn communicates via optical fiber 1020 with the cable
modem termination system (CMTS) including line card 1042
of the headend 1012. Internet router 1040 facilitates commu-
nication between the headend 1012 and the Internet or any
other desired device or network.

[0121] Referring now to FIG. 3, the present invention
includes a cable modem termination system (defined by line
card 1042 of FIG. 2) which communicates with a plurality of
cable modems 12. Cable modem termination system (CMTS)
10 has an enhanced data packet acquisition burst receiver 580.
Burst receiver 580 includes an analog front-end such as an
analog-to-digital converter 582 which receives analog data
packets from an upstream channel and which converts the
analog data packets into digital data packets, a fractional
symbol timing loop 584 which determines a fractional sym-
bol timing correction and applies the fractional symbol tim-
ing correction to the data packets, a carrier phase correction
loop 586 which determines a carrier phase correction and
applies the carrier phase correction to the data packets, a
phase derotator 588 which corrects phase errors in the sym-
bols of the data packets, and a conventional coherent ampli-
tude estimator 590 which provides an amplitude correction
by a conventional estimation process and applies the ampli-
tude correction to the data packets via multiplier 592 prior to
the data packets being provided to slicer 594. This process is
described in detail below.

[0122] The timestamp generation at the CMTS and the
upstream timing recovery logic at the CM, and the flow of
timestamp message are shown in FIG. 6A. Although only one
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cable modem 12 is shown in FIG. 6A for clarity, the cable
modem termination system 10 actually communicates bidi-
rectionally with a plurality of such cable modems 12. Such
communication as discussed herein may actually occur
between the cable modem system and the plurality of cable
modems by communicating simultaneously with the cable
modems on a plurality of separate frequency channels.
[0123] This aspect of the invention primarily addresses
communication of a plurality of different cable modems on a
single frequency channel in a serial or time division multi-
plexing fashion, wherein the plurality of cable modems com-
municate with the cable modem termination system sequen-
tially. However, it will be appreciated that while this plurality
of cable modems is communicating on one channel with the
cable modem termination system (using time division mul-
tiple access or TDMA), many other cable modems may be
simultaneously communicating with the same cable modem
termination system on a plurality of different channels (using
frequency division multiplexing/time division multiple
access or FDM/TDMA)

[0124] In a typical cable modem system, a single cable
modem termination system including line card 1042 (FIG. 2)
will typically communicate with between 250 and 500 cable
modems 12. Thus, the cable modem system of the present
invention includes a plurality of cable modems 12. Although
the following description generally discusses the operation of
a single cable modem termination system including line card
1042 and a single cable modem 12, those skilled in the art will
appreciate that a plurality of cable modem termination sys-
tems including line cards 1042 and cable modems 12 may
similarly be utilized.

[0125] The cable modem termination system 10 communi-
cates with each of the cable modems 12 via a cable plant 8,
which typically includes a hybrid fiber coaxial (HFC) net-
work in which optical fiber facilitates communication from
the cable modem termination system 10 to a plurality of hubs,
each of which distribute signals from the optical fiber to a
plurality of coaxial cables. Each hub may be located at a
distance of up to approximately 100 miles from either the
cable modem termination system 10 or from the next hub
along the optical fiber.

[0126] Optionally, a plurality of cable modem termination
systems may be synchronized with respect to one another so
as to facilitate communication between any desired cable
modem termination system and any desired cable modem(s).
[0127] According to one aspect of the present invention, the
cable modem termination system 10 includes a crystal oscil-
lator timing reference 16 which provides an output to a linear
counting sequence generator 21. It is this timing reference 16
to which each of the cable modems 12 must be synchronized.
The linear counting sequence generator 21 is incremented by
the output of the crystal oscillator timing reference 16 and
maintains a count representative of the number of cycles
provided by the crystal oscillator timing reference 16 since
the linear counting sequence generator 21 was last reset.
According to the present invention, the linear counting
sequence generator 21 includes a free-running counter having
a sufficient count capacity to count for several minutes before
resetting.

[0128] A timebase message (timebase message and times-
tamp message are used interchangeably herein) generator 20
receives the count of the linear counting sequence generator
21 to provide an absolute time reference which is inserted into
the downstream information flow 23 provided by down-
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stream data queue 24, as discussed in detail below. The time-
base message generator 20 performs a modulo function, i.e.,
a sawtooth pattern as a function of time, and the counter clock
is generated by the oscillator with very tight accuracy.
[0129] Slot timing offset generator 26 receives a timing
offset (ranging signal) message 27 from each individual cable
modem 12 with which the cable modem termination system is
in communication. The slot timing offset generator 26 pro-
vides a slot timing offset 28 which is representative of a slot
timing offset between the cable modem termination system
10 and the cable modem 12 and inserts the slot timing offset
28 into the downstream information flow 23. The slot timing
offset 28 is calculated by determining the position of the slot
timing offset from the expected time of message 27 within a
dedicated timing slot of the upstream communications, as
discussed in detail below. The timing offset generator 26
encodes the timing offset (ranging error) detected by the
upstream receiver into a slot timing offset message.

[0130] Slot timing offset messages are sent only after the
frequency of the local reference clock has been acquired by
the cable modem.

[0131] Downstream modulator 30 primarily modulates the
downstream information flow 23. Absolute time references
are inserted at quasi-periodic intervals as determined by a
timestamp send timer in the form of a binary up counter 31
(FIG. 6C). A slot timing offset 28 is inserted shortly after the
arrival of a slot timing offset message 27.

[0132] The time line 32 of the cable modem termination
system 10 shows that the slot timing offset 28 is the difference
between the expected receive time and the actual receive time
of the slot timing offset message 27.

[0133] According to one embodiment of the present inven-
tion, each cable modem 12 includes a downstream receiver 15
for facilitating demodulation of the data and timestamp mes-
sage, and timing recovery of downstream communications
from the cable modem termination system 10. The output of
the downstream receiver 15 is provided to timebase message
detector 36 and slot timing offset detector 38. The down-
stream information (any data communication, such as a file
transfer or MPEG video signal) received by the downstream
receiver 15 is also available for further processing, as desired.
[0134] The timebase message detector 36 detects the time-
base message generated by timebase message generator 20 of
the cable modem termination system 10. Similarly, the slot
timing offset detector 38 detects the slot timing offset 28
generated by the slot timing offset generator 26 of the cable
modem termination system 10. The timebase message detec-
tor 36 provides an absolute time reference which is represen-
tative of the frequency of the crystal oscillator timing refer-
ence 16 of the cable modem termination system 10. The
absolute time reference is provided to a digital tracking loop
42 which provides a substantially stable clock output for the
cable modem 12 which corresponds closely in frequency to
the frequency of the crystal oscillator timing reference 16 of
the cable modem termination system 10. Thus, the digital
tracking loop 42 uses the absolute time reference, which is
representative of the frequency of the crystal oscillator timing
reference 16, to form an oscillator drive signal which drives a
numerically controlled oscillator 44 in a manner which
closely matches the frequency of the crystal oscillator timing
reference 16 of the cable modem termination system 10, as
discussed in detail below.

[0135] A difference between the absolute time reference
and the output of a local time reference 46, which is derived
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from the numerically controlled oscillator 44, is formed by a
differencer 48. This difterence defines a frequency error value
which represents the difference between the clock of the cable
modem 12 (which is provided by local time reference 46) and
the clock of'the cable modem termination system 10 (which is
provided by crystal oscillator timing reference 16).

[0136] This frequency error value is filtered by loop aver-
aging filter 50 which prevents undesirable deviations in the
frequency error value from affecting the numerically con-
trolled oscillator 44 in a manner which would decrease the
stability thereof or cause the numerically controlled oscillator
44 to operate at other than the desired frequency. The loop
filter 50 is configured so as to facilitate the rapid acquisition of
the frequency error value, despite the frequency error value
being large, and then to reject comparatively large frequency
error values as the digital tracking loop 42 converges, i.e., as
the output of the local timing reference 46 becomes nearly
equal to the absolute time reference, thereby causing the
frequency error value to approach zero.

[0137] According to one embodiment of the present inven-
tion, an initial slot timing offset 52 is added by summer 61 to
the output of the local time reference 46 to provide a partially
slot timing offset corrected output 56. The partially slot tim-
ing offset corrected output 56 of summer 61 is then added to
slot timing offset 58 provided by slot timing offset detector 38
to provide slot timing offset and frequency corrected time
reference 86. The timing offset correction is a simple addition
which adds two message values. Such simplified operation is
facilitated only when the resolution of the timing offset mes-
sage is equal to or finer than that of the timestamp message.

[0138] Theinitial slottiming offset 52 is merely an approxi-
mation of the expected slot timing offset likely to occur due to
the propagation and processing delays, whose approximate
values have been predetermined. After frequency conversion
using the phase locked loop and timebase message error, the
slot timing offset 58 provides a final correction which is
calculated by the cable modem termination system 10 in
response to the cable modem termination system 10 receiving
communications from the cable modem 12 which are not
properly centered within their desired timing slots, as dis-
cussed in detail below.

[0139] Scaler 87 scales the frequency corrected time refer-
ence 86 so as to drive upstream transmitter 69 at the desired
slot timing.

[0140] Time reference 88 is compared to the designated
transmit time 89 which was allocated via downstream com-
munication from the cable modem termination system 10 to
the cable modem 12. When the time reference 88 is equal 67
to the designated transmit time, then an initiate burst com-
mand 65 is issued and the upstream data queue 71 is modu-
lated to form upstream transmission 75.

[0141] The timing offset (error) message is generated by
the cable modem termination system. The timing offset (er-
ror) is simply the difference between the expected time and
the actual arrival time of the message during the ranging slot
at the cable modem termination system receiver.

[0142] Referring now to FIG. 6B, the cable modem termi-
nation system 10 and the cable modem 12 are described in
further detail. The multiplexer 29 of the cable modem termi-
nation system 10 combines downstream information flow 23
with slot timing offset message 28 from slot timing offset
generator 26 and with an absolute time reference from time-
base message generator 20 to provide downstream commu-
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nications to the downstream transmitter, which includes
downstream modulator 30 (FIG. 6A).

[0143] The slot timing offset generator 26 receives a slot
timing offset signal 77 from the upstream receiver 13. The
location of the slot timing offset signal within a time slot of an
upstream communication defines the need, if any, to perform
a slot timing offset correction. Generally, a slot timing offset
value will be transmitted, even if the actual slot timing offset
is O. When the slot timing offset signal is desirably located
within the time slot, and does not extend into guard bands
which are located at either end of the time slot, then no slot
timing offset correction is necessary.

[0144] However, when the slot timing offset signal extends
into one of the guard bands of the time slot of the upstream
communication, then a slot timing offset message 28 is gen-
erated by the slot timing offset generator 26, which is trans-
mitted downstream to the cable modem 12 where the slot
timing offset message 28 effects a desired correction to the
time at which upstream communications occur, so as to cause
the slot timing offset signal and other transmitted data to be
positioned properly within their upstream time slots.

[0145] The headend tick clock 25 includes the crystal ref-
erence 16 of FIG. 6A and provides a clock signal to linear
counting sequence generator 21. Slot/frame time generator
19 uses a clock signal provided by count sequence generator
21 to provide both a minislot clock 19a and a receive now
signal 195. The absolute time reference from generator 20 is
the clock by which the message slots are synchronized to
effect time division multiple access (TDMA) communica-
tions from each cable modem 12 to the cable modem termi-
nation system 10. At the CM, a Transmit now signal is gen-
erated at the beginning of each minislot of a transmission
(FIG. 61). At the CMTS, a Receive now signal is similarly
generated at the beginning of a received packet (FIGS.
49-51).

[0146] A minislot is a basic medium access control (MAC)
timing unit which is utilized for allocation and granting of
time division multiple access (IDMA) slots. Each minislot
may, for example, be derived from the medium access control
clock, such that the minislot begins and ends upon a rising
edge of the medium access control clock. Generally, a plural-
ity of upstream symbols define a minislot and a plurality of
minislots define a time division multiple access slot.

[0147] The cable modem 12 receives downstream data
from the downstream channel 8B. A timebase message detec-
tor 36 detects the presence of a timebase Message in the
downstream data.

[0148] Slot timing offset correction 47 is applied to data
transmitted on upstream channel 8A prior to transmission
thereof from the subscriber cable modem 12. The slot timing
offset correction is merely the difference between the actual
slot timing offset and the desired slot timing offset. Thus, the
slot timing offset correction is generated merely by subtract-
ing the actual slot timing offset from the desired offset. Slot/
frame timing generator 63 controls transmission of the
upstream data queue 71 (FIG. 6A) at the designated transmit
time 89 (FIG. 6A).

[0149] Summer 48 subtracts the local time reference 46
from the timebase message and provides an output to a loop
filter 50 which drives numerically controlled oscillator 44, as
discussed in detail below.

[0150] Upstream transmitter 11 facilitates the transmission
of'upstream channels 8 A from the subscriber cable modem 12
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and upstream receiver 13 facilitates the reception of the
upstream channels 8A by the cable modem termination sys-
tem 10.

[0151] Downstream transmitter 17 facilitates the transmis-
sion of downstream channels 8B from the cable modem ter-
mination system 10 to the cable modem 12 where down-
stream receiver 15 facilitates reception thereof.

[0152] Referring now to FIG. 6C, the cable modem termi-
nation system 10 is shown in further detail.

[0153] As discussed above, the crystal oscillator timing
reference 16 provides an output to linear counting sequence
generator 21 which increments to provide a count represen-
tative of the frequency of the crystal oscillator timing refer-
ence 16. The counter 21 also provides a substantially jitterless
headend reference which provides a clock signal for down-
stream data transmissions from the cable modem termination
system 10. The jitterless headend reference is synchronized to
the downstream symbol rate via synchronizer 37 which
includes counters 412, 413, 414, inverter 93 and AND gate 94
which cooperate according to well-known principles to pro-
vide a timestamp latch enable to AND gate 39 to enable latch
41.

[0154] The linear counting sequence generator 21 provides
its count to latch 41. Latch 41 provides the count from the
linear counting sequence generator 21 to multiplexer 45 when
an enable is provided to latch 41. The enable is provided to
latch 41 when the synchronizer 37 provides a high output and
the downstream processor 718 provides a low output to AND
gate 39. The count from the linear counting sequence genera-
tor 21 is combined with a timebase message header 43 by
multiplexer 45 and the combined count and timebase message
header is provided to the downstream processor 718. The
downstream processor 718 provides a control signal to the
multiplexer 45 to cause the multiplexer 45 to provide the
count from the linear counting sequence generator 21 and the
timebase message header 43 to the downstream processor 718
only when the downstream processor 718 is ready to insert the
count and the timebase message header 43 into a downstream
data communication.

[0155] Binary up counter 31 functions as a timestamp send
timer so as to cause the count or absolute time reference (FI1G.
6A) from the linear counting sequence generator 21 to be
inserted into a downstream communication in a generally
periodic fashion. The binary up counter 31 receives a count
from the linear counting sequence generator 21. When the
count of the binary up counter 31 equals a value stored in the
threshold register 33, equality comparator 35 provides a
request timestamp send to the downstream processor 718. Itis
important to note that the timestamp includes the absolute
time reference (FIG. 6A).

[0156] However, the downstream processor 718 does not
immediately insert every combined count and timebase mes-
sage header from multiplexer 45 into a downstream commu-
nication when the request timestamp send 59 is provided by
the equality comparator 35 to the downstream processor 718.
Rather, the downstream processor 718 waits until any down-
stream message presently being transmitted is finished so as
to prevent undesirable fragmentation thereof.

[0157] The downstream processor 718 provides down-
stream data, including downstream communications from the
downstream data queue 24, a count from the linear counting
sequence generator 21, and a timebase message header 43
from multiplexer 45 to the downstream modulator 51, which
modulates the data, count, and timebase message header to
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form a downstream data communication 53 which includes a
plurality of individual messages 55. Some of these individual
messages 55 includes communicated data such as file trans-
fers and MPEG video and some of these messages 55 include
timestamps and/or slot timing offsets to facilitate synchroni-
zation of a selected cable modem 12 with the cable modem
termination system 10.

[0158] Inthis manner, a count which is representative of the
frequency of the crystal oscillator timing reference 16 is
transmitted from the cable modem termination system 10 to
each cable modem 12.

[0159] The output of the linear counting sequence genera-
tor 21 is divided down to provide a frequency reduced slow
tick clock output signal.

[0160] Referring now to FIG. 6D, an exemplary timing
recovery circuit of a cable modem is shown in further detail.
Downstream demodulator 95, which forms a portion of
downstream receiver 15 of FIG. 6B, provides clock and data
signals which are derived from downstream channels 8B
(FIG. 6A). The data signals include downstream bytes which
in turn include the count or timestamp 97 and timebase mes-
sage header 81 transmitted by the cable modem termination
system 10. Slot timing offset messages are included in the
downstream flow of downstream data.

[0161] Timestamp detector 80 detects the presence of a
timestamp header 81 among the downstream bytes and pro-
vides a timestamp arrived signal 82 which functions as a
downstream byte clock sync. The timestamp arrived signal 82
is provided to synchronizer 83 which includes register 101,
register 102, AND gate 103, inverter 104 and latch 105, which
stretches the input and generates a tick clock synch pulse 107.
Synchronizer 83 synchronizes the timestamp arrived signal
82 to the clock of the cable modem 12, to provide a data path
enable tick clock sync pulse 107 for enabling the digital
tracking loop 42.

[0162] When the digital tracking loop 42 is enabled by the
pulse 107 from the synchronizer 83 in response to detecting a
timestamp header by timestamp detector 80, then the times-
tamp, which is a count provided by the linear counting
sequence generator 21 of FIG. 6C, is provided to the digital
tracking loop 42 and the digital tracking loop 42 is enabled so
as to process the timestamp.

[0163] A differencing circuit or saturating frequency detec-
tor 109 compares the timestamp to a count provided to the
saturating frequency detector 109 by timebase counter 111
which is representative of the frequency of numerically con-
trolled oscillator 44. The saturating frequency detector 109
provides a difference signal or frequency error value 112
which is proportional to the difference between the frequency
of the numerically controlled oscillator 44 of the cable
modem and the crystal oscillator reference 16 of the cable
modem termination system.

[0164] If the difference between the timestamp and the
value of the timebase counter 111 is too large, then the dif-
ference is saturated to a maximum or minimum level depend-
ing on the sense of the excessive difference.

[0165] Detector 109 is coupled by a zero or pass connection
113 to latch 115. Responsive to a loop enable signal, the
difference provided by the detector 109 is provided to latch
115 when a global enable is provided thereto. The loop enable
is set active when functioning of the digital tracking loop is
desired.
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[0166] Latch 115 provides the frequency error value 112 to
a loop filter which includes multipliers 117 and 119, scalers
121 and 123, summers 124, 125 and latch 127.

[0167] The multipliers 117 and 119 include shift registers
which effect multiplication by shifting a desired number of
bits in either direction. Scalers 121 and 123 operate in a
similar manner. The loop filter functions according to well-
known principles to filter out undesirable frequency error
values, such that they do not adversely affect the stability or
operation of numerically controlled oscillator 44. Thus, the
loop filter tends to smooth out undesirable deviations in the
frequency error value signal, so as to provide a more stable
drive signal for the numerically controlled oscillator 44.

[0168] According to one embodiment of the present inven-
tion, the multipliers 117 and 119 can be loaded with different
coefficients such that the bandwidth of the loop filter may be
changed from a larger bandwidth during initial acquisition to
a smaller bandwidth during operation. The larger bandwidth
used initially facilitates fast acquisition by allowing fre-
quency error values having larger deviations to be accepted.
As the digital tracking loop 42 converges, the frequency error
value tends to become smaller. At this time, frequency error
values having larger deviations would tend to decrease sta-
bility of the digital tracking loop 42 and are thus undesirable.
Therefore, different coefficients, which decrease the band-
width of the loop filter, are utilized so as to maintain stability
of the digital tracking loop 42.

[0169] A table showing an example of coarse and fine coet-
ficients KO and K1 which are suitable for various different
update rates and bandwidths are shown in FIG. 6E.

[0170] The output of the loop filter is provided to latch 129.
The output of latch 129 is added to a nominal frequency by
summer 133 so as to define a drive signal for numerically
controlled oscillator 44.

[0171] Those skilled in the art will appreciate that the addi-
tion of a frequency offset, if properly programmed to a normal
frequency, will decrease the loop’s acquisition time. This is
due to the fact that the final value of the accumulated value of
latch 127 will be closer to its initial value.

[0172] The nominal frequency is generally selected such
that it is close in value to the desired output of the numerically
controlled oscillator 44. Thus, when the numerically con-
trolled oscillator 44 is operating at the desired frequency, the
filtered frequency error value provided by latch 129 is nomi-
nally zero.

[0173] Referring now to FIG. 12, a flowchart showing the
two levels of control, i.e., coarse lock and fine lock, of the
digital tracking loop 42 is provided. As mentioned above, the
coarse lock utilizes coefficients for the multipliers 117 and
119 which provide a large bandwidth of the loop filter which
is suitable for the acquisition of the frequency error value so
as to initiate tracking, while the fine coefficients provide
enhanced stability of the numerically controlled oscillator 44,
s0 as to prevent undesirable fluctuations in the output thereof.
According to one exemplary embodiment of the present
invention, a hardware control level, i.e., utilizing coarse coef-
ficients for the multipliers 117 and 119, achieves a coarse
frequency lock and then a software level changes the loop
coefficients to achieve a final, low jitter frequency lock. Atthe
hardware level, a state of frequency lock implies that the
difference between arriving timebase message values and the
clock, i.e., output of the numerically controlled oscillator 44,
of'the cable modem 12 is below a predetermined or program-
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mable error threshold. Software lock implies that a final low
jitter lock state has been achieved.

[0174] The process for achieving coarse frequency lock or
(sync=1) is now described. After starting 200, the cable
modem 12 first waits 201 for the loop or data path enable 107
(FIG. 6D) before becoming active. After the first timebase
message arrives, then the first timebase message 202 is loaded
203 into the timebase counter 111 (FIG. 6D) of the digital
tracking loop 42. This allows the digital tracking loop 42 to be
initiated with a value which produces a zero frequency error
value, so as to facilitate faster acquisition and prevent unde-
sirable swings in the output of the numerically controlled
oscillator 44. Thus, when the data path enable 107 is detected
by the digital tracking loop 42, then the next arriving times-
tamp is loaded into the timebase counter of the cable modem
12 and the digital tracking loop 42 then waits 204 for the next
timebase message to arrive.

[0175] Loading 203 ofthe initial timebase message into the
timebase counter 111 enhances acquisition time because it
forces the counter 111 of the cable modem 12 to have a value
close to that of the linear counting sequence generator 21 of
the cable modem termination system 10. When the next time-
base message arrives 204, the number of messages that have
arrived thus far are compared 205 to a programmable thresh-
old. If the number of messages (acquisition count) is less than
the programmable threshold (acquisition threshold), then the
acquisition count is incremented 206. If the number of mes-
sages received so far (acquisition count) is greater than the
programmable threshold (acquisition threshold), then the
current timebase error is checked 207 against an error thresh-
old to determine whether or not sync can be declared
(sync=l1). If the timebase error is below the threshold, then
hardware coarse lock has been achieved and sync becomes
active. The cable modem 12 then waits for the next timebase
message to arrive. [fthe new timebase error exceeds the error
threshold, then the cable modem 12 returns to the initial or
start state 200, resets the acquisition count and the loop inte-
grator value, i.e., the value stored in latch 127, and the acqui-
sition process begins again.

[0176] Referring now to FIG. 13, the software level of
control occurs within a local processor and aftects the digital
tracking loop 42 via register writes to the loop filter’s linear
and integrator coefficients. The loop filter’s linear coefficient
is that coefficient placed in multiplier 117 and the loop filter’s
integrator coefficient is that coefficient placed in multiplier
119. Loading different sets of coefficients into a loop filter
changes the loop filter’s bandwidth, as discussed above.

[0177] Thus, coarse coefficients give the digital tracking
loop 42 a relatively large bandwidth, which enables quick
acquisition of frequency error values, while narrower loop
bandwidths reject frequency error values representative of
noisier variations in the error metric, thereby smoothing the
digital tracking loop’s 42 response. It is important to note that
smooth response of the digital tracking loop 42 is important in
achieving low jitter between the cable modem 12 and the
cable modem termination system 10.

[0178] According to the present invention, before enabling
the hardware acquisition control, the first stage of software
acquisition control includes estimation 300 of the timestamp
interarrival time, which is particularly estimated by averaging
the timestamp interarrival time over a plurality, e.g., 10 to 50
arrivals. This estimation is important because the coarse and
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fine coeflicients are obtained from the table shown in FIG. 6E,
where they are dependent upon the update rate, i.e., times-
tamp interarrival time.

[0179] Afterinterarrival time is estimated as represented by
a block 300, then the software controller enters an initializa-
tion state as represented by a block 301 wherein a trial counter
(which counts the number of acquisition attempts thus far) is
reset, the tracking loop 42 is disabled and the latch 127 of the
loop integrator is reset.

[0180] Next, the trial counter is incremented and checked
as represented by a block 303 to see if the number of acqui-
sition attempts is less then a predetermined threshold. If the
threshold is exceeded, then the controller takes a NO path
back to block 300 and performs interarrival estimation again.
Otherwise, the controller takes a YES path and the coarse
coefficients are loaded as represented by a block 305 into the
multipliers 117 and 119 of the digital tracking loop 42 and the
loop is enabled. The software controller then waits as repre-
sented by a block 307 for the same number of timestamps to
arrive as does the hardware controller, after which the sync bit
that comes from the hardware controller is checked as repre-
sented by a block 309 to determine whether or not coarse lock
has been achieved.

[0181] Ifsync is active (is equal to 1), then fine loop coet-
ficients are loaded as represented by a block 310 and a pro-
grammable amount of time is allowed to lapse as represented
by a block 311 before a sync bit is checked once again. As
represented by a block 313, the track error threshold value is
loaded. The track error threshold is used to determine whether
or not the tracking loop 42 is receiving timestamps suitable
for updating the frequency of the numerically controlled
oscillator 44. As represented by a block 315 fine lock is
checked. If fine lock is achieved the trial count is incremented
via a YES path back to block 315 and further attempts to
reacquire force lock can be made. Failure of fine lock causes
a loop back to block 301 via a NO path and the acquisition
process is restarted and also resets the trial counter. It is
assumed that if fine lock has been achieved, then the interar-
rival estimation should be accurate.

[0182] The slot timing offset is determined by having the
cable modem termination system 10 monitor a dedicated slot
timing offset slot in upstream communications so as to deter-
mine the position of a slot timing offset message therein. The
position of the slot timing offset message within the dedicated
slot timing offset slot in the upstream communication deter-
mines the slot timing offset between the clock of the cable
modem termination system 10 and the clock of the cable
modem 12. Thus, the cable modem termination system 10
may use this error to cause the cable modem 12 to transmit at
an earlier point in time so as to compensate for propagation
and processing delays. As illustrated in FIG. 11, this slot
timing offset correction is equal to 2Tpg plus Tprocess.
[0183] Initially, the slot timing offset slot includes a com-
paratively large time slot, i.e., having comparatively large
guard times, so as to accommodate comparatively large slot
timing offset error. In a normal data packet, the width of the
timing offset slot may be reduced when slot timing offset
errors become lower (thus requiring smaller guard bands), so
as to facilitate more efficient upstream communications.
[0184] Generally, communications will be initialized uti-
lizing a comparatively large guard time. After acquisition,
when slot timing accuracy has been enhanced, then the guard
time may be reduced substantially, so as to provide a corre-
sponding increase in channel utilization efficiency.
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[0185] According to a further aspect of the present inven-
tion, data packets are acquired rapidly, e.g., in an order of
sixteen symbol or s0, so as to facilitate enhanced efficiency of
bandwidth usage. As those skilled in the art will appreciate, it
is desirable to acquire data packets as fast as possible, so as to
minimize the length of a header, preamble or other non-
information bearing portion of the data packet which is used
exclusively for such acquisition.

[0186] As used herein, acquisition is defined to include the
modifications or adjustments made to a receiver so that the
receiver can properly interpret the information content of data
packets transmitted thereto. Any time spent acquiring a data
packet detracts from the time available to transmit informa-
tion within the data packet (because of the finite bandwidth of
the channel), and is therefore considered undesirable.
[0187] According to the present invention, acquisition
includes the performance of fine adjustments to the param-
eters which are defined or adjusted during the ranging pro-
cesses. During the ranging processes, slot timing, carrier fre-
quency, and gross amplitude (power) of the data packet are
determined. During acquisition, these parameters are fine-
tuned so as to accommodate fractional symbol timing, carrier
phase correction and fine amplitude of the data packet.
[0188] Moreover, according to the present invention, a
ranging process is used to control power, slot timing and
carrier frequency in the upstream TDMA channel. Power
must be controlled so as to provide normalized received
power at the cable modem termination system, in order to
mitigate inter-channel interference. The carrier frequency
must be controlled so as to ensure proper channelization in the
frequency domain. Slot timing must be controlled so as to
mitigate the undesirable collision of data packets in the time
domain and to account for differential propagation delays
among different cable modems.

[0189] Fractional symbol timing is a precise modification
to slot timing. In slot timing, the clocks of the cable modems
are synchronized such that a data packet is transmitted within
a slot defined by the cable modem termination system, so as
to avoid collisions of data packets transmitted simultaneously
by different cable modems. During acquisition, fractional
symbol timing allows the receiver to sample symbols at the
correct time. Thus, fractional symbol timing causes the
receive symbols of the data packet to be aligned in time such
that they are properly demodulated. As those skilled in the art
will appreciate, it is important to detect the amplitude of
QAM symbols at the correct time, so as to facilitate proper
interpretation of the amplitude thereof.

[0190] Carrier phase correction is a fine tuning of carrier
frequency correction, which is performed during the ranging
process. Carrier phase correction is necessary in order for the
phase derotator to properly compensate for phase errors in the
received packet.

[0191] Fine amplitude correction is a more precise correc-
tion to gross amplitude correction, which is performed during
a ranging process. Amplitude corrections must be applied to
the incoming data packet, so as to assure that the amplitude is
properly defined prior to amplitude detection by the slicer.
[0192] Thus, accordingto the present invention, acquiring a
data packet in a cable modem termination system includes
determining fractional symbol timing correction, determin-
ing carrier phase correction and determining fine amplitude
correction. According to the present invention, fractional
symbol timing correction is determined by a feedback loop
process, carrier phase correction is determined by a loop
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process and fine amplitude correction is determined by an
estimation process. Unlike conventional methodology where
fractional symbol timing correction, carrier phase correction,
and fine amplitude are all determined by an estimation or
correlation technique, this architecture can take advantages of
the following merits: a) the same feedback loops can be used
both for acquisition and tracking of symbol timing and carrier
phase, and b) the carrier phase acquisition and small fre-
quency offset correction (important during the ranging pro-
cess) can be performed by using the second-order loop archi-
tecture.

[0193] More particularly, the present invention includes
determining fractional symbol timing correction via a frac-
tional symbol timing phase locked loop which controls a
phase of a signal representative of the data packet being
acquired as the data packet is processed in a resampler which
provides an input to a phase derotator and includes determin-
ing a carrier phase correction which is performed by a carrier
phase correction phase locked loop which controls a phase of
a signal representative of the data packet being acquired in the
phase derotator. In this manner, the fractional symbol timing
is controlled as the signal representative of the data packet
being acquired is processed by the resampler and the carrier
phase is controlled as the derotator performs phase correc-
tion.

[0194] The first resampler 1154 (shown in FIG. 22) pro-
vides a sample rate suitable for processing by a matched filter
and/or the phase derotator. It allows the analog-to-digital
converter sample rate and the symbol rate to be independent
and also programmable by the resampling factor. Optionally,
the matched filter processes the signal representative of the
data packet being acquired before the resampler which pro-
vides a sample rate suitable for carrier phase recovery and a
separate resampler 1146 (shown in FIG. 22) is used to per-
form fast clock phase recovery, as discussed in detail below.
[0195] The matched filter compensates for the effects pro-
duced by a shaping filter of the cable modem transmitter
which provided the data packet being acquired, according to
well-known principles.

[0196] Thus, according to one aspect of the present inven-
tion, the signal representative of the data packet being
acquired is processed by a first resampler to provide a sample
rate suitable for the matched filter. Then, a signal representa-
tive of the data packet being acquired is processed by the
matched filter. Then, the signal representative of the data
packet being acquired is processed by a second resampler to
provide a sample rate suitable for the phase derotator which
the phase of the signal representative of the data packet being
acquired is processed by a phase derotator to effect correction
of'a phase of either the in-phase (I) or quadrature (Q) channel
of'a QAM signal while the phase of the signal representative
of the data packet being acquired is controlled by a carrier
phase correction phase locked loop. Then, the signal repre-
sentative of the data packet being acquired is multiplied by an
estimated amplitude correction factor to provide a signal
suitable for processing by the slicer. Then, the signal repre-
sentative of the data packet being acquired is processed by the
slicer to effect demodulation of an amplitude component of
the I or Q channel of the QAM signal.

[0197] Optionally, the input gain (or phase detector gain) of
the fractional symbol timing phase locked loop and/or the
carrier phase correction phase locked loop by sensing an
amplitude input to a phase detector of the loop and modifying
the amplitude of the input to the loop filter.
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[0198] Asthose skilled inthe art will appreciate, loop filters
tend to be amplitude sensitive since the coefficients selected
therefor may not be valid if the input to the phase detector has
an amplitude which is substantially different from that for
which the coefficients were selected. The use of coefficients
which are not suitable for the input amplitude to the phase
detector may therefore result in undesirably increased acqui-
sition time of the signal being acquired.

[0199] According to the present invention, use of the frac-
tional symbol timing feedback loop and the carrier phase loop
with minimum loop delay, as well as the fine amplitude esti-
mation process, facilitate the acquisition of a data packet
having a preamble which is sixteen symbols or less in length.
[0200] According to the present invention, the preamble
includes a binary pattern 1111 and a unique word 1112 (FIG.
17). Further, according to the present invention, both the
binary pattern and the unique word are modulated using
quadrature phase shift keying (QPSK). Thus, the entire pre-
amble is modulated using QPSK.

[0201] The fractional symbol timing and the carrier phase
are determined using the binary pattern of the preamble. The
fine amplitude correction is determined using the unique
word of the preamble.

[0202] According to one aspect of the present invention, as
shown in FIG. 24, the fractional symbol timing acquisition is
accelerated by utilizing two offset symbol sampling clocks
and selecting that offset symbol sampling clock which pro-
vides samples having the highest absolute value at the begin-
ning of each burst. As those skilled in the art will appreciate,
when only a single symbol sampling clock is utilized, the
phase of the symbol sampling clock may be such that samples
of the alternating binary pattern are taken at times when the
alternating binary pattern is near the transition point, i.e., has
avalue which is approximately zero, and the sample levels are
therefore ambiguous or difficult to reliably determine.
[0203] Thus, when only one symbol sampling clock is uti-
lized, the phase of that single symbol sampling clock must be
varied until the alternating binary pattern is properly
acquired. As those skilled in the art will appreciate, varying
the phase of the single sampling clock until the alternating
binary pattern is properly acquired (has sufficient amplitude)
is undesirably time consuming and thus results in a greater
acquisition time of the alternating binary pattern of the pre-
amble.

[0204] The use of two offset symbol sampling clocks, par-
ticularly when the two offset symbol sampling clocks are
offset approximately 180 degrees with respect to one another,
inherently causes one of the two symbol sampling clocks to
sample when the amplitude of the alternating binary pattern is
sufficient to reliably determine the information content
thereof. Thus, according to this aspect of the present inven-
tion, two offset symbol sampling clocks, each having a phase
difference of approximately 180 degrees with respect to the
other, are utilized and that clock which provides the best, e.g.,
highest amplitude (absolute value) is utilized in the sampling
process for the alternating binary pattern of the preamble. The
use of two offset symbol sampling clocks thus substantially
shortens the acquisition time of the alternating binary pattern.
[0205] Referring now to FIG. 4, the cable modem termina-
tion system 1042 (typically defined by the line card of FIG. 2)
comprises a burst receiver 292 for receiving data packets in
the upstream data flow, a continuous transmitter 290 for
broadcasting to the cable modems 12 via the downstream data
flow and a medium access control (Headend MAC) 60 for
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providing an interface between the burst receiver 292, the
continuous transmitter 290 and other headend communica-
tions devices such as video servers, satellite receivers, video
modulators, telephone switches and Internet routers 1018
(FIG. 1).

[0206] Each cable modem 12 (FIG. 2) comprises a burst
transmitter 294 for transmitting data to the cable modem
termination system including line card 1042 via downstream
data flow, a continuous receiver 296 for receiving transmis-
sions from the cable modem termination system including
line card 1042 via the upstream data flow and medium access
control (Subscriber MAC) 90 for providing an interface
between the burst transmitter 294, the continuous receiver
296 and subscriber communications equipment such as a PC
1048 (FIG. 2), a telephone, a television, etc.

[0207] The burst receiver 292, Headend MAC 60 and con-
tinuous transmitter 290 of the cable modem termination sys-
tem including line card 1042 and the burst transmitter 294,
Subscriber MAC 90 and continuous receiver 296 of each
cable modem may each be defined by a single separate, inte-
grated circuit chip.

[0208] Referring now to FIG. 5A, the cable modem termi-
nation system including line card 1042 of FIG. 2 is shown in
further detail. The cable modem termination system includ-
ing line card 1042 is configured to receive signals from and
transmit signals to an optical fiber 79 of the hybrid fiber coax
(HFC) network 1010 (FIG. 2) via optical-to-coax stage 49,
which is typically disposed externally with respect to the
cable modem termination system including line card 1042.
The optical-to-coax stage 49 provides an output to the 5-42
MHz RF input 84 via coaxial cable 54 and similarly receives
a signal from the RF upconverter 78 via coaxial cable 54.
[0209] The output of the RF input 84 is provided to splitter
57 of the cable modem termination system including line card
1042, which separates the 5-42 MHz RF input into N separate
channels. Each of the N separate channels is provided to a
separate QPSK/16-QAM burst receiver channel 85.

[0210] Each separate QPSK/16-QAM burst receiver chan-
nel 85 is in electrical communication with the headend MAC
60. The headend MAC 60 is in electrical communication with
backplane interface 62 which provides an interface to ROM
73, RAM 68, CPU 66, and 100BASE-T Ethernet interface 64.
[0211] The headend MAC 60 provides clock and a data
output to the downstream modulator 72 which provides an
output to amplifier 76 through surface acoustic wave (SAW)
filter 74. Amplifier 76 provides an output to 44 MHz IF
output, which in turn provides an output to the RF upcon-
verter 78.

[0212] Each burst receiver 85 is configured so as to be
capable of receiving both QPSK (4-QAM) or 16-QAM sig-
nals. The QPSK signals provide 2 bits per symbol, wherein
each bit has +1 amplitude levels. The 16-QAM signals pro-
vide 4 bits per symbol, each bit having a +1 or £3 amplitude
level.

[0213] However, the description and illustration of a burst
receiver configured to accommodate QPSK and 16-QAM
inputs is by way of illustration only and not by way of limi-
tation. Those skilled in the art will appreciate that other modu-
lation techniques, such as 32-QAM, 64-QAM and 256-QAM
may alternatively be utilized.

[0214] The cable modem 12 in FIG. 2 is shown in detail in
FIG. 5B within a rectangle 258. The system shown in FIG. 5B
includes a diplex filter 259. The systems shown in FIGS. 5A
and 5B can be combined into a single block diagram by
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rotating FIG. 5B through an angle of 180 degrees so that the
diplex filter 259 appears in inverted form at the right end and
by then disposing the sheets adjacent each other.

[0215] The signals from the diplex filter 259 in the range of
54-860 MHz pass to an RF tuner 260 and then to a surface
acoustic waver filter (SAW) 261 which provides signals at a
suitable frequency such as approximately 44 MHz to an
amplifier 262. The amplified signals pass to a 64/256-QAM
downstream receiver 263 with forward error correction
(FEC). Automatic gain controls are provided from the
receiver 263 to the tuner 260. Clock and data signals then pass
from the receiver 263 to a medium access controller (MAC)
264 which introduces signals through an interface 265 to
individual ones of'a 10 Base-T transceiver 266, a CPU 267, a
random access memory (RAM) 268 and a read only memory
(ROM) 269.

[0216] The signals from the individual ones of the 10
Base-T transceiver 266, the CPU 267, the RAM 268 and the
ROM 269 pass through the interface 265 to the medium
access controller (MAC) 264. The signals from the MAC
controller 264 are then introduced to a QPSK-16QAM
upstream burst modulator 270 with forward error correction.
The signals from the burst modulator 270 are provided to a
low pass filter 271 which passes signals in the range of 5-42
MHz when the system is used in North America. The low pass
signals are then introduced to a power amplifier 272, the
output from which is provided to the diplex filter 259. The
gain in the power amplifier 272 is regulated by the burst
modulator 270.

[0217] In order to provide an enhanced understanding of
the invention, certain terminology used in this application
will now be defined. A “MAP” is provided from the headend
10 to the subscriber modem 12. A MAP defines a next frame.
A “frame” is a generic term to define a group or a multiple
number of slots.

[0218] FIGS. 7A and 7B are block diagrams showing at the
subscriber cable modem 12 the encrypting and decrypting
system discussed herein. In FIG. 7A, data packets with
encrypted data and control information are received at the
cable modem 12 from the headend 10 by the receiver 296
(also shown in FIG. 4). The control information may illustra-
tively indicate the information provided in a request conten-
tion region 486, a CM tx opportunity region 488 or a main-
tenance region 490, all shown in FIG. 36. The data packets are
then introduced to a downstream processor 342 which parses
the data and the control information and introduces the
encrypted (parsed) data through aline 343 (FIGS. 7A and 7B)
to a downstream decryptor 344 (FI1G. 7B). The decrypted data
is then introduced from a downstream (D/S) direct memory
access (DMA) 306 through a memory interface 308 ina DMA
controller 312 to a first area in a static random access memory
(SRAM) 314. The control information also passes through a
DMA 391 and the memory interface 308 in the DMA con-
troller 312 to a second area in the SRAM 314.

[0219] When data is to pass from the SRAM 314 to the
headend 10, the decrypted data and the control information
are read from the separate areas in the SRAM and are passed
through an upstream direct memory access (DMA) 522 in the
DMA controller 312. An upstream header processor 319
introduces decrypted information from the SRAM 314 to an
upstream header processor 319. The decrypted data is then
encrypted in an upstream data encryption standard (DES)
circuit 321. The encrypted data from the DES 321 and the
control information from the upstream header processor 319
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then respectively pass through lines 322 and 323 (FIGS. 7A
and 7B) to an upstream control 324 in FIG. 7A.

[0220] The upstream control 324 provides an interface
which receives timing from a timing regeneration circuit
(TRC) 341 to control the time when the encrypted data passes
from the DES circuit 321. The encrypted data and the control
information are then combined in the transmitter 325 (also
shown as transmitter 294 in FIG. 4) at the subscriber modem
12 to form the extended packets. A serial peripheral interface)
326 provides an interface for control information between the
upstream control 324 and an SPI bus leading to a tuner and
EEPROMS.

[0221] Eachindividual subscriber has an encryption unique
to that subscriber. This encryption is encoded by the headend
10 in packets sent to that individual subscriber and is decoded
by the individual subscriber. In like manner, the encryption is
encoded by the subscriber modem 12 in extended packets sent
by the individual subscriber to the headend 10 and is decoded
by the headend.

[0222] FIGS. 8A and 8B are block diagrams similar to
those shown in FIGS. 7A and 7B. However, FIGS. 8 A and 8B
show the system at the headend 10 for encrypting the data in
packets sent by the headend to the individual subscriber
modem 12 and for decrypting the packets sent by the indi-
vidual subscriber modem to the headend. The system shown
in FIGS. 8A and 8B may be disposed on an integrated circuit
chip.

[0223] As shown in FIGS. 8A and 8B, packets of data may
be introduced to the headend 10 by a data queue 327 in a
server external to the integrated circuit chip or may be intro-
duced to the memory from a local bus interface 328 or a CPU
interface in the chip. The interface 328 provides a control for
a direct memory access (DMA) engine 329 similar in con-
struction to the DMA 306 in FIG. 7B. The packets from the
data queue 327 are stored in a downstream (D/S) data buffer
or FIFO 533. The packets are parsed by a downstream parser
364 and the data in the parsed packets is encrypted by a DES
encryption engine 535. The encryption is different for each
individual subscriber modem 12 and is controlled by a
DRAM access controller 531, which accesses a key DRAM
728.

[0224] The encrypted data from the DES encryption engine
535 are introduced to a cyclic redundancy code/header check
sum (CRC/HCS) inserter 361. The CRC/HCS inserter 361
provides a parity check to make certain that the packet is
complete. The CRC/HCS inserter 361 combines the
encrypted data from the DES encryption engine 535 and the
other control information from the downstream parser 364 in
the extended packet. The extended packets meeting the tests
of'the CRC/HCS inserter 361 are passed through a line 389 in
FIGS. 8A and 8B and are stored in a downstream transmit
buffer TxFIFO 390 in FIG. 8B. The stored information and
timing information from a timing generation circuit 341 are
introduced to a downstream controller 392, which arbitrates
between data and timing information.

[0225] The signals from the downstream controller 392
pass through a downstream (D/S) data interface 396 to the
transmitter 537 external to the integrated circuit chip. The
transmitter 537 transmits the packets downstream to the sub-
scriber modem 12 identified by the encryption in the packets.
A serial peripheral interconnection provides an interface for
control information, but not data, between the integrated cir-
cuit chip (FIG. 8A) and the transmitter 537 and between the
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integrated circuit chip and a plurality (e.g., eight) of receivers
394, which are external to the integrated circuit chip.

[0226] An upstream (U/S) data interface 395 is connected
between each of receivers 394 and a corresponding upstream
receive (U/SRx) buffer memory (Rx FIFO) 555. The infor-
mation in the buffer memory 555 is introduced to an upstream
channel arbiter 397. The arbiter 397 selects the packets from
one of the eight receivers at each instant in accordance with
the source of the data provided in a MAP FIFO 274. For
example, the packets from one of the receivers 394 may be
selected when the packets are marked with the code for that
receiver in the MAP for that channel.

[0227] The packets passing through the arbiter 397 are
stored in the FIFO 523 in FIG. 8A and are introduced from the
FIFO 523 through a line 431 to an upstream parser 557. The
parser 557 passes the data to a DES data decryption engine
434 and the other (e.g., control) information to a cyclic redun-
dancy code/header check sum (CRC/HCS verification) stage
444. The DES decryption engine 434 decrypts the encrypted
dataunder the control of the DRAM access controller 531 and
passes the decrypted data to the CRC/HCS stage 444. The
CRC/HCS stage 444 combines the decrypted data and the
other information to re-form the extended packets and passes
the reformed packets to a buffer or FIFO 445. The packets
then pass through the DMA engine 329 to the host system
memory disposed externally of the integrated circuit chip in a
server.

[0228] A serial peripheral interface (SPI) controller 426 in
FIG. 8A corresponding to the serial peripheral interface (SPI)
326 in FIG. 7A is connected to the local bus interface 328 to
provide an interface for control information to write into the
data queue 327. A management information base (MIB) 432
stores statistical errors produced by the stage relating to unde-
tected data packets, uncorrectable data packets and signal-to-
noise ratios in data packets, for use in connection with FIGS.
32 and 33.

[0229] The burst receiver used to practice this invention is
shown as the block 292 in FIG. 4. As shown in FIG. 4, the
burst receiver is disposed at the headend 10 to receive packets
of symbols from the subscriber modem 12. As illustrated in
FIG. 35, Each packet includes a preamble 720, a unique word
721, an equalizer train 722, a payload 723, and a guard time
724.

[0230] The preamble may be limited to as few as 16 sym-
bols. It includes a first group of symbols which have a binary
alternating sequence in a particular pattern to provide for a
fast synchronization of the headend 10 to the carrier fre-
quency of the signals from the subscriber modem 12. It may
also include symbols which distinguish the subscriber
modem 12 from the other subscriber modems on the channel.
[0231] The unique word 721 is in a distinctive symbol
pattern to indicate the end of the preamble 720 and the begin-
ning of the payload 723. The payload 723 may be of variable
size depending upon the length of the communication from
the subscriber modem 12 to the headend 10. The equalizer
train 722 may be provided between the unique word 721 and
the payload 723. The equalizer train 722 may be in a random
sequence. It is provided during the initialization period to
train the equalizer to provide proper coefficients to the sub-
scriber modem 12.

[0232] Additional details in the construction of the burst
receiver 292 are shown in FIG. 9. In FIG. 9, incoming radio
frequency (IN RF) signals are introduced on a line 460 to a
downconvert stage 514 which converts the signals to an inter-
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mediate frequency. The signals then pass to a demodulator
448 which recovers the modulated data. The signals from the
data demodulator 448 are introduced to an equalizer 453
which may illustratively be for constellations designated as
16-QAM.

[0233] The signals from the equalizer 453 are introduced to
apreamble processing stage 520. The stage 520 processes the
preamble 720 to provide for a very fast synchronization ofthe
headend 10 to the frequency of the carrier signals from the
subscriber modem 12. This is important in insuring that the
headend 10 will process all of the data symbols in the packets
from the subscriber modem 12.

[0234] The stage 520 also provides a ranging operation on
the symbols transmitted from the subscriber modem 12 to the
headend 10. One aspect of this ranging operation is to deter-
mine the time between the transmission of the symbols from
the headend 10 to the subscriber modem 12 and the transmis-
sion of symbols from the headend to the subscriber in
response to the symbols transmitted from the headend to the
subscriber.

[0235] Since the distance between the headend 10 and the
subscriber modem 12 may be as great as approximately one
hundred (100) miles, the time between the transmission of
symbols from the headend 10 to the subscriber modem 12 and
the response of the subscriber to the headend may be large.
Until this time is determined and a window is provided at the
headend around this determined time, the headend 10 cannot
operate effectively in processing the symbols from the sub-
scriber.

[0236] The ranging operation involves the determination at
the burst receiver of such parameters as the ranging offset
measurement, the equalizer coefficients, the burst power
level, the slot timing error and the carrier frequency offset.
The signals from the stages 520 are introduced to the demodu-
lator 448.

[0237] Inadditionto being introduced to the stages 520, the
signals from the equalizer 453 are introduced to a de-random-
izer 275. The de-randomizer 275 de-interleaves the signals
which have been previously interleaved at the subscriber
modem 12 to prevent data from the subscriber from being lost
as a result of noise in the cable. The de-randomized signals
then pass to a Reed-Solomon (RS) decoder 524 which cor-
rects for errors in the packets. The signals then pass through
MAC 60 (also shown in FIG. 4) to an output line 526.

[0238] Reference is made to FIG. 10 for additional details
of'the burst receiver shown in FIG. 9. These additional details
include a fine mixer 462 which processes the received quadra-
ture phase signals on the lines 538 and 540. The fine mixer
462 also receives signals from a direct digital frequency syn-
thesizer (DDFS) 463 which is constructed in a well known
manner to provide signals for mixing with the signals on the
lines 538 and 540 to provide beat frequency signals.

[0239] The quadrature phase signals from the fine mixer
462 respectively pass through low pass filters 464 and 465 to
a clock frequency recovery stage 552.

[0240] The clock frequency recovery stage may include a
phase locked loop with a numerically controlled oscillator to
provide a fast recovery of the frequency of the carrier signals
from the subscriber modem 12. A phase locked loop with a
numerically controlled oscillator may be generally known in
the prior art but not for the purpose of providing a fast recov-
ery of the frequency of the carrier signals from a subscriber
such as the subscriber modem 12.
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[0241] The quadrature phase signals from the clock fre-
quency recovery stage 552 pass to decimation filters 554 and
466. The decimation filters 554 and 466 change the frequency
of'the signals from the clock frequency recovery stage 552 to
a suitable frequency such as four (4) times the symbol rate.
The signal then pass to Nyquist filters 558 and 467. The
Nyquist filters 558 and 467 constitute matched filters which
provide signals at the desired frequency.

[0242] The signals from the Nyquist filters 558 and 467 are
in turn introduced to a clock phase recovery stage 468. The
clock phase recovery stage 468 may include a phase locked
loop with a numerically controlled oscillator to provide a
recovery of the phase of the carrier signals from the sub-
scriber modem 12. A phase locked loop with a numerically
controlled oscillator may be generally known in the prior art,
but not for the purpose of providing a fast phase recovery of
the carrier signals from a subscriber such as the subscriber
modem 12.

[0243] There are significant differences between the prior
art and applicant’s system involving frequency and phase
recovery of the carrier signals from the subscriber 12. These
differences cause applicant to recover the frequency and
phase of the carrier signals significantly faster than in the
systems of the prior art. Applicant’s system provides separate
clock frequency recovery and clock phase recovery stages
and disposes the Nyquist filters between the clock frequency
recovery and clock phase recovery stages. In the prior art,
clock frequency recovery and clock phase recovery stages are
combined into a single stage and the Nyquist filters are dis-
posed after this single stage.

[0244] A power estimator and start-of-burst detector stage
276 receives signals from a stage 481 designated as “Ranging
Process.” The ranging process is described in detail below.
The start-of-burst detector responds to start-of-burst signals
which are initially provided in the packet 719 in FIG. 35 at the
headend 10 to indicate the time between the transmission of
symbols from the headend 10 to the subscriber modem 12 and
the reception of return signals by the headend from the sub-
scriber. These start-of-burst signals are preferably start-of-
burst signals in the same pattern as provided by the headend
10 to the subscriber modem 12 but they may be in other
patterns without departing from the scope of the invention. As
previously discussed, the distance between the headend 10
and the subscriber modem 12 may be as great as one hundred
(100) miles. This involves a total delay of approximately one
and six tenths milliseconds (1.6 ms) between the transmission
of signals from the headend 10 to the subscriber modem 12
and the return of signals from the subscriber to the headend.
[0245] FIG. 11 illustrates the delay between the transmis-
sion of signals from the headend 10 designated HE to the
subscriber modem 12 designated SU and the return of signals
from the subscriber to the headend. In FIG. 11, time is indi-
cated along the horizontal axis and distance along the vertical.
axis. The signal is shown as being transmitted from the hea-
dend 10 at a time 482 as a downstream message to the sub-
scriber modem 12. The subscriber modem 12 then processes
the message during a time 484 designated as “T process”.
After processing the message, the subscriber modem 12 then
sends an upstream message, which is received at the headend
10 at a time 493. The transmission time between headend 10
and subscriber modem 12 is designated Tpg. The contention
resolution interval (CRI) is the sum of 2Tpg and “T process”.
A ranging window 495 is provided at the headend to indicate
the time period during which the headend 10 would ordinarily
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expect to receive the return signals from the subscriber
modem 12. As shown, the duration Tdd of the window 495
encompasses the time period “T process”. A time indication
499 is shown at the middle of the window 495 to indicate the
time that the return signal from the subscriber modem 12
would ordinarily be expected at the headend 10.

[0246] The start-of-burst signals initially transmitted from
the headend 10 to the subscriber modem 12 are in a simple
binary pattern. Signals are then transmitted by the subscriber
modem 12 to the headend 10, preferable in the same pattern as
the start-of-burst signals transmitted from the headend to the
subscriber. In order for the headend 10 to act upon these
signals, the signals have to be above a particular power level.
They indicate to the headend 10 the that the subscriber
modem 12 is going to be sending, preferably immediately
thereafter, to the headend 10 signals for initial maintenance.
These initial maintenance signals are indicated at 490 in FIG.
36.

[0247] Thereafter, the headend 10 sends maintenance sig-
nals periodically to the subscriber 12. The time periods allo-
cated by the headend to the subscriber modem 12 for this
subsequent maintenance can be quite precise because of the
action of the time-of-burst signals in determining the time
between the transmission of signals from the headend 10 to
the subscriber modem 12 and the return of the signals from
the subscriber to the headend.

[0248] The signals from the stage 468 in FIG. 10 are intro-
duced to a tracking loop 575 which provides a phase locked
loop for the payload 723 in the packets 719 in FIG. 35. The
signals from the tracking loop pass to clock generator logic
501 as do the signals from a fast clock recovery circuit 579.
The tracking loop 575, the clock generator logic 501 and the
fast clock recovery circuit 579 facilitate the operation of the
clock phase recovery stage 468 in recovering the phase of the
carrier signals from the subscriber modem 12.

[0249] The signals from the tracking loop 575 also pass to
aphase read only memory (ROM) 503. The memory 503 also
receives signals from a fast carrier recovery stage 581. The
stage 581 may include a phase locked loop for processing the
preamble 720 in the packets 719 in FIG. 35 on a fast basis to
recover the frequency of the carrier signal. The phase ROM
503 and the stage 581 are included in a derotator (FIGS. 21
and 22) that provides a carrier phase derotation of the signals
from the fast carrier recovery stage 581. Such derotators are
well known in the art.

[0250] The quadrature phase signals from the stage 468 are
respectively coupled by a carrier phase de-rotator stage 577 to
apair of multipliers 583 and 509 and to an input terminal of an
amplitude estimator 585. The signals from the amplitude
estimator 585 are also introduced to the multipliers 583 and
509. The amplitude estimator interpolates the derotated
quadrature phase signals from the stage 581 to determine the
peaks of these derotated signals. The amplitude estimator 585
then decimates the interpolations between the peaks so that
only the peaks remain.

[0251] The peak signals from the amplitude estimator 585
are then introduced to an equalizer 596 which operates in a
well known manner to eliminate from the peak signals noise
from extraneous sources and noise from reflections in the line
between the headend 10 and the subscriber modem 12. Equal-
izers corresponding to the equalizer 596 are known in the art.
The operation of the equalizer 596 is controlled by an equal-
izer control 598.
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[0252] The quadrature phase equalizer signals then pass to
slicers 511 and 513, which are known in the art. The slicers
511 and 513 provide a plurality of amplitude levels depending
upon the constellation (e.g., 4-QAM, 16-QAM) of the signals
being processed and select the individual one of these ampli-
tude levels closest in amplitude levels to the amplitudes of the
peak signals from the amplitude estimator 585.

[0253] The outputs from the slicers 511 and 513 pass to a
base band processor 587 and to a unique word detector 515.
The unique word (UW) detector 515 detects the end of the
preamble 720 and the beginning of the payload 723 in the
packets 719 in FIG. 35. The output from the unique word
detector 515 is introduced to the base band processor 587 to
control the operation of the processor. Among other func-
tions, the base band processor 587 provides forward error
correction to correct errors in the payload 723 in the packets
719 in a well known manner.

[0254] The burst receiver 292 shown in FIGS. 9 and 10 has
certain important advantages. It provides for a determination
by the headend 10 of the frequency and phase of the carrier
signals from the subscriber modem 12 in as few as sixteen
(16) symbols in the preamble 723 (FIG. 35), not counting the
start-of-burst signals initially included in the preamble. This
is advantageous because it is important to acquire a fast
acquisition of symbols in each packet 723, particularly since
the burst receiver 292 is acquiring data from different sub-
scriber modem in successive regions in each frame. If the
symbols in each packet are not acquired fast, valuable infor-
mation may be lost.

[0255] The burst receiver 292 also provides for ranging
functions (e.g., slot timing, power level, carrier frequency
(FIG. 4) after the determination of the timing interval, by the
start-of-burst signals, between the transmission of signals
from the headend 10 to the subscriber modem 12 and the
return of the signals to the headend has been determined. The
burst receiver 292 shown in FIGS. 9 and 10 also provides for
each subscriber to send and receive the signals in the packets
719 in programmable constellations (e.g., QPSK, 16-QAM)
in accordance with the signal-to-noise ratio in the line
between the subscriber modem 12 and the headend. It further
provides for different subscriber modems in the same channel
to send and receive signals in the packets in different constel-
lations and at different baud rates (e.g., 160 K Baud, 5.12 M
Baud). This is true even within successive regions in the same
frame. This occurs on a subscriber-by-subscriber basis for the
different subscriber modems in the channel.

[0256] As previously described each channel includes a
plurality of subscriber modems, each of which can operate
with different constellations and at different baud rates. Fur-
thermore, as shown in FIG. 31, the subscriber modem in
different channels can operate in a range of frequencies from
five megahertz (5 MHz) to forty-two megahertz (42 MHz) in
North America and at frequencies even higher than forty-two-
megahertz (42 MHz) in foreign countries. This causes differ-
ences of power between the signals in the subscriber modem
in different channels to have a range as fifty decibels (50 db).
This is a considerable dynamic range in power. It would be
accordingly difficult to compensate in a single stage for such
a considerable difference.

[0257] This invention provides a system for compensating
in a simple and efficient manner for differences in power as
much as fifty decibels (50 db) between subscriber modems in
different channels. The system accomplishes this by provid-
ing a portion of the compensation while the signals are in
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analog form and by providing the remaining portion of the
compensation after the analog signals have been converted to
a digital form.

[0258] A system for accomplishing the objectives dis-
cussed in the previous paragraph is shown in FIGS. 25A and
25B. It includes a filter 610 having a filtering range of
approximately five megahertz (5 MHz) to forty-two mega-
hertz (42 MHz) corresponding to the frequency range of the
channels in North America. The signals from the filter 610 are
introduced to an analog amplifier 612.

[0259] The differences in the level of power in the filter 610
and the analog amplifier 612 for different subscriber modems
12 may be high because the signals are provided through the
entire range of frequencies in the channels. (See FIG. 31 for
the range of frequencies in the channels.) A suitable portion of
the dynamic range of power of approximately fifty decibels
(50 db) for the different subscriber modems 12 is handled in
the filter 610 and the analog amplifier 612. For example, this
portion may be approximately twenty decibels (20 db). This
is accomplished by setting the gain threshold of the analog
stages so that power is obtained from the amplifier 612 only
above a specified level represented by the threshold.

[0260] The signals from the filter 610 are also introduced to
an analog-to-digital (A/D) converter 614. The signals from
the converter 614 pass to a wide band power estimator 616.
The output of the power estimator 616 is introduced to a stage
618 for regulating gain. The output from the stage 618 passes
to an input to the analog amplifier 612. The output of the
analog amplifier 612 is connected to a burst demodulator 519.
The A/D converter 614, the wide band power estimator 616,
the gain regulating stage 618 and the burst demodulator 519
are included in the burst receiver 292 which is indicated in
FIGS. 25A and 25B by broken lines.

[0261] The power estimator 616 measures the power of the
signals from the subscriber modem 12 at each frequency in a
channel. This can be accomplished by shifting the frequency
of the power estimator 616 through the different frequencies
in the channel. In this way, the power estimator 616 measures
the average power of the signals transmitted in the channel by
the subscriber modem 12 to the headend 10. The gain regu-
lating stage 618 regulates the value of this average power at a
particular value. The regulated gain is introduced to the ana-
log amplifier 612 which amplifies the signal from filter 610
and introduces the amplified signal to the burst demodulator
519. In this way, the burst demodulator 519 handles the
remaining portion of the dynamic range of power. This may
illustratively be approximately thirty decibels (30 db) when
the dynamic range of power for the subscriber modem 12 in
the different channels is approximately fifty decibels (50 db).
[0262] When the burst receiver 292 receives one of the
packets 719 from the subscriber modem 12, it determines if
the unique word 721 matches the pattern for the unique word
at the burst receiver. If such a match occurs, this indicates that
the applicable payload 723 follows in the packet 719. A count
is then made of a particular number of symbols from the end
of'the unique word in the direction toward the preamble. This
count may include a portion of the preamble. The amplitude
of'the signals in each of these symbols is then determined and
the average of these amplitudes in each of these symbols is
then computed.

[0263] The average amplitudes for the different symbols
are then added and the sum is divided by the number of
symbols involved in the computation to obtain a resultant
value. This value is inverted and the inverted value is latched.
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The latched value is used to recover the payload 723 to offset
any difference between a desired amplitude and an actual
amplitude for the bits in the payload symbols. For example, if
the resultant value is 2. the inverted value is accordingly and
this value is latched. So one-half () of the amplitude of each
bit in each symbol is used as the amplitude value of the bit.
[0264] To determine a power value that is used for correc-
tion in FIG. 4, a count is made of a particular number of
symbols from the beginning of the unique word in the direc-
tion toward to the preamble. This count may include a portion
of the preamble. The average power in each symbol in the
count is then determined and the average power in the differ-
ent symbols is added to obtain a resultant value. This resultant
value is divided by the particular number of symbols to obtain
the correctional value thatis used in obtaining the power level
at the subscriber modem 12 as shown in FIG. 4 and described
above.

[0265] Referring now to FIG. 14, a contemporary, continu-
ous transmission is shown wherein a series of contiguous
payloads 1101, such as those defined by data packets, are
concatenated to define a generally continuous data stream
1100. Because the data stream 1100 is generally continuous,
e.g., does not contain periodic interruptions, acquisition only
occurs infrequently, such as during startup or initialization.
[0266] The contemporary data stream 1100 as shown in
FIG. 14 is suitable for point-to-point transmission, such as
between a single transmitter and a single receiver.

[0267] Referring now to FIG. 15, data bursts 1105 define a
discontinuous data stream 1103. The data bursts 1105 are
typically defined by data packets and are separated by guard
bands 1107.

[0268] The area between guard bands 1107 where the data
bursts 1105 are located is defined by a time division multiple
access (TDMA) time slot which the cable modem termination
system including line card 1042 pre-assigns to cable modems
1046 which have previously requested such time slots in
order to facilitate upstream communications. The guard
bands 1107 provide some tolerance between adjacent time
slots, so as to mitigate the occurrence of undesirable data
collisions between adjacent data packets.

[0269] Itis possible, such as in light data traffic conditions,
that one or more adjacent time slots might be empty, thereby
further increasing the time between adjacent data bursts.
[0270] Because the data bursts 1105 are discontinuous,
each data packet which defines a data burst must be reac-
quired by the burst receiver 85 (FIG. 5A).

[0271] The discontinuous nature of such time division mul-
tiple access (TDMA) upstream communications is thus due to
the fact that a plurality of different cable modems are com-
peting for upstream channel bandwidth. Since the upstream
channel is divided into a plurality of time slots, so as to
accommodate the plurality of cable modems transmitting in
the upstream channel, it is difficult, if not impossible, to
define a single, continuous upstream data transmission.
[0272] Thus, the discontinuous nature of the upstream data
communication necessitates the use of a burst receiver which
is capable of re-acquiring each individual data packet.
[0273] Referring now to FIG. 16, the data packet which
defines each data burst 1105 comprises a QPSK or QPSK-like
preamble (i.e., a subset of 16-QAM constellations) 1109 and
a 16-QAM payload 1110. The QPSK preamble 1109 is an
order of sixteen symbols long. It is during this sixteen symbol
QPSK preamble 1109 that acquisition by the burst receiver 85
takes place. It is during acquisition that fractional symbol
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timing correction, carrier phase correction and fine amplitude
correction are determined, so as to facilitate proper and reli-
able demodulation of the 16-QAM payload 1110.

[0274] Referring now to FIG. 17, the QPSK preamble 1109
comprises a binary pattern 1111 (better shown in FIG. 24) and
a unique word 1112. The binary pattern 1111 of the QPSK
preamble 1109 is used in the recovery or acquisition of frac-
tional symbol timing and carrier phase. The unique word is
used in the recovery or acquisition of fine amplitude. The
unique word also optionally provides an identification of the
transmitting cable modem 1046.

[0275] Fractional symbol timing correction and carrier
phase correction are both determined by fast feedback loop
processes. According to the present invention, fractional sym-
bol timing correction is performed by a fractional symbol
timing phase locked loop and carrier phase correction is per-
formed by a carrier phase correction phase locked loop, both
of which are discussed in detail below.

[0276] Referring now to FIG. 18, a contemporary phase
locked loop 1120 comprises a phase detector 1122 to which a
first signal is provided at input 1124. The signal provided to
the first input 1124 is a signal having some degree of timing
information. The timing of the signal provided to input 1124
may not be stable and/or may not be comprised of well-
defined, substantially noiseless pulses, such as those of an
oscillator or a clock.

[0277] When it is desired to provide a comparatively stable,
well-defined noiseless reference signal, such as that which
may be used to facilitate sampling in an analog-to-digital
converter, it is necessary to use the original signal to facilitate
timing recovery.

[0278] Thephasedetector 1122 provides an output which is
proportional to a difference in phase between the signal pro-
vided at input 1124 and a feedback signal provided at input
1125. Because the output of the phase detector 1122 typically
comprises an undesirable high frequency component, loop
filter 1127 is used to assure that only desirable low frequency
components of the output of the phase detector 1122 are
provided to voltage controlled oscillator 1129. The output of
voltage controlled oscillator 1129 is provided as a reference
signal or the second input 1125 to phase detector 1122. The
output of voltage controlled oscillator 1129 also forms the
desired comparatively stable, well-defined, substantially
noise-free reference for use in such applications as clocking
or sampling.

[0279] Referring now to FIG. 19, a simplified phase locked
loop 1140a typically used in a digital receiver, which includes
a matched filter 11454 in addition to the standard phase
locked loop components of a loop filter 1148, a numerically
controlled oscillator 1149 and phase detector 1147, is shown.
The phase locked loop shown in FIG. 19 is a somewhat
simplified version of the fractional symbol timing correction
phase locked loop of FIG. 22, which likewise includes a
matched filter.

[0280] It is important to understand that the matched filter
11454 of the simplified phase locked loop 1139a inherently
represents an undesirable time delay, and thus, undesirably
increases acquisition time of the phase locked loop 1139a.
[0281] Referring now to FI1G. 20, according to one aspect of
the present invention (shown in detail in FIG. 22), the
matched filter 11454 is moved outside of the phase locked
loop 11405 so as to remove the undesirable time delay from
the loop and thereby improve the acquisition time thereof.
The phase locked loop shown in FIG. 20 is a somewhat
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simplified version of the fractional symbol timing correction
phase locked loop of FIG. 22, wherein the matched filter has
been moved outside of the phase locked loop.

[0282] Referring now to FI1G. 21, according to one aspect of
the present invention, a burst receiver circuit 1139a comprises
a fractional symbol timing phase locked loop 1140a, a carrier
phase correction phase locked loop 1141 and an amplitude
estimator circuit 1142. As shown in FIG. 21, the matched
filter 11454 of the fractional symbol timing phase locked loop
1140q¢ is inside the phase locked loop defined by resampler
1146, phase detector 1147, loop filter 1148 and numerically
controlled oscillator 1149. According to this aspect of the
present invention, the matched filter 1145¢ introduces an
undesirable time delay, thereby inhibiting fast acquisition of
the fractional symbol timing.

[0283] The burst receiver 1139a shown in FIG. 21 includes
an analog-to-digital converter 1150, a down converter which
includes a direct digital frequency synthesizer 1151 and a
mixer or multiplier 1152, and a low pass filter 1153 for
removing unwanted high frequency components which result
from the mixing process of the down converter.

[0284] The carrier phase correction phase locked loop 1141
includes the phase derotator 1160, phase detector 1161, loop
filter 1162 and numerically controlled oscillator 1163, which
operate as discussed above with respect to FIG. 9 so as to
provide a phase reference signal to the phase derotator 1160
which corrects error in the carrier phase and small residual
frequency error of the data packet which otherwise would
tend to cause errors in the amplitude demodulation or slicing
process.

[0285] Conventional coherent amplitude estimator circuit
1142 includes a conventional coherent amplitude estimator
1165 which operates according to well-known principles to
provide an amplitude estimate or correction factor after frac-
tional symbol timing and fine carrier frequency synchroniza-
tion have been achieved.

[0286] The amplitude estimate or correction factor is
applied to the data packet via multiplier 1166 before the data
packet is input to equalizer 1170 which compensates for
channel spectral deficiencies which would otherwise inhibit
reliable amplitude demodulation by the slicer 1171.

[0287] Referring now to FIG. 22, burst receiver 11395 is
identical to burst receiver 1139a with the exception that
matched filter 11455 is outside of both phase locked loop
11405, so as to avoid the undesirable inherent introduction of
a delay in acquisition time caused by placing the matched
filter 114556 within the timing recovery loop 1140a as shown
in FIG. 21. This mitigates undesirable delays within the frac-
tional symbol timing loop caused by the matched filter. The
minimum delay in the loop is essential for fast burst acquisi-
tion using the feedback loop architecture. An open-loop resa-
mpler is also required to resample the input signal relative to
the symbol rate, independent of the ADC sample clock rate.
Since the matched filter 114556 is placed ahead of resampler
1146 of the fractional symbol timing phase locked loop
11405, a second resampler 1154 must be provided ahead of
matched filter 11455 so as to provide the digitized data burst
to the matched filter 11455 at a proper sample phase of the
data.

[0288] Referring now to FIG. 23, phase detector gain boost-
ing logic may optionally be provided so as to further enhance
the speed at which acquisition occurs. As those skilled in the
art will appreciate, the loop filter 1201 of a phase locked loop
1200 is sensitive to the amplitude of the signal provided
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thereto. That is, the coefficients selected for the loop filter
1201 must be appropriate for the amplitude of the signal
provided to the loop filter 1201 in order to assure rapid acqui-
sition of the signal input to the phase locked loop 1200.

[0289] In order to assure that the amplitude of the signal
input to the loop filter 1201 is within a desired range, i.e., is
appropriate for the coefficients selected for the loop filter
1201, a sensor and amplitude control 1202 monitors the
amplitude of the voltage input to phase detector 1203 and
modifies, via mixer or multiplier 1204, the amplitude of the
signal input to loop filter 1201 which provide an output to
NCO 1205. Thus, when the amplitude of the signal input to
the phase detector 1203 is too low, then the sensor and ampli-
tude control 1202 increases the amplitude of the signal input
to loop filter 1201 such that the amplitude of the signal input
to loop filter 1201 is within a desired range which is appro-
priate for the coefficients thereof. Similarly, when the sensor
and amplitude control 1202 senses that the amplitude of the
signal input to the phase detector 1203 is too high, then the
sensor and amplitude control 1202 reduces the amplitude of
the signal input to the loop filter 1201, such that the amplitude
of'the signal input to the loop filter 1201 is within the desired
range for the coefficients of the loop filter 1201.

[0290] Referring now to FIG. 24, a timing recovery accel-
erator enhances the speed at which the binary preamble is
acquired by assuring that the samples taken by the sampling
circuit are taken at a time which assures reliable detection of
the amplitude of the binary signal of the preamble.

[0291] According to contemporary practice, a single clock
signal 1300 (waveform A) is used to clock the sample circuit
such that the sample circuit samples the binary preamble on
the rising edge 1301 of the clock signal 1300, for example.
However, in those instances when the rising edge 1301 occurs
near the zero or transition point 1310 of the binary pattern
1111 preamble 1109, then the amplitude of the binary pattern
1111 may not provide high enough phase detector gain to
facilitate reliable amplitude detection thereof.

[0292] According to contemporary practice, when this
occurs the clock for the sample circuit is shifted in phase until
reliable detection of the amplitude of the binary preamble
occurs. However, as those skilled in the art will appreciate,
such shifting of the phase of the clock for the sample circuit is
undesirably time consuming and thus, undesirably increases
the acquisition time of the binary preamble.

[0293] The present invention uses two offset symbol sam-
pling clocks 1302a and 13025 (waveform B). Both of the
offset symbol sampling clocks 1302a and 13025 effect sam-
pling by the sample circuit on the rising edges 1303a and
13035, thereof respectively. The two offset symbol sampling
clocks 1302a and 13025 are out-of-phase with one another,
such as by 180 degrees. Therefore, at least one of the two
offset symbol sampling clocks 1302a and 13025 must have a
rising edge 1303a, 13035 which occurs when the amplitude
of the binary preamble 1111 is near its maximum and can
therefore be reliably detected.

[0294] According to the present invention, that offset sym-
bol sampling clock which provides samples having the high-
est absolute value (to account for the negative voltage peaks)
at the beginning of each burst (FIG. 24) is selected to provide
a clock for the sample circuit. As those skilled in the art will
appreciate, by utilizing two offset symbol sampling clocks
and selecting that offset symbol sampling clock which pro-
vides the highest absolute value, the need to vary the phase of
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the symbol clock for the sampling circuit is eliminated and the
speed at which acquisition is performed is substantially
enhanced.

[0295] Thus, the present invention includes a receiver
architecture having two resampler circuits. One is an open-
loop resampler for the symbol clock frequency resampling
and the other is a closed-loop resampler for symbol clock
phase acquisition.

[0296] Itis worthwhile to point out that two different power
estimation processes may be performed by the burst receiver.
The burst receiver may perform a narrow band power estima-
tion and/or a wide band power estimation.

[0297] The narrow band power estimation relates to a par-
ticular symbol rate and is utilized to measure the narrow band
channel noise power level, as a part of the channel estimate
which is used to determine channel quality.

[0298] The wide band power estimate relates to the overall
upstream band, typically from 5-42 MHz and may be used to
determine the analog front-end gain setting. Generally, it is
desired that the analog front-end gain setting be configured to
handle up to 50 dB of dynamic range at the upstream cable
plant.

[0299] Referring now to FIG. 25B, a wide band RMS
power estimator includes analog-to-digital converter 1350
which receives a wide band input. The analog-to-digital con-
verter 1350 provides an output to absolute value block 1351
which takes the absolute value of the input thereto and pro-
vides an output to leaky integrator 1352 which integrates the
signal and provides an output to an enable gate 1353.

[0300] The wide band RMS power estimator provides a
coarse estimation which is used for initial variable gain
amplifier setting.

[0301] A narrow band RMS power estimator is typically
included after the Nyquist filters and provides an average
power of the I and Q channels. According to an exemplary
embodiment, the narrow band RMS power estimator has a
2-byte output and a relatively large time constant, of the order
of tens of thousands of symbols. Noise channel power esti-
mation in an idle channel for spectrum management typically
has a deviation of approximately 2 to 3 dB.

Robust Techniques for Optimal Upstream Communication

[0302] A plurality of upstream channels are periodically
monitored for at least one parameter which is indicative of
channel quality. A first modulation method is used for each
upstream channel for which the monitored parameter(s) indi-
cate that channel quality is above a predetermined threshold
value and a second modulation method is used for each
upstream channel for which the monitored parameter(s) indi-
cate that channel quality is below the predetermined threshold
value. The first modulation method utilizes a larger constel-
lation size than the second modulation method, such that a
higher data rate is achieved when the channel quality is good
enough to support the higher data rate.

[0303] Further, the present invention provides in another
aspect a method and apparatus for optimizing the efficiency
of upstream data communications by dividing an upstream
spectrum into a plurality of upstream channels, wherein each
upstream channel has a bandwidth of less than or equal to
approximately 0.5 MHz. The upstream channels are periodi-
cally monitored for at least one parameter which is indicative
of the quality of each monitored upstream channel.

[0304] Communications are moved from a used channel an
unused channel when the monitored parameter(s) indicate
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that the quality of the used channel is below a predetermined
threshold. In this manner, noisy channels tend to be avoided
and communications occur on higher quality channels which
are capable of supporting higher data rates. The present
invention in another aspect provides a method and apparatus
for tending to optimize upstream communication efficiency
wherein a communications channel having upper and lower
frequency bounds is defined in an attempt to determine an
optimal bandwidth of the channel given constraints imposed
by the presence of adjacent channels, as well as constraints
imposed by narrowband interference. Data rate is thus
enhanced by varying the symbol rate of communications
performed via the channel in a near-continuous manner, i.e.,
by varying the upper and/or lower frequency bounds, so as to
enhance the bandwidth and thereby enhance the efficiency
with which the available frequency spectrum is utilized.

[0305] Thus, according to the present invention, the data
rate of the upstream channel tends to be optimized, so as to
enhance the data communication efficiency of the upstream
channel.

[0306] The present invention provides enhanced upstream
datarates by utilizing a constellation which is efficient in view
of transmission medium conditions, by providing fine fre-
quency agility based upon channel quality monitoring so as to
enhance the effectiveness with which the limited bandwidth
of the upstream channel is utilized, and by providing nearly
continuous symbol rate switching so as to facilitate the usage
of an enhanced symbol rate which is compatible with line
conditions.

[0307] The method and apparatus for communicating
information from a plurality of cable modems to a cable
modem termination system are illustrated in FIGS. 27 and
29-32, which depict certain exemplary embodiments thereof.
FIGS. 26 and 28 depict prior art contemporary communica-
tions circuitry.

[0308] Referring now to FIG. 26, according to contempo-
rary practice a cable modem termination system includes a
plurality of demodulators 700a-700~ which receive modu-
lated data which is input from a plurality of cable modems via
a common transmission medium. The demodulators 700a-
7007 provide a demodulated data output for the frequency
division multiplexed (FDM) upstream channels via which
data is transmitted from the plurality of cable modems to the
cable modem termination system (CMTS). The cable
modems communicate with the cable modem termination
system via time division multiple access (IDMA), wherein a
plurality of cable modems communicate with each demodu-
lator 700a-700% and wherein the cable modems associated
with each demodulator 700a-7007 are distinguished from
those associated with a different demodulator via frequency
division multiplexing (FDM).

[0309] Referring now to FIG. 27, according to the present
invention monitoring circuit 336 of the cable modem system
10 monitors the ability of each FDM channel to reliably
transmit data at a desired data rate. That is, a parameter which
is indicative of channel quality is periodically monitored so as
to determine the ability of the channel to facilitate upstream
data communications. The channel monitoring function is,
for example, incorporated into each individual burst receiver,
of which there are typically eight per cable modem termina-
tion system. The averaging and statistic gathering function is
may be common to all channels, and thus may reside separate
from the individual burst receivers.
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[0310] As used herein, channel quality is defined as the
ability of a channel to transmit data reliably thereon, such that
higher quality channels transmit data reliably at a higher data
rate than lower quality channels.

[0311] When a quality of the channel, such as signal-to-
noise (SNR) is determined to be above a predetermined
threshold value, then a first modulation method is utilized for
that upstream channel. When the quality of a channel is deter-
mined to be less than that of the predetermined threshold
value, then a second modulation method is utilized. The first
modulation method is capable of providing a higher data rate
than the second modulation method. According to the illus-
trated embodiment of the present invention, first modulation
method has a larger constellation size than the second modu-
lation method. According to the exemplary embodiment of
the present invention, the first modulation method encom-
passes 16-QAM and the second modulation method encom-
passes QPSK (4-QAM). Thus, according to the present inven-
tion, a constellation size is selected which is dependent upon
transmission medium characteristics, such that the data rate
of communications on each channel tends to be enhanced.
[0312] Alternatively, more than two different modulation
methods may be utilized. Thus, a plurality of different modu-
lation methods, wherein each individual modulation method
is generally better suited for a different range of channel
quality, may be utilized. In this manner, the efficiency of data
communications is yet further enhanced.

[0313] The modulation method utilized for each upstream
channel is communicated from the monitoring circuit 336 to
each demodulator 7004-700% of the cable modem termina-
tion system and is also inserted into the downstream message
flow such that the modulation method is communicated to
each cable modem 12, thereby facilitating modulation by
each cable modem with the desired modulation method.
Thus, each cable modem 12 includes a demodulator 715 for
demodulating downstream data transmissions from the cable
modem termination system 10 and also includes a modulator
716 for modulating upstream data transmissions. A control
circuit 717 of the cable modem 12 controls the modulation
method utilized by the modulator 716 and also controls the
physical layer parameters such as forward error correcting
gain and guard time.

[0314] According to one exemplary embodiment of the
present invention, the step of periodically monitoring a plu-
rality of channels contemplates periodically monitoring a
signal-to-noise ratio for each of the monitored channels. The
signal-to-noise ratios are monitored over a plurality of sepa-
rate communications bursts and an average of the signal-to-
noise ratios is formed from the individual measurements.
This average is compared to the predetermined threshold
value so as to determine whether or not a change is to be made
to the modulation method.

[0315] In an exemplary aspect of the invention, the prede-
termined signal-to-noise ratio threshold value is approxi-
mately 20 dB. Thus, if the signal-to-noise ratio is equal to or
greater than 20 dB, then the first modulation method is uti-
lized and when the signal-to-noise ratio is less than 20 dB,
then the second modulation method is utilized.

[0316] In particular, the monitoring circuit 336 defines a
portion of the cable modem termination system. Alterna-
tively, the monitoring circuit 336 may be separate from the
cable modem termination system, but might be located gen-
erally proximate thereto, such that an accurate assessment of
each channel’s ability to transmit data may be performed.

Jun. 9, 2016

[0317] According to another exemplary embodiment of the
present invention, the step of periodically monitoring a plu-
rality of channels contemplates periodically monitoring
channel noise power. Thus, channel noise power may be
monitored and compared to a predetermined threshold value
so as to determine which modulation method is to be utilized.
Channel noise may be monitored in addition to signal-to-
noise ratio (SNR) and/or any other desired parameter which is
indicative of channel quality, such as channel statistics. Thus,
any desired combination of parameters indicative of channel
quality may be utilized according to the method of the present
invention.

[0318] According to yet another exemplary embodiment of
the present invention, the step of periodically monitoring a
plurality of channels contemplates periodically monitoring
channel statistics for each of the monitored upstream chan-
nels. Examples of the statistics which may be monitored for
each upstream channel include the number of packets unde-
tected, the number of packets with corrected errors, the num-
ber of packets with uncorrected errors, the number of forward
error correction blocks with corrected errors, and the number
of forward error correction blocks with uncorrected errors.
Combinations of these criteria and/or other desired criteria
may similarly be monitored. Thus, it will be appreciated that
such channel statistics provide an indication of the quality of
an upstream channel which may be utilized to determine
which modulation method may be utilized to reliably and
efficiently transmit data upon that channel.

[0319] Optionally, at least one physical layer parameter of
a channel may be changed in response to a change in quality
of the channel. For example, forward error correcting gain
and/or the guard time associated with a channel may be
changed in response to a change in the quality of the channel.
This change in the physical layer parameter may be either in
addition to or separate from any change in modulation meth-
ods.

[0320] Although periodic monitoring of one or more
parameters indicative of channel quality is performed accord-
ing to the exemplary embodiment of the present invention,
those skilled in the art will appreciate that continuous moni-
toring at such parameters may alternatively be utilized, if
desired.

[0321] Referring now to FIG. 28, a prior art method for
receiving modulated data at a cable modem termination sys-
tem from a transmission medium, such as a coaxial cable, and
for converting that received modulated data into digital data
suitable for computer use includes demodulating the modu-
lated data via an upstream burst receiver 333 and providing
the demodulated data to medium access control (MAC) 213.
Medium access control (MAC) 13 controls access of the cable
modem termination system to the transmission medium and
provides a digital data output representative of a message
transmitted from a cable modem.

[0322] Theupstream burst receiver is configured so as to be
capable of demodulating both QPSK and 16-QAM modula-
tion formats within a TDMA frame. According to contempo-
rary methodology, the upstream burst receiver 333 is config-
ured so as to demodulate modulated data from the
transmission medium according to a single, predetermined
modulation method. The predetermined modulation method
must be selected such that it provides reliable data transmis-
sion for a wide range of transmission medium conditions. Of
course, this necessitates that a modulation technique which
provides reliable data transmission even under the worst
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expected transmission medium conditions must be utilized.
As those skilled in the art will appreciate, such a modulation
technique, QPSK for example, does not provide the enhanced
data rates which may be possible when better medium con-
ditions are present. That is, when only a single modulation
method is utilized, then data rate must typically be sacrificed
in order to provide the desired reliability.

[0323] Thus, in order to limit interruptions to upstream
communications, cable modem systems typically utilize an
upstream modulation method which is compatible with the
lowest expected channel quality. However, as those skilled in
the art will appreciate, such worst case modulation methods
(QPSK, for example) are inherently inefficient at higher
channel qualities. The modulation methods used for lower
channel qualities provide reduced bit rates, while the modu-
lation methodology suitable for higher channel qualities pro-
vide higher bit rates.

[0324] It is important to recognize that upstream data com-
munications are characterized by a plurality of different time
division multiplexed channels, wherein each individual chan-
nel originates from a different cable modem or a different
group of cable modems. Because the transmission path
between the cable modem termination system and each indi-
vidual cable modem is not identical (even though a common
coaxial cable may be utilized along some portion of the path),
variations in channel quality occur. Thus, a wide variation in
channel quality among channels, i.e., cable modems, is typi-
cal. These variations may occur because, for example, some
of the cable modems and/or their links to the common coaxial
cable are located proximate noise sources.

[0325] Referring now to FIG. 29, according to the present
invention the cable modem termination system includes a
spectrum management/allocation circuit 340 which at least
periodically monitors the plurality of upstream channels for
at least one parameter which is indicative of channel quality.
For example, spectrum management/allocation circuit 340
may receive signal-to-noise ratio or channel power values
from the upstream burst receiver 333. Alternatively, the spec-
trum management/allocation circuit 340 receives packet/FEC
status from an upstream MAC/PHY channel statistics circuit
334. The upstream MAC/PHY channel statistics circuit 334
receives the output of the upstream burst receiver prior to the
output of the upstream burst receiver being provided to the
medium access control 213 and the upstream MAC/PHY
channel statistic circuit 334 calculates the packet/FEC statis-
tics, which is then provided to spectrum management/alloca-
tion circuit 340.

[0326] Any desired combination of signal-to-noise ratio,
channel power, packet statistics and/or forward error correc-
tion statistics may be utilized as the parameter which is
indicative of channel quality.

[0327] Such monitoring of the signal-to-noise (SNR),
channel power, and/or packet/FEC statistics facilitates the
determination of which modulation method, e.g., QPSK or
16-QAM, is to be utilized as long as the quality of the channel
is deemed to be sufficiently good to facilitate the use of such
modulation methods. When the quality of the channel is
insufficient to facilitate the use of the smallest constellation
size, i.e., QPSK, then the spectral allocation of the channel is
changed, as discussed in detail below.

[0328] Optional averaging circuit 346 averages a plurality
of signal-to-noise (SNR) or channel power measurements to
compensate for short term fluctuations therein.
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[0329] When a change in modulation method is indicated,
then the new modulation method is transmitted from a switch
circuit 345 of the spectrum management/allocation circuit
340 to the upstream burst receiver 333 and is also transmitted
to the affected cable modem via downstream message flow, as
mentioned above.

[0330] When the quality of a channel is determined to be
sufficiently poor (such that even QPSK will not provide reli-
able data transmission), then that channel may be movedto a
different frequency allocation. When this occurs, the new
upstream channel frequency is transmitted to the upstream
burst receiver 333 and is also transmitted to the affected cable
modem via downstream message flow.

[0331] A bandwidth selection circuit 348 of the spectrum
management/allocation circuit 340 thus facilitates the imple-
mentation of fine frequency agility and the switch 345. The
bandwidth selection circuit 348 determines the bandwidth of
each downstream channel and the switch 345 effects switch-
ing to the desired channel by the upstream burst receiver 333.
The upstream spectrum is divided into a plurality of upstream
channels and wherein each channel is characterized as having
a bandwidth which is less than or equal to 0.5 MHz.

[0332] According to the fine frequency agility aspect of the
present invention, the spectrum management/allocation cir-
cuit 340 monitors the upstream channels for at least one
parameter which is indicative of the quality of each monitored
upstream channel and moves communications from a used
channel to an unused channel when the monitored parameter
indicates that the quality of the used channel is below a
predetermined threshold value.

[0333] Thus, according to the present invention, 16-QAM
is the baseline or default modulation method and QPSK is the
fall-back modulation method, which is utilized only when
channel quality is insufficient to support upstream data trans-
mission utilizing 16-QAM. Channel reallocation is the fall-
back method used when channel quality is insufficient for the
use of QPSK.

[0334] The use of 16-QAM enhances channel bandwidth
efficiency by a factor of 2, typically from approximately 1.6
bits/Hz to approximately 3.2 bits/Hz, while providing
approximately 25 percent excess bandwidth. For example,
theuse of 16-QAM provides up to 20.48 Mbps at 5.12 Mbaud.
[0335] However, itis important to appreciate that the detec-
tion of 16-QAM is much more difficult than the detection of
QPSK, since the demodulation is amplitude sensitive, as well
as phase sensitive when utilizing 16-QAM, whereas demodu-
lation is only phase sensitive when utilizing QPSK.

[0336] It is expected that the above discussed combination
of variable constellation size and fine frequency agility, i.e.,
dynamic channel allocation, will enhance channel bandwidth
efficiency substantially.

[0337] Itisimportant to understand that the upstream band-
width in a hybrid fiber/coaxial (HFC) network is a scarce
resource. The bandwidth itself is comparatively small (ap-
proximately 37 MHz as compared to the much greater band-
width of approximately 814 MHz for the downstream band).
The upstream band is shared by a plurality of cable modems
and may be shared by other services, such as cable telephony,
as well. Further, channel impairment such as ingress noise
make burst transmission difficult.

[0338] Thus, the use of spectrum management according to
the present invention facilitates reconfiguration of radio fre-
quency (RF) channels in a manner such that the RF channels
are not impaired by ingress or the like and also are not utilized
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by other services. When channel impairments such as ingress
noise do occur, the channel can be reconfigured or moved to
an unaffected radio frequency or channel.

[0339] According to the present invention, on-going chan-
nel monitoring, based upon the use of packet-based statistics
and/or signal-to-noise ratio (SNR) and/or channel noise
power is performed by the upstream receiver or cable modem
termination system. By performing such monitoring at the
cable modem termination system, spectrum analysis is pro-
vided at a single location and the need for an expensive,
external spectrum management unit is eliminated.

[0340] Examples of the types of statistical information
which may be utilized by the spectrum management/alloca-
tion circuit 340 to determine whether channel quality is suf-
ficient to support 16-QAM, sufficient to support QPSKI or
channel quality is insufficient to support either 16-QAM or
QPSK and the channel must therefore be moved to a different
spectral allocation, e.g., frequency band are provided below:

Statistics

[0341] Number of packets (total)

[0342] Number of packets undetected (no unique word)
[0343] Number of packets with corrected errors

[0344] Number of packets with uncorrectable errors
[0345] Number of FEC blocks (total)

[0346] Number of FEC blocks with corrected errors
[0347] Number of FEC blocks with uncorrectable errors
[0348] Referring now to FIG. 30, upstream channel quality

information can also be used to facilitate the changing of
physical layer parameters in real time. FIG. 30 shows Reed
Solomon coding gain for various Ts for 16-QAM where
K=64 bytes. It is clear that as coding gain increases (increas-
ing T), the probability of incurring a data transmission error
P(e) decreases for any given signal-to-noise ratio.

[0349] The ability to change physical layer parameters in
real time allows a given channel to be optimized when the
channel quality is not low enough so as to require either a
change in modulation method or to necessitate that the chan-
nel be moved. Thus, according to the present invention, for-
ward error correction (FEC) coding gain is increased and/or
longer guard times are provided so as to facilitate reliable data
transmission on such channels. Of course, it is understood
that as the number of forward error correcting parity bytes is
increased, coding gain is correspondingly increased for a
given size of the information bytes.

[0350] Referring now to FIG. 31, the upstream transmitter
of each cable modem and the burst receiver of the cable
modem termination system utilize fine frequency agility so as
to enhance the overall data throughput of the upstream band.
Fine frequency agility includes both channel reallocation (so
as to avoid channels having poor quality) and the definition of
channels with a fine frequency resolution (so as to enhance
the efficiency with which the frequency spectrum is divided
among channels).

[0351] Thus, according to the present invention, fine fre-
quency agility facilitates the definition of channels in the
upstream band with a resolution of a few Hz. According to the
present invention, upstream channels are characteristically
defined in increments of about 1.0 Hz. Such fine tuning capa-
bility is particularly beneficial in the low frequency portion of
the upstream band, where narrowband ingress is frequently
present.

[0352] The use of such fine frequency agility facilitates the
precise definition of upstream channels such that the usable
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upstream bandwidth is enhanced. That is, upstream channels
can be defined such that the bandwidth of each upstream
channel is as large as possible without including those por-
tions of the upstream frequency spectrum which include nar-
rowband interference. Thus, such fine tuning of the available
spectrum mitigates waste due to unused, but otherwise good,
i.e., not noisy, bandwidth proximate narrowband ingress.
Such waste inherently results from the use of coarser spec-
trum division.

[0353] The ability to define upstream channels in this man-
ner is substantially dependent upon the resolution with which
the channels may be defined. Thus, the finer the resolution for
defining the channels, the more readily such channels may be
defined in a manner which optimizes the bandwidth (by miti-
gating waste of the available spectrum) thereof while still
excluding undesirable narrowband interference.

[0354] Further, the carrier frequency may be fine tuned so
as to avoid such interference in a non-uniform fashion. That
is, each individual channel in the upstream band need not
have the same bandwidth. Rather, non-uniform bandwidths
may be utilized so as to tend to optimize the overall upstream
data throughput.

[0355] It is important to note that the existing DOCSIS/
IEEE specification only facilitates the allocation of upstream
symbol rates (which are proportional to the upstream channel
bandwidths) according to powers-of-two. That is, each
greater symbol rate is, according to DOCSIS/IEEE specifi-
cations, twice that of the preceding symbol rate. Thus, the
DOCSIS/IEEE specifications do not facilitate enhancement
of overall data throughput, as does the present invention.
According to the present invention, symbol rates, e.g., band-
widths, may be varied in a nearly continuous manner, e.g., in
1.0 Hz increments. The ability to change symbol rates in such
a near-continuous manner is a direct result of such fine fre-
quency agility, wherein the bandwidth of each upstream
channel can be defined to a resolution of a few Hz.

[0356] The ability to vary the upstream symbol rate accord-
ing to other than powers of two is particularly important
where multiple data rates, such as those frequently required
by modem applications, are not themselves defined in powers
of two.

[0357] Further, in the upstream band, where undesirable
ingress in a channel frequently inhibits uniform channeliza-
tion, being able to vary the data rate in a generally arbitrary
manner allows data carrier frequencies to be positioned in
between two narrowband interferences in a manner which
tends to optimize the bandwidth thereof, so as to enhance
overall data throughput of the upstream band.

[0358] An example of variable symbol rates between 100
kBaud to 5.12 Mbaud which are supported by the upstream
channel is provided below:

Symbol Rate  Channel Width ~ QPSK Date Rate  16-QAM Date Rate
(kysnvsec.)  (kHz, a =25%) (kbits/sec.) (kbits/sec.)
128 160 256 512
160 200 320 640
256 320 512 1,024
320 400 640 1,280
512 640 1,024 2,048
640 800 1,280 2,560
1,024 1,280 2,048 4,096
1,280 1,600 2,560 5,120
2,048 2,560 4,096 8,192
2,560 3,200 5,120 1,0240
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-continued
Symbol Rate  Channel Width ~ QPSK Date Rate  16-QAM Date Rate
(kysmv/sec.)  (kHz, a =25%) (kbits/sec.) (kbits/sec.)
4,096 5,120 8,192 16,384
5,120 6,400 10,240 20,480
[0359] As further shown in FIG. 31, a bad radio frequency

(RF) channel 701 is moved to an unused portion 702 of the
spectrum when the channel power, e.g., spectral density, of
the bad channel exceeds a predetermined threshold level 703
or when any other monitored parameter indicates that channel
quality is below a predetermined threshold. In this manner,
channels are reallocated to portions of the spectrum having a
higher quality and data throughput is enhanced.

[0360] The band, i.e., portion of the spectrum, to which
such a channel is moved is the best channel available at that
time. In this manner, channelization tends to utilize the best
available channels and the data rates supported by each such
best available channel tend to be maximized. Thus, the overall
upstream data rate is substantially enhanced.

[0361] Alternatively, when a channel is moved away from a
spectral location where the measured parameter which is
indicative of channel quality indicates that the quality of the
channel is below the predetermined threshold, then the new
channel may be assigned by any desired method or even may
be assigned arbitrarily, as long as the quality of the spectral
location to which the channel is moved is above the predeter-
mined threshold.

[0362] Referring now to FIG. 32, dynamic channel alloca-
tion control flow starts at block 704, The process continues for
a predetermined evaluation time as shown by decision block
705, wherein a loop is incurred until the predetermined evalu-
ation time has been exceeded. The evaluation time is that time
during which upstream channels are monitored, so as to deter-
mine whether or not they are suitable for continued and/or
future use. The evaluation time may be determined empiri-
cally.

[0363] During the evaluation time, if the number of unde-
tected packets exceeds a predetermined threshold, as shown
by decision block 706, then the signal-to-noise ratio is
checked. If the signal-to-noise ratio is less than a predeter-
mined threshold, then the symbol rate and constellation for a
new, unused upstream channel is determined as shown in
block 712 and a channel reallocation message is sent to all
cable modems in the frequency channel as shown in block
714.

[0364] Ifthesignal-to-noise ratio is not less than the thresh-
old, then the modulation for the upstream channel is changed
to QPSK as shown in block 711.

[0365] Similarly, when the number of uncorrectable pack-
ets exceeds a predetermined threshold as shown in decision
block 707, then the signal-to-noise ratio is compared to a
predetermined threshold as shown in decision block 710 and
symbol rate and constellation for a new upstream channel is
determined as shown in block 712 when the signal-to-noise
ratio is less than the predetermined threshold and the channel
modulation method is changed to QPSK when the signal-to-
noise ratio is not greater than the predetermined threshold, as
shown in block 710.

[0366] When the signal-to-noise ratio is less than a prede-
termined threshold as shown in decision block 708, then the
number of corrected packets is checked. When the signal-to-
noise ratio is not greater than the predetermined threshold,
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then the process repeats. When the number of corrected pack-
ets is greater than a predetermined threshold as shown in
decision block 709, then the signal-to-noise ratio is checked
with respect to the predetermined threshold as shown in deci-
sion block 710. When the number of corrected packets is not
greater than the predetermined threshold, as shown in deci-
sion block 709, then the process repeats.

[0367] A spectrum analyzer 713 may be used to define the
next available channel. The next available channel is that
unused channel which is best suited for upstream communi-
cations. The local spectrum analyzer 713 may determine
which unused channel is best suited for next use by looking at
the signal, or the power thereof, which is present upon the
used channel. Of course, that unused channel having the
lowest signal or power is most likely best suited for use next.
[0368] Referring now to FIG. 33, CMTS dynamic channel
allocation control flow is shown. Dynamic channel allocation
starts 660, then waits 661 while two independent flow paths
execute. According to the left flow path, a determination is
made if the channel being monitored is bad, as shown in
decision block 662. If the channel is not bad, then the process
returns to the wait 661 state while right control path continues
to execute. If the channel is bad, then the constellation is set to
QPSK as shown in block 663 and ingress cancellation is
applied on a per channel basis as shown in block 664.
Intersymbol interference (ISI) mitigation is applied on a per
user basis as shown in block 665.

[0369] If the signal-to-noise ratio is greater than a prede-
termined QPSK threshold, as indicated in decision block 666,
then a final constellation is assigned as shown in block 671
and the left control path returns to the wait state 661.

[0370] If the signal-to-noise ratio is not greater than the
QPSK threshold, then the next available channel is provided,
as shown in decision block 667. The spectrum manager 668
controls this function. As shown by block 670, the next avail-
able channel is assigned as the new channel for upstream
transmission. If no next channel is available, then a new
symbol rate is assigned as shown in block 669.

[0371] As shown in the right control path, after the wait
state 661 is entered, then each channel is checked on a per user
basis as shown in block 672. If each channel, on a per user
basis, is not found to be bad, then the wait state 661 is re-
entered. If a channel is found to be bad on a per user basis,
then ISI mitigation is employed on a per user basis as shown
in block 673.

[0372] The channel quality evaluation criteria include the
use of undetected packets as indicating a bad SNR, uncor-
rectable packets as indicating a marginal SNR and corrected
packets as indicating an acceptable SNR. The equalizer
acquisition time is configured such that ISI equalization is
performed in less than 100 symbols and the ingress canceller
is effective in 100 to 1,000 symbols.

[0373] It is understood that the exemplary method and
apparatus described herein and shown in the drawings repre-
sents only presently illustrative embodiments of the inven-
tion. Indeed, various modifications and additions may be
made to such embodiments without departing from the spirit
and scope of the invention. For example, those skilled in the
art will appreciate that various other measures of channel
quality may be utilized for determining which modulation
method is to be utilized upon a given channel and to determine
whether or not the spectral allocation of the channel should be
changed. For example, the reliability with which various dif-
ferent types of messages are received may be measured so as
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to provide such an indication of channel quality. Further,
various different modulation methods, other than QPSK and
16-QAM, may be utilized. For example, the present invention
may be utilized with 32-QAM, 64-QAM and 256-QAM.
Thus, these and other modifications and additions may be
obvious to those skilled in the art and may be implemented to
adapt the present invention for use in a variety of different
applications.

Cable Modem Termination System Upstream MAC/PHY
Interface

[0374] Referring now to FIG. 34, the present invention
generally includes an interface between the physical layer
burst receiver 332 and the MAC 213 of a cable modem ter-
mination system 10 which is in communication with a plu-
rality of cable modems 12. The interface between the burst
receiver 332 and the MAC 213 includes a data interface for
communicating data from the burst receiver 332 to the MAC
213, an error information interface for communicating error
information from the burst receiver 332 to the MAC 213 and
a slot timing and data type interface for communicating infor-
mation from the MAC 213 to the burst receiver 332, as
described in detail.

[0375] Referring now to FIG. 36, the contents of a MAP
protocol data unit (PDU) 487 are shown. The MAP PDU 487,
which is transmitted on the downstream channel by the cable
modem termination system 10 (FIG. 27) to all of the cable
modems 12 on a given frequency channel, contains the time
slot allocations for at least some of the cable modems 12
which have previously sent a request to transmit one or more
data packets to the cable modem termination system 10.
When the channel bandwidth is sufficient, in light of the
number of such requests received by the cable modem termi-
nation system 10, then the cable modem termination system
10 allocates a time slot for each such requesting cable modem
12.

[0376] Further, the MAP PDU 487 at least occasionally
defines at least one request contention region 486 and gener-
ally also contains a plurality of cable modem transmit oppor-
tunities 488 within the upstream channel 491. A maintenance
region 490 may also be defined by the MAP PDU 487 within
the upstream channel 491, as discussed in detail below.
[0377] The request contention region 486 includes at least
one time area within which the cable modems 12 transmit
their requests to transmit data packets to the cable modem
termination system 10. Each of the cable modem transmit
opportunities 488 define a time slot within which a designated
cable modem 12 is permitted to transmit the data packet for
which it previously sent a request to the cable modem termi-
nation system 10.

[0378] Additionally, one or more optional transmit conten-
tion regions (not shown) may be provided wherein cable
modems 12 may contend for the opportunity to transmit data
therein. Such transmit contention regions are provided when
sufficient bandwidth is left over after the MAP PDU 487 has
allocated transmit opportunitics 488 to all of those cable
modems 12 which have requested a time slot allocation. Thus,
transmit contention regions are generally provided when
upstream data flow is comparatively light.

[0379] Theupstream channel 491, is divided into a plurality
of'time intervals 110, each of which may optionally be further
subdivided into a plurality of sub-intervals 489. The upstream
channel 491 is thus partitioned so as to facilitate the definition
of'time slots, such that each of a plurality of cable modems 12
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may transmit data packets to the cable modem termination
system 10 without interfering with one another, e.g., without
having data collisions due to data packets being transmitted at
the same time.

[0380] Thus, the use of a MAP 487 PDU facilitates the
definition of time slots 92. Each time slot 92 may be used for
any desired predetermined purpose, e.g., as a request conten-
tion region 486 or a transmit opportunity 488. Each time slot
92, as defined by a MAP PDU 487, includes a plurality of time
intervals 110 and may additionally comprise one or more
sub-intervals 489 in addition to the interval(s) 110. The num-
ber of intervals 110 and sub-intervals 489 contained within a
time slot 92 depends upon the contents of the MAP PDU 487
which defines the time slot 92. The duration of each interval
110 and sub-interval 489 may be defined as desired. Option-
ally, each sub-interval 489 is approximately equal to a media
access control (MAC) timing interval. Each MAP PDU 487
defines a frame and each frame defines a plurality of slots 92.
[0381] Thebeginning of each sub-interval 489 is aligned in
time with the beginning of each interval 110 and each interval
110 typically contains an integral number of sub-intervals
489.

[0382] Typically, the request contention region 486 and
each cable modem transmit opportunity 488 includes a plu-
rality of integral time intervals 110. However, the request
contention region 486 and/or the cable modem transmit
opportunity 488 may alternatively include any desired com-
bination of intervals 110 and sub-intervals 489.

[0383] Thus, according to the present invention, each
request contention region 486 may be utilized by a plurality of
the cable modems 12 to request one or more time slot alloca-
tions which facilitate the transmission of one or more data
packets during the subsequently allocated transmit opportu-
nity 488 of cable modem 12.

[0384] Each datapacket may contain only data, although an
extended data packet may be defined to include both data and
a preamble. The preamble is typically stripped from an
extended packet by the cable modem termination system 10
and the data in the packet is then processed by a central
processing unit of the cable modem termination system 10.
[0385] The duration of the request contention region 486 is
typically variable, such that it may be sized to accommodate
the number of cable modems 12 expected to request time slot
allocations from the cable modem termination system 10. The
duration of the request contention region 486 may thus be
determined by the number of requests transmitted by cable
modems as based upon prior experience.

[0386] The allocation of time slots 92 defined by cable
modem transmit opportunities 488 may optionally be
defined, at least in part, on the basis of priorities established
by the cable modem termination system 10 for different cable
modems 12. For example, priorities may be established for
individual cable modems 12 on the basis of an election made
by the subscribers, which is typically dependent upon the type
of'service desired. Thus, a subscriber may elect to have either
a premium (high priority) service or a regular (low priority)
service.

[0387] Alternatively, priorities may be established by the
cable modem termination system 10 for the cable modems
based upon size and number of cable modem transmit oppor-
tunities 488 historically requested by the subscribers. Thus, a
cable modem that typically requires a large number of time
intervals 110 may be defined as a high priority user, and thus
given priority in the allocation of time slots within a cable
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modem transmit opportunity 488, based upon the assumption
that such large usage is indicative of a continuing need for
such priority, e.g., is indicative that the subscriber is utilizing
cable television, pay-per-view or the like. Alternatively, the
cable modem termination system may assign such priorities
based upon the type of service being provided to each cable
modem. Thus, for example, when cable television or pay-per-
view is being provided to a cable modem, then the priority of
that cable modem may be increased, so as to assure uninter-
rupted viewing. The priority associated with each cable
modem 12 may determine both the size of time slots allocated
thereto and the order in which such allocations are performed.
Those allocations performed earlier in the allocation process
are more likely to be completely filled than those allocations
performed later in the allocation process. Indeed, allocations
performed later in the allocation process may go unfilled,
when the bandwidth of the channel is not sufficient to facili-
tate allocation of time slots for all requesting cable modems
12.

[0388] Time slots which define the maintenance region 490
are optionally provided in a MAP 487. Such maintenance
regions 490 may be utilized, for example, to facilitate the
synchronization of the clocks of the cable modems with the
clock of the cable modem termination system. Such synchro-
nization is necessary in order to assure that each cable modem
12 transmits only within its allocated time slots, as defined by
each cable modem’s transmit opportunity 488.

[0389] The request contention region 486, cable modem
transmit opportunity 488, and maintenance region 490 typi-
cally begin at the beginning of an interval 110 and end at the
end of an interval 110. However, each request contention
region 486, cable modem transmit opportunity 488, and
maintenance region 490 may begin and end anywhere as
desired.

[0390] Thus, according to the present invention, variable
duration request contention regions 486, cable modem trans-
mit opportunities 488 and maintenance regions 490 are pro-
vided. Such variable duration request contention regions 486,
transmit opportunities 488, and maintenance regions 490
facilitate flexible operation of the cable modem system and
enhance the efficiency of data communications on the cable
modem system by tending to mitigate wasted channel capac-
ity.

[0391] The current MAP 170 is transmitted in the down-
stream channel 485 after transmission of a previous MAP 91a
and before any subsequent MAP 91b. Data, such as data
packets associated with web pages, e-mail, cable television,
pay-per-view television, digital telephony, etc. are transmit-
ted between adjacent MAPs 914, 170, 9156. The contents of
each cable modem transmit opportunity 488 optionally
includes data and a preamble. The data includes at least a
portion of the data packet for which a request to transmit was
sent to the cable modem termination system 10. The preamble
typically contains information representative of the identifi-
cation of the cable modem 12 from which the data was trans-
mitted, as well as any other desired information.

[0392] The data and the preamble do not have to occupy the
full time interval of the cable transmit opportunity 488. Guard
bands 209 (FIG. 68) are optionally provided at the beginning
and end of each slot, so as to decrease the precision with
which time synchronization between the cable modem termi-
nation system and each cable modem must be performed.
Thus, by providing such guard bands, some leeway is pro-
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vided in the transmit time during which each cable modem
inserts its data packet into the upstream channel 191.

[0393] Referring now to FIG. 37, the interrelationship of
the MAC frame 179 of the MAC layer and the frames 128,
each of which contain at least one, generally a plurality, of
data 122 and forward error correction (FEC) 494 portions
which, taken together, occupy an allocated time slot 92 (FIG.
36) which defines a request contention region 486.

[0394] Each MAC frame 179 further includes, at the physi-
cal layer, PHY overhead portion 120. The PHY overhead
portion 120 contains physical layer overhead information.
[0395] Additional PHY overhead portion 126 generally
follows the forward error correction (FEC) portion 494 and
optionally includes a guard band 209 which reduces the accu-
racy with which synchronization of the cable modems must
be performed. That is, the guard band of the physical over-
head portion 126 provides a tolerance, such that the cable
modems 12 do not have to transmit precisely within their
allocated time slots 92.

[0396] Each MAC frame 179 includes at least one PHY
overhead portion 120, one data portion 122 and forward error
correcting (FEC) portion 494. Optionally, each MAC frame
179 may include a plurality of data portions 122 and corre-
sponding forward error correcting (FEC) portions 494, if
desired.

[0397] Referring now to FIG. 38, a block diagram shows
how the cable modem termination system 10 at headend 1012
processes the priorities of requests made by the cable
modems 12 to send data to the cable modem termination
system 10. As indicated by block 130, the cable modem
termination system 10 sends an initial or current MAP 170
(FIG. 36) based upon data previously collected from the cable
modems 12 during the sending of a MAP 91a previous to the
current MAP 170. At the same time, the cable modem termi-
nation system 10 sets the time for the MAP 915 subsequent to
the current MAP 170. The time for the subsequent MAP 915
is based upon the time for the sending of the current MAP 170
and is set for a time after the sending of the current MAP.
[0398] As indicated by block 132, the cable modem termi-
nation system 10 collects collision statistics for the subse-
quent MAP 915 while the initial or current MAP 170 is being
processed. These statistics indicate collisions in time between
bursts from different cable modems 12. When the current
time becomes greater than the subsequent MAP time, as
indicated in block 131, then the MAP building process begins
as indicated in block 134.

[0399] When an upstream request arrives as represented by
a block 135, the requests for sending data in the subsequent
MAP 915 are then processed to determine if the requests are
high priority bandwidth requests (block 136 or low priority
bandwidth requests (block 137). If the request is a high pri-
ority bandwidth request, the request is placed in a high prior-
ity bandwidth request queue as indicated by a block 138. If
the request is a low priority bandwidth request, the request is
placed in a low priority bandwidth request queue as indicated
at block 139.

[0400] When a request is placed in either a high priority
bandwidth request queue 138 or a low priority bandwidth
request queue 139, a portion of the MAC, depicted as a line
140, provides a sequence for collecting collision statistics for
the subsequent MAP 915. Such a sequence is also provided
when a request is processed and is found to be neither a high
priority bandwidth request 136 nor a low priority bandwidth
request 137.
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[0401] Referring now to FIGS. 39 and 40, the construction
of'aframeis shown. As shown in block 143, requests are made
by the cable modems 12 in a request contention region 486
(FIG. 36) of a first MAP for the grant or allocation by the
cable modem termination system 10 to the subscribers of
Information Elements (IE). An Information Element may be
considered to be the same as a region. A maintenance oppor-
tunity is optionally provided as shown at block 144. Such
maintenance opportunities may, for example, be used to syn-
chronize the operation of the cable modem 12 with the opera-
tion of the cable modem termination system 10. As previously
indicated, this maintenance opportunity may be provided
only periodically.

[0402] A determination is then made at block 146 as to
whether the high priority request queue is empty. If the
answer is No with respect to the high priority request queue,
a determination is then made at block 147 as to whether the
frame length is less than a desired length. If the answer is Yes,
the request of the subscriber to transmit data is granted and the
frame length is incremented by the size of the data requested
at block 148.

[0403] If the high priority request queue is empty, a deter-
mination is made at block 149 as to whether the low priority
request queue is empty. I[f the answer is No, a determination is
made at block 154 as to whether the frame length will be less
than the desired length. If the answer is Yes with respect to the
low priority request queue, the request of the cable modem 12
to transmit data to the cable modem termination system 10 is
granted and the frame length is incremented by the size of the
grant. This is indicated at block 156.

[0404] It may sometimes happen that the frame length will
be at least equal to the desired length when the request with
respect to the high priority request queue is introduced to the
block 147. Under such circumstances, the request is not
granted and a determination is then made as to whether the
low priority request queue is empty. Similarly, if the frame
length will be greater than the desired frame length when a
request with respect to the low priority request queue is made,
the request is not granted. An indication is accordingly pro-
vided on a line 157 when the high priority request queue and
the low priority request queue are both empty or when the
frame length will be at least as great as the desired length.
[0405] When the high priority request queue and the low
priority request queue are both empty or when the frame
length will be at least as great as the desired length upon the
assumed grant of a request, a determination is made, as at
block 158 (FIG. 40) as to whether the request queues are
empty. This constitutes an additional check to make sure that
the queues are empty. If the answer to such determination is
No, this indicates that the frame length will be greater than the
desired frame length upon the assumed grant of a request.
Under such circumstances, a grant of a zero length is provided
in the MAP 170 for each request in each queue. This zero
length grant is provided so that the headend can notify the
subscriber that the request has not been granted but was
received by the headend. In effect, a zero length grant consti-
tutes a deferral. The request was seen, i.e., not collided, but
not granted yet. It will be granted in a subsequent MAP 915.
[0406] If a determination is made as at block 158 that the
request queues are empty, a determination is then made at
block 162 as to whether the frame length will be less than the
desired frame length. If the answer is Yes, the frame is padded
to the desired length with data from a contention data region
168 (FIG. 42) in the frame, as indicated at block 164. The
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contention data region 168 constitutes an area of reduced
priority in the frame. It provides for the transmission of data
from the cable modems 12 to the cable modem termination
system 10 via available slots in the frame where cable
modems have not been previously assigned slots by the cable
modem termination system 10. The contention data region
does not require a grant by the cable modem termination
system 10 of a request from a cable modem 12 as in the
request contention data region 486 in FIG. 36. Since no grant
from the cable modem termination system 10 is required, the
contention data region 168 in FIG. 42 provides faster access
to data for the subscriber than the request contention region
486. The contention data region 168 is described below in
additional detail in connection with FIGS. 42 and 43.

[0407] Available slots in a frame are those that have not
been assigned on the basis of requests from the cable modems
12. As indicated at block 185 in FIG. 40, the cable modem
termination system 10 acknowledges to the cable modem 12
that the cable modem termination system 10 has received data
from the contention data region (FIG. 41) in the frame. The
cable modem termination system 10 provides this acknowl-
edgment because the cable modem 12 would not otherwise
know that such data was not involved in a data collision and
has, indeed, has been received from the contention data
region 168.

[0408] Referring now to FIGS. 41 and 42, a block diagram
of that portion of the cable modem termination system 10
which receives requests from the cable modems 12 and which
generates MAPs in response to those requests is shown.
[0409] The contention data region 168 in FIG. 42 is
included in frame 179 defined by a MAP 170 (FIG. 36). The
frame 179 in FI1G. 42 may include a number of other regions.
One region is indicated at 172 and is designated as contention
requests region 486 in FIG. 36. It includes slots 181 desig-
nated as X in FIG. 42. In these slots 181, collisions between
request data from different cable modems 12 have occurred.
Other slots 183 in the contention request region 172 are
designated as R. Valid uncollided request data is present in
these slots. The contention request region 172 also illustra-
tively includes an empty slot 175. None of the subscribers 14
has made a request in this empty slot 175.

[0410] A cable modem transmit opportunity region 176
(corresponding to the cable modem transmit opportunity
region 488 in FIG. 36) may also be provided in the frame 179
adjacent the contention request area 172. As previously indi-
cated, individual cable modems 12 are assigned slots in this
area for data in accordance with their requests and with the
priorities given by the cable modem termination system 10 to
these requests. Optionally, the cable modem transmit oppor-
tunity region 176 may be considered as having two sub-
regions. In a sub-region 178, slots are specified for individual
subscribers on the basis of requests of a high priority. Slots are
specified in an area 180 for individual subscribers on the basis
of requests of a low priority.

[0411] The frame 179 may optionally also include a main-
tenance region 182. This corresponds to the maintenance
region 490 in FIG. 36. As previously described, the region
182 provides for a time coordination in the clock signals of
the cable modem termination system 10 and the cable
modems 12. The frame 179 additionally may optionally
include a region 184 in the contention data region 168 where
a collision has occurred. Valid data is provided in an area 186
in the frame where no collision occurred. A blank or empty
area 188 may exist at the end of the contention data region 168
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where further data could be inserted, subject to potential
collisions. It will be appreciated that the different regions in
the frame 179, and the sequence of these different regions, are
illustrative only and that different regions and different
sequences of regions may alternatively be provided.

[0412] The signals of the frame 179 from different cable
modems 12a, 126, 12¢, 12d, etc. (FIG. 42) are introduced in
upstream data processing through upstream channel 191
(FIGS. 41 and 42) to a TDMA demultiplexer 192 (FIG. 41) in
the cable modem termination system 10. After demultiplex-
ing, data in from the cable modems 124, 12¢, 124, etc. pass
from the demultiplexer 192 to a data interface 194. The sig-
nals at the data interface 194 are processed in an Ethernet
system (not shown) or the like. The operation of the MAP
generator 198 is controlled by data requests from the indi-
vidual cable modems 124, 1256, 12¢, 124, etc. and by collision
information which is indicative of the cable modems 12a,
12¢, 12d, etc. attempts to insert data in the contention data
region 168. Thus, for example, a large number of collisions
may indicate a need for a larger contention request region 172
in the subsequent MAP. Attempts to insert data in the conten-
tion data region 168 may, optionally, be utilized by the MAP
generator 198 to increase the priority of any cable modem
unsuccessfully attempting to transmit such data. The MAPs
generated by the MAP generator 198 pass through the mul-
tiplexer 196 and are broadcast by the cable modem termina-
tion system 10 to the cable modems 12a, 125, 12¢, 124.
[0413] A sample MAP 195 generated by the MAP genera-
tor 198 is generally indicated in FIG. 41. The MAP 195
includes a region 189 where the requests of the cable modems
12 for Information Elements (IE) within which to transmit
data are indicated. As previously indicated, an Information
Element (IE) may be considered to be the same as a region.
The MAP 195 also includes a region 193 where the cable
modem termination system 10 has granted the requests of the
subscribers for Information Elements to transmit data. The
MAP 195 additionally includes a contention data region 208
where the cable modem termination system 10 has given the
cable modems 12 the opportunity to transmit data in available
spaces or slots without specifying the open spaces or slots
where such transmission is to take place. An acknowledgment
region 210 is also included in the MAP 195. In this region, the
cable modem termination system 10 acknowledges to the
cable modem 12 that it has received data from the subscribers
in the available slots in the contention data region 208. As
discussed above, the cable modem termination system 10 has
to provide such acknowledgment because the cable modems
12 will not otherwise know that the cable modem termination
system 10 has received the data from the cable modems 12 in
the contention data region 208.

[0414] After the ranging process has been performed so as
to adjust the power level of at least one cable modem so as to
normalize the power of a received transmission at the cable
modem termination system, adjust the carrier frequency of
the cable modem so as to enhance channelization in the fre-
quency domain, and adjust slot timing of a transmission from
the cable modem so as to compensate for propagation delays,
data packets transmitted from the cable modem to the cable
modem termination system may be acquired by the cable
modem termination system.

[0415] As those skilled in the art will appreciate, contem-
porary cable modem termination systems include a burst
receiver, a continuous transmitter and a medium access con-
trol (MAC) for controlling access of an external device, such
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as a computer, network, or other data serving device to the
physical layer of the cable modem termination system.

[0416] In a contemporary cable modem termination sys-
tem, the burst receiver merely communicates demodulated
received data packets to the medium access control, which
forwards the received data packets to an external device.
Further communications occur between the burst receiver and
the medium access control which enhance communications
between a cable modem and the cable modem termination
system.

[0417] More particularly, information is communicated
from the MAC to the burst receiver which is representative of
parameters of received time division multiple access data.
According to one aspect of the present invention, the infor-
mation representative of parameters of the received time divi-
sion multiple access data is used by the burst receiver to
facilitate processing of the received time division multiple
access signal, as described in detail below.

[0418] According to another aspect of the present inven-
tion, time division multiple access communications are
enhanced by communicating information from the burst
receiver to the MAC. The information is representative of
error conditions related to an upstream channel, as described
in detail below.

[0419] More particularly, slot timing information and/or
data-type information is communicated from the MAC to the
burst receiver to facilitate processing of upstream data pack-
ets by the burst receiver. The slot timing information include
information representative of a start time and a stop time of
time division multiple access time slots. Thus, the slot timing
information may include either start time and stop time, start
time and duration or stop time and duration.

[0420] The slot timing and data-type information for each
slot include a station or service identifier (SID) value which
identifies a transmitter, e.g., cable modem, which is transmit-
ting a data packet within the slot, the time at which the slot
began and an interval usage code which defines a burst type of
the data packet transmitted within the slot.

[0421] The data-type information include information rep-
resentative of a QPSK/QAM modulation type which was
used to modulate the upstream data packets. For example, the
data-type information identifies the upstream data packet as
being modulated by QPSK or 16-QAM.

[0422] As mentioned above, the communication of slot
timing information and/or data-type information is per-
formed after a ranging process, such that the power level,
carrier frequency and slot timing of the received upstream
data packets have been adjusted to desirable values.

[0423] According to the other aspect of the present inven-
tion, error information is communicated from the burst
receiver to the MAC to estimate the channel quality. Thus, the
error information facilitates spectrum allocation or channel
assignments and also facilitates the making of adjustments to
forward error correction gain in upstream data transmissions.
Also, the communicated error information facilitates changes
in guard band widths in upstream data transmissions.

[0424] The error information communicated from the burst
receiver to the MAC is representative of forward error cor-
rection errors and/or packet error statistics. Information s, for
example, transmitted from the burst receiver to the MAC as a
series of data bursts. Error information is also, for example,
transmitted from the burst receiver to the MAC as a series of
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data bursts. The data bursts for both the data and the error
information may be, for example, transmitted at a serial clock
rate of the burst receiver.

[0425] According to one exemplary embodiment of the
present invention, the error information is transmitted from
the burst receiver to the MAC as prepended information.
Thus, the present invention optionally includes the prepend-
ing of control information to data which is sent from the burst
receiver to the MAC. The prepended control information
include channel statistics.

[0426] The channel statistics of the prepended information
include, for example, FECOK, correctable FEC error, uncor-
rected FEC error, no unique word detected, collided packet,
no energy, and packet length violation.

[0427] The MAC may determine additional statistics from
the prepended channel statistics. Such additional statistics
include, for example, number of slots, number of slots with
power but no data, number of slots with bad data, number of
good data slots, total number of FEC blocks, number of FEC
blocks with correctable errors, number of uncorrectable FEC
blocks, number of requests received, number of collided
requests, number of corrupted requests, number of packets
received, number of collided packets, number of corrupted
packets, number of ranging messages received, number of
collided ranging messages received and number of corrupted
ranging messages. Referring now to FIG. 35, a sample date
packet 719 includes a QPSK-like portion 725 and a QPSK or
16-QAM portion 726 comprising a payload 723. Guard times
724 are typically used between adjacent data packets. The
QPSK or QPSK-like portion 725 includes a preamble 720, a
unique word 721, and, optionally, an equalization training or
ranging portion 722, which facilitates ranging, as described in
detail above.

[0428] Referring now to F1G. 43, the upstream minislot and
interval definition is shown. According to one example of the
present invention, a minislot clock (MSCLK) defines a plu-
rality of minislots 415, wherein each new minislot occurs at
the rising edge 416 of the minislot clock 100. A plurality of
minislots typically define each request interval 417, mainte-
nance interval 418, and data interval 419 of a MAP 420.

[0429] The request interval 417 of the MAP 420 defines a
time period during which the plurality of cable modems may
contend for the transmission of a request to the cable modem
termination system. The request is a request to send a speci-
fied amount of data from the cable modem to the cable
modem termination system.

[0430] The maintenance interval 418 of the MAP 420 is
used to facilitate housekeeping functions such as ranging, as
discussed in detail above. The data interval 419 of the MAP
420 defines the time slot within which data is transferred from
a particular cable modem to the cable modem termination
system. It is information about this data interval 419 which is
communicated from the MAC to the burst receiver according
to one aspect of the present invention. This data includes
information representative of the start time and the duration
of the data interval 419. By communicating information rep-
resentative of the start time and duration of the data interval
419 from the MAC to the burst receiver, the burst receiver is
able to process incoming data packets more efficiently. Since
the burst receiver knows when to expect data packets from
individual cable modems, the burst receiver is able to easily
separate the data packets from different cable modems from
one another and to perform subsequent processing thereupon.
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[0431] Many of the terms and abbreviations discussed
below are explained and/or defined in the Data-Over-Cable
Service Interface Specifications (DOCSIS) Radio Frequency
Interface Specification SP-RFI-102-971008, which is the
Multimedia Cable Network System (MCNS) specification
for cable modem systems, the contents of which are hereby
incorporated by reference.

[0432] Referring now to FIG. 44, the MAP message 421
format prior to processing by the message filter of the MAC is
shown. The MAP message 421 typically contains a MAC
management header 422 which contains information which
facilitates desired processing by the MAC. An upstream chan-
nel ID 423 indicates which upstream frequency channel the
MAP message is to be applied to. The UCD count 424
matches the value of the configuration change count of the
UCD which describes the burst parameters which apply to the
MAP.

[0433] The number of elements 425 provides an indication
of the number of elements transmitted in this map. The allo-
cation start time 427 indicates the effective start time from
cable modem termination system initialization (in units of
minislots) available for assignments according to this MAP.
The acknowledgment (Ack) 428 indicates the latest time,
from cable modem termination system initialization (in units
of minislots) which has been processed in the upstream data
communications. This time is used by the cable modems for
collision detection purposes.

[0434] The ranging back-off start 429 is an initial back-off
window for initial ranging contention, expressed as a power
of two. Values for the ranging back-off start range from 0 to
15, wherein the highest order bits must be unused and setto 0.
[0435] The ranging back-off end 430 is the final back-off
window for initial ranging contention, expressed as a power
of'two. Values for the ranging back-off end 430 range from 0
to 15, wherein the highest order bits must be unused and set to
0.

[0436] MAP information elements 433 define the time slots
during which individual cable modems transmit on a particu-
lar upstream channel to the cable modem termination system.
A plurality of intervals of the MAP, such as the first interval
435, the second interval 436, and the last interval 437, define
the individual time slots.

[0437] Each interval 435-437 includes a station or service
identifier (SID) value 439 which identifies the cable modem
for which the interval (and therefore the time slot defined
thereby, applies. SID equals O defines the end of the list of
intervals, thus indicating that all intervals have been defined.
The interval usage code (IUC) 440 defines the burst param-
eters to be utilized during the specified timing slot. Such burst
parameters include the modulation type, e.g., QPSK or
16-QAM. The offset 441 indicates when, with respect to a
common time reference, each interval begins. Offset equals O
defines a beginning of the first interval.

[0438] Optionally, cach MAP has a fixed length and format,
such that unused intervals 442 may occur after the last interval
437. Acknowledgment and deferrals 443 optionally may be
inserted into the list of intervals, generally after the end of list
438.

[0439] Referring now to FIG. 45, after the format of the
MAP message has been filtered by the MAC for communi-
cation from the MAC to the burst receiver, the MAP message
includes an allocation start time 150 and a plurality of MAP
information elements 151-153. Each MAP information ele-
ment generally includes a service ID 155 which identifies the
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cable modem for which the slot time of the MAP information
applies, an interval usage code 159 which identifies the burst
type utilized by the cable modem during the time slot, and
also identifies the slot time, typically in units of minislots.

[0440] Referring now to FIG. 46, the architecture of an
exemplary shared SRAM-based MAP interface of a MAC for
eight upstream channels of an exemplary cable modem ter-
mination system is shown. A MAP message filter 171
receives downstream MAC frames which contain MAPs hav-
ing the message format shown in FI1G. 44, as it is constructed
prior to filtering. The MAP message filter 171 filters each
MAP message so as to provide a filtered MAP message hav-
ing a format such as that shown in FIG. 45.

[0441] After filtering, the contents of the filtered MAP are
stored in 64x9 MAP internal FIFO 161 and the channel to
which the MAP message applies is stored in 16x8 channel
select FIFO 173. SRAM controller 163 then controls the
storage of the MAP internal FIFO 161 contents and the chan-
nel select FIFO 173 contents in an external 64Kx16 SRAM
174 and then the SRAM controller 163 effects the transmis-
sion of the contents of the external 64Kx16 SRAM 174 to the
appropriate, e.g., proper channel, MAP control interface 165-
167. Each MAP control interface 165-167 provides control
signals from the MAC to one of eight burst receivers of the
cable modem termination system. The control signals include
minislot clock (MSCLK), Map Valid (MapValid), Map Clock
(MapClk) and Map Data (MapData).

[0442] Instead of having an offset field which is defined in
the original DOCSIS specification, two adjacent offsets are
subtracted so as to compute the actual length of the interval in
units of minislots.

[0443] Referring now to FIG. 47, the interface between
each MAP control interface 165-167 (shown in FIG. 46)
includes four conductors which provide communication from
the MAP control interface to the burst receiver demodulator
177. It is important to appreciate that generally there is a
dedicated MAP control interface 165-167 for each of eight
burst receiver demodulators 177. Thus, there is a dedicated
pair of MAP control interfaces 165-167 and burst receiver
demodulators 177 for each upstream frequency channel.
[0444] Thus, FIG. 47 shows the signals for one channel of
the MAP control interface between the MAC and the burst
demodulator. There are a total of four signals MSCLK,
Map Valid, MapData, MapClk, and each of these four signals
are replicated for each upstream channel. MSCLK provides
the burst demodulator with a timing reference for minislots.
According to the present invention, each rising edge of the
MSCLK signal defines the beginning of an upstream minis-
lot. The MapValid, MapData and MapClk form a serial inter-
face which transfers the 32 bit MAP information element
stored in memory to the demodulator of the burst receiver at
the appropriate time.

[0445] As shown in FIGS. 46 and 47, minislot clock
(MSCLK), Map Valid (MapValid), Map Data (MapData) and
Map Clock (MapClk) signals are communicated from each
MAP control interface 165-167 to each demodulator 177.
[0446] Referring now to FIG. 48, timing control of the
MAP which defines the upstream request interval 480, main-
tenance interval 418 and data interval 483 is shown.

[0447] The minislot count 730 begins at the beginning of
the request interval 480 and continues until the end of the data
interval 483. The minislot clock 100 provides for the timing
of'the request interval 480, maintenance interval 418 and data
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interval 483 as discussed above. A Map Valid signal 190
transitions to a low state 731 when Map data 732 is present.
[0448] Map Data 732 may, for example, contain 32 bits of
data which define a station or service identifier (SID) 155 (14
bits) which identifies the cable modem which is providing the
upstream communication, an interval usage code 159 (4 bits)
which defines the modulation type utilized by the cable
modem, and a region length and minislots 169 (14 bits) which
defines the length of the time slot which contains the data
being transmitted from the cable modem to the cable modem
termination system.

[0449] A Map Clock 733, typically running at a much
higher rate than the minislot clock 100, defines the timing of
the station or service identifier (SID) 155, the interval usage
code 159 and the region length in minislots 169.

[0450] The MAP control interface of the MAC derives the
starting time for each MAP interval from the allocation start
time and the length of the previous MAP interval. The MAP
control interface of the MAC transfers the MAP information
element (IE) when its internal minislot count is less than one
starting time of the MAP interval. A MAP information ele-
ment (IE) is transferred, as shown by the MapValid signal
going low, after the minislot count turns to N+2, and the
starting time of the MAP interval for the information element
(IE) being transferred is minislot N+3. For the burst demodu-
lator, the rising edge of the minislot clock (MSCLK) signal
right after a rising edge of the MapValid signal defines the
beginning of the MAP interval for the MAP information
element (IE) just received.

[0451] Thetime critical MAP interface includes two impor-
tant concepts. First, the processing of the MAP message and
conversion to a simplified format which is acceptable to the
PHY or demodulator of the burst receiver, second, the use of
a set of control signals to communicate this MAP information
to the demodulator of the burst receiver utilizing a 4-signal
interface.

[0452] Referring now to FIG. 49, inference of the receive
now (Rx now) 220 signal for a maintenance interval 418,
having a length of 6 minislots, for example, is shown. The
Receive now 220 signal is provided at the beginning of a
minislot 415 which is the first minislot of the maintenance
interval (as shown in FIG. 49) and provides an indication that
the maintenance interval has begun.

[0453] For maintenance intervals, including initial and sta-
tion maintenance, and data intervals, including both short and
long data intervals, the burst demodulator is configured to
receive only one packet per interval. Thus, the beginning of
the MAP interval represents the Receive now signal for the
burst demodulator.

[0454] Referring now to FIG. 50, in a similar manner, a
Receive now 220 signal is inferred for a MAP 420 and is
issued at the beginning of the first minislot of the data interval
419.

[0455] Referring now to FIG. 51, aplurality of Receive now
signals 220 may be associated with each request interval,
since each request interval may contain a plurality of
requests, each request from a different cable modem. It is
assumed in this example that each request message requires
two minislots to transmit.

[0456] The multimedia cable network system (MCNS)
Data-Over-Cable Service Interface Specifications (DOCSIS)
radio frequency interface specification (SP-RFI-102-
971008) protocol specifies a time-division multiple access
(TDMA) protocol for the upstream transmission of data pack-



US 2016/0164745 Al

ets from cable modems to a cable modem termination system.
In order to send data upstream, each cable modem must
request a data slot large enough to hold the desired data. The
CMTS responds to such request from the cable modems with
alogical message (MAP) which is broadcastto all of the cable
modems on a particular frequency channel. The MAP mes-
sage specifies the upstream framing structure, so as to provide
individual time slots within which each cable modem may
transmit. The MAP specifies which cable modems may trans-
mit, when they may transmit, and how. e.g., using what modu-
lation type, they may utilize to transmit. When the appropriate
TDMA time slot arrives (intime) a cable modem sends a burst
of data, e.g., a data packet, to the cable modem termination
system. Each cable modem is typically identified by one or
more station or service identifiers (SID). Each TDMA time
slot is typically an integer number of minislots, wherein each
minislot is an arbitrary timing reference provided by the
medium access control (MAC). The MCNS protocol negoti-
ates sets of transmission parameters between the cable
modems and the cable modem termination system. The
parameters define how data is formatted during upstream
bursts from each cable modem to the cable modem termina-
tion system. The DOCSIS protocol currently defines six burst
types which may be used in upstream communications. Each
burst type defines the modulation to be utilized during such
upstream communications. The burst type is constant during
a particular window in time, e.g., a time slot, and the burst
type is designated by an interval usage code (IUC).

[0457] The MAP message specifies which SID or cable
modem has control of upstream communications on a par-
ticular frequency channel during each TDMA time slot. The
MAP message also specifies the time at which the time slot
begins and which interval usage code or burst type is to be
used. The number of minislots allocated for a particular time
slot is determined, for example, by taking the difference
between the current TDMA time slot and the next TDMA
time slot.

[0458] Ranging in power, slot timing and carrier frequency,
as described above, is important in this TDMA communica-
tion system. Power control is required in order to normalize
receive power at the cable modem termination system, so as
to mitigate inter-channel interference. Controlling carrier fre-
quency ensures proper channelization and the frequency
domain for upstream communications. Collisions between
data packets and the time domain are mitigated by adjusting
slot timing to account for different propagation delays
between the cable modem termination system and each indi-
vidual cable modem on a given frequency channel.

[0459] Besides the upstream adjacent channel noise or
interference sources which effect power, time and carrier
frequency offsets, the upstream channel is also affected by
other channel impairments, such as radio frequency interfer-
ence (RFI) noise. In order to maintain adequate channel qual-
ity, channel error characteristics are monitored over time so
that as the channel improves or degrades, usage may be
adapted, as discussed above. High level channel adaptation
algorithms use these parameters to preempt upstream channel
failure by increasing forward error correction (FEC) coding
gain, changing guard times and/or changing frequency. Since
the upstream channel consist of many TDMA point-to-point
links, the channel parameters are derived from a statistical
analysis of simple accumulated measures such as FEC error
and packet error statistics, as described above.
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[0460] In order to support such channel quality mainte-
nance features, the burst receiver and the MAC, according to
the present invention, communicate appropriate information.
[0461] According to the present invention, MAC data is
broken into FEC blocks, each FEC block is encapsulated with
2 status bytes and 0 to 46 bytes of prepended information,
status byte fields are used to pass error information and enable
statistics calculation and prepended data contains ranging
offsets and indicates when ranging is required, as discussed in
detail below.

[0462] According to the present invention, three individual
interfaces between the medium access control (MAC) layer
and the physical layer (PHY) or burst receiver are provided.
These three individual interfaces are a shared purpose inter-
face, e.g., either an SPI or 12C, a time critical serial interface
for specifying TDMA burst information such as the station or
service identifier (SID) and the interval usage code (IUC),
and a dedicated data interface which is used to pass raw data
and in-band control messages, as discussed in detail below.
[0463] The shared general purpose interface, typically
either a SPI or an 12C, is used to configure non-time critical
parameters such as burst profiles, configuration parameters
and reading status.

[0464] The upstream data is transmitted from the PHY or
burst receiver to the MAC using a dedicated 3-wire data
interface. This interface includes a serial data line, a free-
running serial clock and a burst valid indicator. Since the
upstream data is processed in blocks, a single upstream trans-
mission may be transmitted between the burst receiver and
the MAC as a series of bursts at the serial clock rate.

[0465] For request and request/data regions, the demodu-
lator of the burst receiver is expecting to receive multiple
packets during the interval, and there will be multiple Receive
now signals which are received by the demodulator of the
burst receiver.

[0466] As shown in FIG. 43, there is a request interval of 6
minislots (3 of which are represented) and it is assumed that
each upstream request message will need 2 minislots in order
to transmit. Therefore, there will be a total of three Rx now
signals perceived by the demodulator of the burst receiver.
These

[0467] Rx now signals are located with offsets 0of 0, 2 and 4
minislots from the beginning of the interval.

[0468] Referring now to FIG. 52, itis important to note that
if the first block of a TDMA transmission bit is set, then the
prepended information includes 2 status bytes, 4 timestamp
bytes, 1 channel ID byte, 2 SID bytes, 2 power bytes, 2
frequency bytes and 3 time bytes. The power bytes, frequency
bytes, and time bytes include a total of 7 bytes utilized for
ranging offsets.

[0469] Referring now to FIG. 53, if the equalizer prepend
bit is set, then the prepended information is increased by 32
bytes to provide a total length of 48 bytes, include 2 status
bytes, 4 timestamp bytes, 1 channel ID byte, 2 SID bytes, 2
power bytes, 2 frequency bytes, 3 time bytes and 32 equalizer
coefficient bytes. Again, the power bytes, frequency bytes and
time bytes define 7 bytes utilized for ranging offsets.

[0470] Referring now to FIG. 54, statistics are kept using
counters as shown. These statistics are based upon bits [7:5]
of the status bytes.

[0471] There are two important concepts with respect to the
design of the MAP control interface of the MAC. The first
important concept regards the processing of downstream
MAP messages, wherein conversion from a format which is
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specified for the MCNS Data-Over-Cable Service Interface
Specification (DOCSIS) to a simplified format which is easy
for the MAC to process. The second concept regards the set of
control signals which are communicated between the MAP
interface and the burst demodulator, including how the sig-
nals are toggled so as to convey to the burst demodulator
information such as when to receive a packet, the service ID
(SID) associated with an incoming packet, the expected
length of the region where the packet is going to show up (the
time slot for the data packet), and the packet type.

[0472] Upstream bandwidth is divided into minislots,
which are the smallest time unit utilized by the MAP for
bandwidth requests and grants. The exact number of bytes per
minislot is typically variable and is usually programmed into
the MAC and the burst demodulator via a generic CPU inter-
face or the like. In order to define the minislot reference for
the burst demodulator, the MAC provides a signal called the
minislot clock (MSCLK) to the burst demodulator. Each ris-
ing edge of the minislot clock signal defines the beginning of
a new minislot as shown in FIG. 43.

[0473] An upstream interval generally consists of an inte-
ger number of minislots. There are a plurality of different
types, e.g., six different types, of intervals currently defined
by the MCNS DOCSIS specification, which include a request
interval, an initial maintenance interval, a station mainte-
nance interval, a short data interval, a long data interval, and
arequest/data interval, as discussed in detail below. The rela-
tionship of the request interval, maintenance interval and
short and long data intervals with respect to their minislots
and the minislot clock is shown in FIGS. 43 and 48-50.
[0474] As discussed above, the MAP messages contain the
information which enables the burst demodulator to perform
the task of receiving and separating upstream packets. A
message filter module is designed to snoop all downstream
packets and filter out the MAP messages contained therein.
The format of the MAP messages is simplified after such
filtering. FIG. 44 shows MAP message format prior to MAP
message filtering and FIG. 45 shows MAP message format
after MAP message filtering, as discussed in detail below.
[0475] By encapsulating each MAC/PHY block with a 2
byte header, the PHY or burst receiver can pass in-band
control information to the MAC. The MAC can then use the
prepended information to collect channel statistics, as well as
pass link related information to higher processes, such as
ranging required. This in-band control allows the headend to
sense impending channel failure before such failure actually
happens, thereby avoiding catastrophic data loss.

[0476] Referring now to FIG. 55, the upstream MAC/PHY
interface, between the headend (HE) or cable modem termi-
nation system (CMTS) MAC 213 and the demodulator 34 of
the burst receiver is shown. As discussed above, this interface
includes a serial data interface 320, an SPI (or I2C) interface
330 and a serial control interface 240. The serial data interface
320 facilitates the communication of upstream data, includ-
ing prepended information, from the burst demodulator to the
MAC. The SPI interface 330 is utilized for general configu-
ration of the MAC and/or burst demodulator. The serial con-
trol interface 240 is a time critical interface utilized for the
transmission of time critical MAP information from the MAC
to the burst demodulator.

[0477] According to the present invention, MAC data is
broken into forward error correction (FEC) blocks. Each FEC
block is encapsulated with 2 status bytes and 0 to 46 bytes of
prepended information. Status byte fields are used to pass
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error information and to enable statistics calculation. The
prepended data contains ranging offsets and optional equal-
izer coefficients. The upstream data is transmitted from the
PHY (burst demodulator 34) to the MAC 213 using a dedi-
cated 3-wire serial data interface 320. The dedicated serial
data interface includes a serial data line, a free-running serial
clock and a burst valid indicator. Since the upstream data is
processed in blocks, a single upstream transmission may be
transmitted between the demodulator of the burst receiver and
the MAC as a series of data bursts at the clock rate. In addition
to the serial data, the MAC needs additional information
including identification as to which MAC/PHY bursts to
which TDMA slots, as well as other information indicating
error quality of the received TDMA transmission.

[0478] Referring now to FIG. 56, the free-running bit clock
(BITCLK) 316, the burst valid indicator (BLKDV) 317, and
the serial data line 302 having prepended information 318 and
data 304 thereon, are shown.

[0479] Referring now to FIG. 58, the format of the
prepended data with equalizer coefficients is shown. The
prepended data includes 2 bytes of status flags 250, 4 bytes of
timestamp 252, a 1 byte channel ID 254, a 2 byte station or
service identifier (SID) 255, 7 bytes of ranging offset 256 and
32 bytes of equalizer coefficients 257. Using this prepended
information, error conditions of the packet may be deter-
mined and the PHY parameters may be passed to higher level
processes. Channel condition statistics may also be main-
tained.

[0480] Referring now to FIG. 59, the subscriber PHY inter-
face includes two important concepts. First, control informa-
tion is prepended to the actual packet data 360. This
prepended information includes a burst-type byte 362 and a
packet length 363, generally of 2 bytes. The subscriber re-
programs the PHY for each individual burst. Since this re-
programming may require the exchange of significant
amounts of data and must be done in real time, a particular
architecture has been developed. A non-real-time general
purpose interface is used to program burst types which are
identified by a short ID (burst type). Only the ID and length
are transferred in real-time in order to effect immediate re-
programming without being impacted by the speed of exter-
nal interfaces. Real-time control data is piggybacked on the
transmit data interface so as to reduce complexity.

[0481] Referring now to FIG. 60, an initialization process is
generally utilized wherein a plug-and-play-like sign-on or
registration sequence is utilized between the headend or cable
modem termination system 10 which includes the burst
receiver 332 and MAC 213 (FIG. 34) and the subscriber or
cable modem 12. According to this initialization process, a
timebase message 398, a default configuration message 402
and a sign-on message 403 are communicated from the cable
modem termination system 10 to the cable modem 12 during
initialization. A default configuration message (ranging chan-
nel frequency, transmission rate, initial power level, conten-
tion-based access slot information, etc.) is sent for each
downloaded frame and the timebase message and default
configuration message facilitate upstream time configuration.

[0482] A sign-on message 403 transmitted from the cable
modem termination system 10 to the cable modem 12 facili-
tates contention based ranging performed upon a dedicated
channel. Typically, the cable modem 10 responds with a sign-
onresponse message 404. Then ranging 405 is initiated by the
headend 10 to determine slot timing corrections, carrier fre-
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quency corrections, and power corrections. Ranging calibra-
tion responses 406 are transmitted from the cable modem 12
to the headend 10.

[0483] Service channel, logic address and encryption key
information are transferred between the cable modem termi-
nation system 10 and the cable modem 12 via re-provision
message 407 transmitted from the cable modem termination
system 10 to the cable modem 12 and via re-provision
response message 408 transmitted from the cable modem 12
to the cable modem termination system 10. When the process
is complete, an initialization complete message 409 is trans-
mitted from the cable modem termination system 10 to the
cable modem 12.

[0484] Referring now to FIG. 61, the MAC framing and the
PHY or burst receiver framing are decoupled and upstream
frame synchronization is based on timestamp messages
(msgs). The cable modem termination system 10 generates a
timestamp message which is utilized by a subscriber cable
modem 12 to effect timing synchronization such that proper
slot timing is facilitated. The output from a headend timing
generation circuit 449 is reduced in frequency by a divider
450 and is used by a timestamp counter 451 to generate
slot/frame timing 452. The slot/frame timing is transmitted
via continuous modulator 470 through analog front end 471
over a desired downstream frequency channel 472, typically
utilizing a hybrid fiber coax (HFC) network to the analog
front end 473 of a desired subscriber cable modem 12. A
continuous demodulator 474 demodulates the slot/frame time
and provides it to a timing recovery circuit 475 which utilizes
a timestamp detector 476 to provide the slot/frame timing to
a digital timing loop defined by loop filter 477, numerically
controlled oscillator 478 and local timestamp counter 479.
Theloop generates slot/frame timing foruse by the subscriber
cable modem 12 in generating upstream TDMA messages.
[0485] Thus, the subscriber cable modem 12 is capable of
transmitting upstream data via burst modulator 458 and ana-
log front end 457 in a desired upstream channel 456, typically
via a hybrid fiber coax (HFC) network to the analog front end
455 of the cable modem termination system, wherein the
message is demodulated by burst demodulator 34.

[0486] Referring now to FIG. 57, the MAP serial interface
(MAC to PHY) field definition includes a service ID 496 of 14
bytes, a slot type 497 of 4 bytes and a slot region length 498
of 14 bytes.

[0487] Referring now to FIG. 62, the prepended informa-
tion (form PHY to MAC) includes status information 735 of
2 bytes, minislot control 736 signal of 4 bytes, a channel ID
737 of 1 byte, a station or service identifier (SID) 738 of 2
bytes, ranging information 739 of 7 bytes and equalizer coef-
ficients 740 of 32 bytes.

[0488] Referring now to FIG. 63, each MAC/PHY burst is
tagged with 2 status bytes as indicated.

[0489] Referring now to FIG. 64, burst demodulator status
information processing flow is shown. Forward error correc-
tion (FEC) 741 and demodulation information 745 are added
to prepended information 742, and receiver TDMA control
744 is provided by MAP interface 743. The forward error
correction 741 information includes forward error correction
statistics such as: no forward error correction errors (No FEC
ERR), correctable forward error corrected errors (Corr FEC
Err), and uncorrectable forward error correction errors (Un-
corr FEC Err).

[0490] The MAP interface information 743 includes ser-
vice slot type information. The receiver TDMA control 744
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includes information indicative of the first and last block of
information. The demodulator information 745 includes
unique word detected, ranging information and equalizer
coefficients.

[0491] Referring now to FIG. 65, the burst demodulator SPI
bus interface is shown. The SPI interface 330 provides set-up
information to configuration registers 560. The set-up con-
figuration includes the carrier frequency, the baud rate, the
minislot size, the required packet size, and ranging thresh-
olds.

[0492] The SPI interface 330 also provides burst configu-
ration information to burst configuration registers 562 via
multiplexer 563 and data registers 564, 565 and 566. The
burst configuration information includes unique word pat-
tern, unique word window, QAM mode, forward error cor-
rection parameters, such as N, K and T, guard time, de-
randomizer information, differential encoding information,
preamble length and equalizer training length.

[0493] Referring now to FIG. 66 (a detailed drawing of
FIG. 59), the generic byte base serial input interface at the
upstream MAC/PHY interface at the subscriber cable modem
with control information prepended and TXS2P=1, includes
the standard ATM signals of transmit clock (TX CLK) 601a,
transmit enable bar (TX ENAB) 602a, transmit cell available
(TX_CLAV) 603q, transmit start-of-cell (TX_SOC) 604a,
and transmit data (TX_DATA) 605a. When the control bit,
TXS2P is set to equal 1, then transmitted data (TX_DATA)
605a is transmitted most significant bit (MSB) first.

[0494] Referring now to FIG. 67 (another detailed drawing
of FIG. 59), the transmit clock (TX CLK) 6015, transmit
enable bar (TX ENAB) 6025, transmit cell available (TX_
CLAV) 603b, transmit start-of-cell (TX_SOC) 6045 and
transmit data (TX_DATA) 6055 are shown when TXS2P is set
to zero. When TxS2P is set to 0, then the least significant bit
(LSB) is transmitted first.

[0495] Although the present invention is described and
illustrated herein as providing acquisition in 16 symbols or
less, the present invention may also be utilized to provide
acquisition in greater than 16 symbols. For example, the
present invention may be utilized to provide acquisition in 24
symbols. Thus, use of the present to provide acquisition in 16
symbols or less is by way of example only and not by way of
limitation.

Data Packet Fragmentation in a Cable Modem System

[0496] Data packets are transmitted from the cable modems
to the cable modem termination system within time slots
which are allocated by the cable modem termination system
and wherein a data packet is fragmented or divided among a
plurality of time slots when a time slot which is sufficiently
large to contain the data packet cannot be defined due to data
flow and bandwidth constraints.

[0497] Referring now to FIG. 68, the fragmentation of a
data packet by a cable modem into first and second portions
thereof is shown, wherein the first portion of the data packet
is placed in a first time slot allocated by the cable modem
termination system and the second portion of the data packet
is placed in a second time slot allocated by the cable modem
termination system.

[0498] Asshown in FIG. 68, a data packet 410 which is too
large to fit within a first time slot 491q is fragmented by an
appropriate device such as a cable modem such that a first
portion 410a of the data packet 410 is placed in the first time



US 2016/0164745 Al

slot 4914 and the remaining or second portion 41056 of the
data packet 410 is placed within the second time slot 4915 of
the upstream channel 491.

[0499] For example, if the maximum size of each time slot
491a, 4915 is 256 symbols and the data packet 410 conforms
300 symbols, then 256 symbols of the data packet 410 are put
into the first time slot 491a and the remaining 44 symbols are
put into the second time slot 4915.

[0500] This placing of the data packet 410, whether frag-
mented or not, within the allocated time slots 491a and 4915
prevents undesirable collisions among a plurality of such data
packets transmitted by a corresponding plurality of cable
modems upon a given frequency channel. The use of guard
bands 209 in the upstream channel 491 tend to further miti-
gate the occurrence of such undesirable collisions by provid-
ing an unused time space between each time slot of the
upstream channel 491 so as to accommodate differences in
synchronization between the cable modem termination sys-
tem and the various cable modems.

[0501] The assignment of such time slots is accomplished
by providing a request contention area in the upstream data
path within which the cable modems are permitted to contend
in order to place a message which requests additional time in
the upstream data path for the transmission of their message.
The cable modem termination system responds to these
requests by assigning time slots to the cable modems making
such a request, so that as many of the cable modems as
possible may transmit their messages to the cable modem
termination system utilizing TDMA and so that the transmis-
sions are performed without undesirable collisions. This time
slot assignment by the cable modem termination system is
known as a grant because the cable modem termination sys-
tem is granting a particular cable modem permission to use a
specific period of time in the upstream.

[0502] The cable modem termination system usually tries
to match the grant to the request so that the cable modem is
given sufficient bandwidth for its transmission.

[0503] Itis notalways possible for the cable modem termi-
nation system to allocate a sufficiently large time slot in
response to a request from the cable modem so as to contain
all of the data packet for which the request was sent. This
insufficiently large time slot allocation is referred to as a
partial grant. This may happen, for example, when upstream
traffic between the cable modems and the cable modem ter-
mination system is heavy. Thus, in such instances, it is desir-
ableto divide or fragment the data packet among a plurality of
such time slots. Another example is when the cable modem
termination system supports constant bit rate services, such as
voice, in the upstream direction. These services require grants
atperiodic intervals. When supporting these types of services,
the cable modem termination system may need to send a
partial grant to one modem in order to schedule a constant bit
rate service for another modem.

[0504] It is desirable to define a system for fragmenting
data packets which minimizes wasted bandwidth. In accor-
dance with the present invention, a technique is provided for
fragmenting data packets in a cable modem system wherein
data packets larger than an allocated time slot are split among
a plurality of time slots.

[0505] In response to receiving the request, the cable
modem termination system allocates a time slot for transmis-
sion of at least a portion of the data packet from the cable
modem to the cable modem termination system. Alterna-
tively, the allocation may be performed by a different device,
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e.g., adevice other than the cable modem termination system,
referred to herein generally as a dynamic time slot controller.
[0506] Information representative of the time slot is trans-
mitted from a dynamic time slot controller, such as the cable
modem termination system, to the cable modem.

[0507] At least a portion of the data packet is transmitted
from the cable modem to the cable modem termination sys-
tem within the allocated time slot. Transmitting at least a
portion of the data packet from the cable modem to the cable
modem termination system within the time slot mitigates
undesirable collisions between data packets which are trans-
mitted by different cable modems to the cable modem termi-
nation system upon a common frequency channel. Thus, the
simultaneous transmission of data packets by different cable
modems upon a common frequency channel is prevented.
[0508] When the time slot allocated for the transmission of
the data packet from the cable modem to the cable modem
termination system is sufficient for transmission of only a
portion of the data packet for which the request was transmit-
ted, then the cable modem transmits only a portion of the data
packet for which the request was transmitted and the cable
modem termination system allocates at least one additional
time slot and transmits to the cable modem information rep-
resentative of the additional time slot(s), so as to facilitate
transmission of the remaining portion of the data packet from
the cable modem to the cable modem transmission system.
[0509] Occasionally, due to bandwidth constraints and the
amount of data flow on a given channel, it is not possible to
allocate a time slot which is sufficient for transmission of the
entire data packet for which a request was received by the
cable modem termination system. Rather than denying the
request altogether, according to the present invention, a time
slot is allocated by the dynamic time slot controller so as to
facilitate the transmission of at least a portion of the data
packet from the cable modem to the cable modem termination
system. One or more additional time slots are then allocated
to facilitate transmission of the remaining portion of the data
packet from the cable modem to the cable modem termination
system. Thus, the remaining portion of the packet may be split
or fragmented among a plurality of such additional time slots,
if necessary.

[0510] Briefly, upstream data transmission on an upstream
channel is initiated by a request made by a cable modem for
a quantity of bandwidth, i.e., a plurality of time slots, to
transmit data comprising a message. The size of the request
includes payload, i.e., the data being transmitted, and over-
head, such as preamble, FEC bits, guard band, etc. After the
request is received at the headend, the CMTS grants band-
width to the requesting cable modem and transmits the size of
the grant and the specific time slots to which the data is
assigned for insertion to the requesting cable modem. If the
grant is smaller than the size of the request, i.e., apartial grant,
the cable modem senses this condition and separates data into
two or more fragments for transmission. If the cable modem
has not received an additional grant or grant pending prior to
the transmission time of the partial grant, the cable modem
inserts a request for additional bandwidth into the fragment
header. This bandwidth request, called a piggyback request, is
for the amount of bandwidth required to send the remainder of
the packet. If the cable modem has received an additional
grant or grant pending prior to the transmission time of the
partial grant, the cable modem assigns a value of zero to the
piggyback request field in the fragment header. The cable
modem transmits the first fragment in the assigned time slots.
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The cable modem treats each subsequent grant in the same
manner. [f additional grants (or grant pendings) are enqueued
at the cable modem during the transmission time of a frag-
ment, the cable modem does not include a piggyback request.
If additional grants are not enqueued at the cable modem
during the transmission time of a packet or fragment, the
cable modem inserts a piggyback request for enough band-
width to transmit the remainder of the packet being frag-
mented. The piggyback field of the last fragment of a packet
can be used to transmit a request for the amount of bandwidth
necessary to transmit the next packet enqueued at the cable
modem.

[0511] The CMTS can operate in either of two different
modes: multiple grant mode or piggyback mode. In multiple
grant mode, the CMTS must retain the state of fragmentation
for each modem. The CMTS allots bandwidth to the request-
ing cable modem and determines the amount of data required
to fill the allotted bandwidth, taking into account the overhead
required to transmit the fragment, and sends a partial grant for
the fragmented data to the cable modem. The CMTS also
transmits to the cable modem a partial grant for the remaining
data fragment if there is bandwidth available in the current
MAP or a grant pending if bandwidth must be provided by a
subsequent MAP. A grant pending signal is sent in each
subsequent MAP until the grant can be fulfilled. In this mode,
the cable modems insert fragmented data pursuant to the
grants as determined by the CMTS.

[0512] Inmultiple grant mode, the CMTS does not need to
retain the state of fragmentation for each modem. The CMTS
allots bandwidth to the requesting cable modem and the
requesting cable modem determines the amount of data
required to fill the allotted bandwidth, taking into account the
overhead required to transmit the fragment. The requesting
cable modem inserts such data in the assigned time slots and
checks for partial grants or pending grants from the CMTS. If
there are none, this is a signal to the cable modem that the
piggyback mode should be used. The requesting cable
modem inserts a request for the remainder of the data, includ-
ing the amount of remaining data, in a piggyback field of the
fragment header transmitted to the CMTS. (In the multiple
request mode, the piggyback field that accompanies a trans-
mitted data fragment is set to zero.) Responsive to the request
in the piggyback field the CMTS transmits another grant to
transmit data to the requesting cable modem. If the allotted
time slots are insufficient to transmit the entire data fragment,
the process is repeated until all the data has been transmitted.
In the piggyback mode, the cable modem retains the state of
fragmentation, i.e., it keeps track of the remainder of the data
to be transmitted during the fragmentation process.

[0513] In summary, the cable modem is capable of operat-
ing either in the multiple grant mode or the piggyback mode,
depending on how the CMTS allocates grants. If the CMTS
generates partial grants or pending grants, this is sensed by
the cable modem and the cable modem operates in the mul-
tiple grant mode. If the CMTS does not generate partial grants
or pending grants, this is sensed by the cable modem and the
cable modem operates in the piggyback mode.

[0514] The size of the payload that can be transmitted in a
specified number of time slots depends on the burden
imposed by the data transmission format. This size is called
the burdened PHY length. In one embodiment, the burdened
PHY length is determined by a forward lookup table using the
total length of the data in bytes as an index. Each time a
request is made by a cable modem, the forward lookup table
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is accessed using the total length and the burdened PHY
length is retrieved for transmission to the CMTS as the
request. Grants are transmitted to the cable modems in terms
of'burdened PHY length. The total length of the data in bytes
that can be transmitted pursuant to a grant is determined by a
reverse lookup table using the burdened PHY length as an
index. The forward and reverse lookup tables are created each
time that the burst profile changes and are stored in memory
for use in processing requests and grants at the cable modem.
Alternatively, the conversion between total length and bur-
dened PHY length could be carried out as described in U.S.
Provisional Application No. 60/489,998, filed on Jan. 15,
1998.

[0515] Referring now to FIGS. 69 to 76, different aspects of
an improved system in which the cable modems 12 and the
cable modem termination system 10 cooperate to fragment
packets of the data transmitted from the cable modems 12 to
the cable modem termination system 10 are shown. FIG. 69
specifically shows a complete one of the extended packets
118. The extended packet 118 is indicated in a block form at
118a to show schematically the length of the extended packet.
Details of the extended packet are indicated at 1185 in FIG.
69. As shown, the extended packet 1185 includes a header
portion 505. The header portion 505 may be further defined
by fields constituting a frame control (FC) 507, a fragmenta-
tion MAC Header (PARM) 504 and a total length (LEN) 516
of the extended packet. The functions of the fields 507, 504
and 516 and the specific implementation of these fields in
binary coding are shown in FIG. 73.

[0516] The extended packet 1184 includes an extended
length field or segment (EHDR) 517 which indicates the
length of the data in the extended data packet and which
provides for the performance of a number of additional func-
tions shown in FIG. 74. For example, the field 517 may
include flags to indicate the first and last fragments in the
packet 1185 when the packet is fragmented.

[0517] The extended packet 1185 may also include a MAC
Header Check Sequence (HCS) 518 which consists of 2 bytes
and which insures the integrity of the sequence in the header
in a known manner. The header check sequence 518 is fol-
lowed by data (PDU) 512 (the complete payload) in the
extended packet 1185. The data 512 is shown in cross-
hatched lines in FIG. 69. A cyclic redundancy check (CRC)
521 follows the data 512. A cyclic redundancy check such as
521 is known in the prior art to provide an additional check for
insuring that the information in the packet 1185 is complete.
[0518] FIG. 70 is a schematic diagram of a concatenation of
a number of complete extended packets (such as that of FIG.
69) provided by one of the cable modems 12. The concatena-
tion is indicated by a concatenation header 525 which is
followed by the information for the first of the extended
packets in the concatenation. This information includes a
header MAC HDR1) 527 for the first one of the concatenated
packets, a payload (PDU) 528 for the first one of the concat-
enated packets and a cyclic redundancy check 529 for the first
one of the concatenated packets. Similar information is pro-
vided for the successive ones of the extended packets in the
concatenation. The last one (the nth) of the extended packets
in the concatenation is indicated by a MAC header (MAC
HDRn) 530, a payload (PDUn) 532 and a cycle redundancy
check (CRCn) 534. The payload 528 and 532 are indicated in
cross-hatched lines.

[0519] FIG. 71 is a schematic diagram of a plurality of data
packet fragments transmitted from the cable modem 12 to the
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cable modem termination system 10, wherein the data packet
fragments form, in composite, a complete data packet. FIG.
71 schematically shows different fragmentary portions, gen-
erally indicated at 540a, 5405 and 540c, of a complete packet
such as the complete packet 1185 in FIG. 69. Each of the
fragmentation portions. 5406 and 540c¢ includes a fragmen-
tation header 542, a fragmentation header check sequence
544, a payload fragment 546 and a fragmentation check
redundancy cycle 548. Thus, the fragmentary portions 540a,
5405 and 540¢ form, in composite, the complete payload for
the packet 118.

[0520] Each of the fragmentation headers 542 includes a
frame control (FC) 541, a segment (EHDR LEN) 543 indi-
cating the length of the fragmentation header 542, a length
segment (LEN) 545 indicating the length of the fragmenta-
tion header 542 and an extended header (EHDR) 547 con-
taining additional information about the fragment.

[0521] FIG. 72 shows the fragmentary portion 540a in
additional detail. As shown in FIG. 72, the fragmentary por-
tion 540q includes the frame control (1 byte) 541, a MAC_
PARM (1 byte) 578, the indication (LEN) (2 bytes) 545, the
extended header (EHDR) (6 bytes) 547, the header check
sequence (FHCS) (2 bytes) 544, the payload fragment 546
and the fragment cyclic redundancy check (FCRC) (4 bytes)
548. The MAC_PARM 578 indicates the length of the EHDR
547.

[0522] The frame control 541 is shown in FIG. 72 as includ-
ing an FC type 549. The FC type 549 indicates a media access
controller (MAC) specific header. The FC PARM 568 pro-
vides a fragmentation MAC header. The EHDR_ON 550
indicates that a fragmentation EHDR follows. LEN indicates
the total length of the fragment including the payload. EHDR
and FCRC.

[0523] The EHDR portion 547 may be considered as
including an extended header-type (EH-Type) segment 572
which indicates the type of data in the fragmentary portion
540a. For example, the type of information in the fragmentary
portion 540a may constitute unencrypted fragmentation data
or encrypted fragmentation data. Another segment in the
EHDR portion is indicated at 574 and is designated as
EH_LEN. It indicates the length of the EHDR. An additional
segment 576 is designated as EH_Value. It provides different
types of information. For example, it includes a binary bit (or
flag) which is set to a binary 1 to indicate a first fragment for
the payload in the extended packet 1185 and another bit (or
flag) which is set to a binary 1 to indicate the last fragment for
the payload in the extended packet. These bits are provided
with a binary 0 for intermediate data fragments between the
first data fragment and the last data fragment in the extended
packet 1185. These flags for the fragments shown in FIG. 71
would be F=1, L=0 for 540a, F=0, L=0 for 5405, and F=0,
L=1 for 540c.

[0524] The segment 576 also includes a sequence number
which is incremented for each fragment of a packet. This
sequence number can be set to zero for the first fragment
within a packet or continue counting from the last fragment of
the last packet transmitted for this modem. This sequence
number is used by the cable modem termination system to
detect lost fragments during packet reassembly.

[0525] FIGS. 73 and 74 provide a table indicating, in a first
column, the different types of fields shown in FIG. 72. FIGS.
73 and 74 also include a second column designated as Usage.
This column indicates the different sub-fields (if any) shown
in FIGS. 69-72 for the different fields specified in the first

Jun. 9, 2016

column of FIGS. 73 and 74 and specifies the operations in
such sub-fields. The number of bits in the sub-fields is indi-
cated in a third column in FIGS. 73 and 74. The number of
bytes specified for each of the fields in the first column of F1G.
74 is shown in the fourth column of FIG. 74.

[0526] FIGS. 75 and 76 define a flowchart, generally indi-
cated at 600, in block form and show how the cable modem 12
and the cable modem termination system 10 cooperate in the
fragmentation of the payload 118« for packets transmitted by
the cable modem 12 to the cable modem termination system
10. The operation of the blocks in the flowchart 600 is initi-
ated at a start block 602. As indicated at block 604 in FIG. 75,
the cable modem 12 then awaits a packet from an external
source. For example, the external source may be a personal
computer (PC) 1048 (FIG. 2) at the home 14 (FIG. 78) of a
subscriber. As shown in block 606, the cable modem 12 then
submits to the cable modem termination system 10 a band-
width request for enough time slots to transmit the packet.
Upon receipt of the request, the cable modem termination
system sends a grant or partial grant to the cable modem in the
MAP.

[0527] The cable modem 12 then checks at block 609 to
determine if the cable modem termination system 10 has
granted the request, or any portion the request, from the cable
modem 12. In block 609, SID is an abbreviation of Service
Identification. If the answer is Yes (see line 607 in FIGS. 75
and 76), the cable modem 12 then determines if the cable
modem termination system 10 has granted the full request
from the cable modem 12 for the bandwidth. This corre-
sponds to the transmission of the complete data packet from
the cable modem 12 to the cable modem termination system
10. This is indicated at block 625 in FIG. 76.

[0528] Ifthe answer is Yes, as indicated at block 625 in FIG.
76, the cable modem 12 determines if there is another packet
in a queue which is provided to store other packets awaiting
transmission to the cable modem termination system 10 from
the cable modem 12. This determination is made at block 629
in FIG. 76. If there are no other packets queued, as indicated
on a line 631 in FIGS. 75 and 76, the cable modem 12 sends
the packet without a piggyback request to the cable modem
termination system 10 (see block 633 in FIG. 75) and awaits
the arrival of the next packet from the external source as
indicated at 604. If there are additional packets queued as
indicated by a line 635 in FIGS. 75 and 76, the cable modem
12 sends to the cable modem termination system 10 the
packet received from the external source and piggybacks on
this transmitted packet a request for the next packet in the
queue. This is indicated at 620 in FIG. 75. The cable modem
then returns to processing MAPs at 608 looking for additional
grants. The cable modem termination system 10 then pro-
cesses the next request from the cable modem.

[0529] The cable modem termination system 10 may not
grant the full request for bandwidth from the cable modem 12
in the first MAP 170. The cable modem termination system
10 then provides this partial grant to the cable modem 12. If
the CMTS operates in multiple grant mode, it will place a
grant pending or another grant in the MAP in addition to the
partial grant it sends to the cable modem. The cable modem
processes the MAPs as shown in block 608 and sees the grant
in line 607. The grant is smaller than the request as on 636 so
the cable modem calculates the amount of the packet that will
fit in the grant as in block 637. With a multiple grant mode
CMTS, the cable modem will see the partial grant with an
additional grant or grant pending in subsequent MAPs as in
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line 607. The cable modem then sends the fragment, without
any piggyback request as shown in block 628 and line 630 to
the cable modem termination system 10.

[0530] The cable modem return to processing map infor-
mation elements in 608 until it gets to the next grant. The
cable modem then repeats the process of checking to see if the
grant is large enough as shown in block 625.

[0531] If the next grant is not large enough, the cable
modem repeats the process of fragmenting the remaining
packet data and, as in 626, checking to see if it needs to send
apiggyback request based on additional grants or grant pend-
ings in the MAP.

[0532] Ifthe grant is large enough to transmit the rest of the
packet on line 627, the cable modem checks to see if there is
another packet enqueued for this same SID. If so, the cable
modem sends the remaining portion of the packet with the
fragmentation header containing a piggyback request for the
amount of time slots needed to transmit the next packet in the
queue as shown in block 620. The cable modem then returns
to processing the MAP information elements. If there is not
another packet enqueued for this SID, then the cable modem
sends the remaining portion of the packet with fragmentation
header containing no piggyback request as shown in 633. The
cable modem then returns to 604 to await the arrival of
another packet for transmission.

[0533] When the cable modem termination system 10 par-
tially grants the request from the cable modem 12 in the first
MAP and fails to provide an additional grant or grant pending
to the cable modem 12 in the first MAP, the cable modem will
not detect additional grants or grant pendings as on line 632.
The cable modem 12 then sends to the cable modem termi-
nation system 10 a fragment of the data packet and a piggy-
back request for the remainder as in 634. When the cable
modem has transmitted the fragment with the piggybacked
request as shown on line 638, the cable modem returns to
processing MAP information elements as in 608 while wait-
ing for additional grants. When the cable modem termination
system receives the fragment with the piggybacked request,
the cable modem termination system must decide whether to
grant the new request or send a partial grant based on the new
request. This decision is based on the scheduling algorithms
implemented on the cable modem termination system.
[0534] Any time during the request/grant process, the cable
modem termination system could fail to receive a request or
the cable modem could fail to receive a grant for a variety of
reasons. As a fail safe mechanism, the cable modem termina-
tion system places an acknowledgment time, or ACK time, in
the MAPs it transmits. This ACK time reflects the time of the
last request it has processed for the current MAP. The cable
modem uses this ACK time to determine if its request has
been lost. The ACK timer is said to have “expired” when the
cable modem is waiting for a grant and receives a MAP with
an ACK time later in time than when the cable modem trans-
mitted its request. As the cable modem is looking for grants at
609, if the ACK time has not expired as on 644, the cable
modem returns to processing the MAPs as in 608. If the ACK
timer does expire as on 646, the cable modem checks to see
how many times it has retried sending the request in 648. [fthe
number of retries is above some threshold, the retries have
been exhausted as on 654 and the cable modem tosses any
untransmitted portion of the packet at 656 and awaits the
arrival of the next packet. If the ACK timer has expired and the
number of retries have not been exhausted as in arrow 650, the
cable modem uses a contention request region to transmit
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another request for the amount of time slots necessary to
transmit the untransmitted portion of the packet as in 652. The
cable modem then returns to processing the MAPs.

[0535] The operation of the cable modem in transmitting
fragmented data is illustrated by the following example con-
sidered with FIG. 77.

[0536] 1. (Requesting State}—CM wants to transmit a
1018 byte packet. CM calculates how much physical
layer overhead (POH) is required and requests the
appropriate number of minislots. CM makes a request in
a contention region. Go to step 2.

[0537] 2.(Waiting for Grant)}—CM monitors MAPs fora
grant or grant pending for this SID. If the CM’s ACK
time expires before the CM receives a grant or grant
pending, the CM retries requesting for the packet until
the retry count is exhausted—then the CM gives up on
that packet. Go to step 3.

[0538] 3. (First Fragment)—Prior to giving up in step 2,
the CM sees a grant for this SID that is less than the
requested number of minislots. The CM calculates how
much MAC information can be sent in the granted num-
ber of minislots using the specified burst profile. In the
example in FIG. 77, the first grant can hold 900 bytes
after subtracting the POH. Since the fragment overhead
(FRAG HDR, FHCS, and FCRC) is 16 bytes, 884 bytes
ofthe original packet can be carried in the fragment. The
CM creates a fragment composed of the FRAG HDR,
FHCS, 884 bytes of the original packet, and an FCRC.
The CM marks the fragment as first and prepares to send
the fragment. Go to step 4.

[0539] 4. (First Fragment, multiple grant mode)—CM
looks to see if there are any other grants or grant pend-
ings enqueued for this SID. If so, the CM sends the
fragment with the piggyback field in the FRAG HDR set
to zero and awaits the time of the subsequent grant to roll
around.—to step 6. If there are not any grants or grant
pendings, go to step 5.

[0540] 5. (First Fragment, piggyback mode)—If there
are no other grants or grant pendings for this SID in this
MAP, the CM calculates how many minislots are
required to send the remainder of the fragmental packet,
including the fragmentation overhead, and physical
layer overhead, and inserts this amount into the piggy-
back field of the FRAG HDR. The CM then sends the
fragment and starts its ACK timer for the piggyback
request. In the example in FIG. 19, the CM sends up a
request for enough minislots to hold the POH plus 150
bytes (1018-884+16). Go to step 6.

[0541] 6. (Waiting for Grant). The CM is now waiting for
a grant for the next fragment. If the CM’s ACK timer
expires while waiting on this grant, the CM should send
up a request for enough minislots to send the remainder
of the fragmented packet, including the fragmentation
overhead, and physical layer overhead. Go to step 7.

[0542] 7. (Receives next fragment grant)—Prior to giv-
ing up in step 6, the CM sees another grant for this SID.
The CM checks to see if the grant size is large enough to
hold the remainder of the fragmented packet, including
the fragmentation overhead and physical layer over-
head. If'so, go to step 10. If not, go to step 8.

[0543] 8. (Middle Fragment, multiple grant mode)—
Since the remainder of the packet (plus overhead) will
not fit in the grant, the CM calculates what portion will
fit. The CM encapsulates this portion of the packet as a



US 2016/0164745 Al

middle fragment. The CM then looks for any other
grants or grant pendings enqueued for this SID. If either
are present, the CM sends the fragment with the piggy-
back field in the FRAG HDR set to zero and awaits the
time of the subsequent grant to roll around.—go to step
6. If there are not any grants or grant pendings, go to step
9

[0544] 9. (Middle Fragment, piggyback mode). The CM
calculates how many minislots are required to send the
remainder of the fragmented packet, including the frag-
mentation overhead and physical layer overhead, and
inserts this amount into the piggyback field of the FRAG
HDR. The CM then sends the fragment and starts its
ACK timer for the piggyback request. Go to step 6.

[0545] Reference is made to FIGS. 78 and 79 for a descrip-
tion of another embodiment of the invention. In this embodi-
ment, there are wireless transmission links between homes 14
and HFC network 1010. Each of homes 14 is equipped with
radio frequency modem (RFM) 2000. A base station 2002 is
in wireless RF contact with RFM’s 2000. The wireless archi-
tecture is similar to a cellular phone system. Code division
multiple access (CDMA) transmission could be used between
RFM’s 2000 and base station 2002. Base station 2002 is
connected by a fiber 2004 to a CMTS hub 2006. Hub 2006 is
part of HFC network 1010. Otherwise the components in
FIGS. 78 and 79 are the same, and bear the same reference
numerals, as those described in connection with FIGS. 1 and
2. Asillustrated in FIG. 78, CMTS hub 2006 can be integrated
in the same cable system that also services CM’s connected
by fiber to hub 22. Thus, upstream and/or downstream chan-
nels can be installed in a home without physically laying
cable all the way to the home. If desired, the downstream
channel could be fiber because of the large bandwidth
requirement, and the upstream channel could be wireless
because there is a smaller bandwidth requirement.

[0546] The described functions of cable modems 1046 and
RF modems 2000 could be carried out on a single integrated
circuit chip as illustrated in FIG. 80. In this chip the output of
an RF transmitter 3001 feeds the upstream channels of HFC
network 1010. The downstream channels of HFC network
1010 feed the input of an RF receiver 3002. A time division
multiple access (TDMA) controller 3004 is connected to the
input of the transmitter. The output of receiver 3002 is con-
nected to TDMA controller 3004. An ethernet 3006 serves as
an interface between TDMA controller 3004 and a PC or
other binary signal processing device. TDMA controller 3004
could be an application specific circuit or a microprocessor
programmed to perform the described CMTS functions,
including fragmentation. It is understood that the exemplary
data packet fragmentation described herein and shown in the
drawings represents only presently desired embodiments of
the invention. Indeed, various modifications and additions
may be made to such embodiments without departing from
the spirit and scope of the invention. For example, requests to
transmit data from cable modems need not be received by the
cable modem termination system and the MAP need not be
generated by the cable modem termination system, but rather
requests may be received by an autonomous device, which
operates independently of the cable modem termination sys-
tem, and the MAPs may be generated by this or another
autonomous device. Thus, these and other modifications and
additions may be obvious to those skilled in the art and may
be implemented to adapt the present invention for use in a
variety of different applications. The described fragmentation
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capability can be enabled or disabled in the cable modems on
a selective basis. Specifically, when a cable modem transmits
a registration message to the CMTS at the time that the cable
modem enters service, the acknowledging response of the
CMTS includes a signal that either enables or disables frag-
mentation. If fragmentation is enabled, the cable modem and
the CMTS operate as described above to fragment data to be
transmitted upstream. If fragmentation is disabled, the cable
modem only transmits data to the headend if the granted
amount of bandwidth is the same as or larger than the band-
width required to transmit the data. Alternatively, if fragmen-
tation is disabled, the CMTS only transmits a grant if the
requested bandwidth is the same as or smaller than the band-
width available for transmission to the headend.

Method and Apparatus for Reducing Noise in a Bidirectional
Cable Transmission System

[0547] In FIG. 81 a bidirectional radio frequency (RF)
cable transmission system has a large number of user termi-
nals connected by a cable network to a headend or a cable
modem termination system (CMTS). Cable modems (CM1,
CM2, . .. CMn) are located at the respective user terminals.
An RF transmitter 331 and an RF receiver 335 are located at
the headend. RF transmitter 331 is connected by a number of
downstream channels 338 of the cable network to cable
modems CM1, CM2, . .. CMn. Cable modems CM1, CM2, .
.. CMn are connected by upstream channels 339 to RF
receiver 335. As represented by blocks H1(f), H2(f), . . . Hn(f),
the individual upstream channels 339 are impaired by user
specific noise associated with the respective cable modems
such as multi-path reflections and the like. In addition, as
represented by a summing junction 347, upstream channels
339 are also impaired by common noise such as, ingress
noise, during upstream transmission. The invention reduces
the common noise symbolized by summing junction 347 and
the individual noise symbolized by H1(f), H2(f), . . . Hn(f).
[0548] AsshowninFIG. 82, RF receiver 335 at the headend
has a down converter 349 that shifts the RF signal on the
selected upstream channel 339 to baseband. After passing
through a matched filter 350, the baseband signal is coupled
to an adaptive notch filter 351, which is described in more
detail below in connection with FIG. 83. Adaptive notch filter
351 is coupled by a demodulator 352 to a generalized decision
feedback equalizer (DFE) 353, which is described in more
detail below in connection with FIG. 84. The output of DFE
353 is connected to a slicer 354, which determines the quan-
tized value of the signal. The output of slicer 354 is fed to
forward error correction (FEC) circuitry 355. The output of
FEC 355 is the transmitted data in binary form.

[0549] As illustrated in FIG. 83, adaptive notch filter 351 is
a linear monic filter having a fixed main tap 356 represented
by the coefficient b0 and a plurality of successive variable
taps 357 represented by coefficients b1, b2, .. ., bn. Taps 356
and 357 feed a summing junction 358.

[0550] Asillustrated in FIG. 84, generalized DFE 353 com-
prises a feed-forward equalizer 359 and a feedback equalizer
365 that feed a summing junction 366. The output of sum-
ming junction 366 is coupled to a slicer 367, which deter-
mines the quantized value of the signal applied to decision
feedback equalizer 353. The output of slicer 367 is coupled to
the input of feedback equalizer 365 and to FEC 355 (FIG. 82).
As described in more detail below, generalized DFE 353
operates in a special way. That is, rather than obtaining the
coefficents of the feedforward and feedback parts together,
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the coefficients of the feed-forward and feedback parts are
trained in a sequential manner. Also, the feedforward equal-
izer can take a linear equalizer structure where the main tap
location can be any tap location.

[0551] As illustrated in FIG. 85, each cable modem has a
receiver 368 that processes RF signals transmitted on a
selected one of downstream channels 338 and a transmitter
369 that sends RF signals to the headend on a selected one of
upstream channels 339. A transmit equalizer 371 is connected
in series between a modulator 370 inside transmitter 369 and
upstream channels 339. As described in more detail below,
the coefficients for equalizer 371 are transmitted to the cable
modem on one of the downstream channels 338 and coupled
by downstream receiver 368 to transmit equalizer 371. Trans-
mit equalizer 371 is also a linear equalizer structure corre-
sponding to the feedforward equalizer 359 at the headend
receiver.

[0552] FIG. 86 illustrates the TDMA time slots in a selected
one of upstream channels 339. As shown, there are ranging
slots 372, request slots 373, and user data slots 374. There are
also idle slots 375, which are unique to the invention. The
timing and frequency of slots 372-375 are determined at the
headend, which sends out TDMA control messages on one of
downstream channels 338 assigned to system management to
establish a framing structure for the upstream channels. These
TDMA control messages include information about the type
of slot, i.e., ranging, request, data, or idle and the service
identifier (SID) which uniquely identifies each cable modem.
For a more detailed description of the upstream channel man-
agement function, reference is made to the above section
“Cable Modem Termination System Upstream MAC/PHY
Interface”.

[0553] FIG. 87 illustrates a method for operating the appa-
ratus in FIGS. 82-85 so as to cancel common noise such as
ingress and to compensate for individual noise such as mul-
tipath noise, that impairs upstream channels 339. As depicted
by ablock 376, an idle slot is created by the headend when the
system is powered up and thereafter from time to time when-
ever it is desired to re-adjust notch filter 351 (FIG. 82). The
idle slot is part of the upstream TDMA framing structure
created at the headend and transmitted to each cable modem
on one of downstream channels 338 assigned to system man-
agement. The idle slot identifies no cable modem SID and
contains no upstream signal. It can be created simply by
assigning the SID of a unicast (or reservation) slot to a null
value. Since the idle slot is created as part of the TDMA
framing structure, its time of arrival at the headend is known.
In essence, the idle slot is a known time period during which
there is no signal on upstream channels 339. Any energy
received by receiver 335 at the headend during this time
period represents common noise such as ingress noise.
Instead of using the described idle slots to create quiet periods
on the upstream channels for the purpose of sensing and
rejecting common noise, the headend MAC could control the
cable modems by means of other types of downstream mes-
saging to create known upstream quiet periods. In any case,
since the headend MAC creates the quiet periods as part of the
upstream TDMA framing structure, the MAC can control the
timing of the process of adjusting notch filter 351 and FBE
365 to coincide with the quiet periods.

[0554] In FIG. 88A, this common noise is illustrated as a
noise spike 380 superimposed on the frequency response 381
of'the selected channel. As depicted by ablock 377, during the
idle slot of each of upstream channels 339, the coefficients of
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adaptive notch filter 351, B1, B2, . . . Bn-1, are adjusted to
minimize its output by for example an LMS process. The
value of main tap BO is fixed. This tends to cancel the com-
mon noise as illustrated by a notch 382 in FIG. 88B, but
introduces signal distortion into the frequency response. As
depicted by a block 378, the coefficients of notch filter 377,
namely, B1, B2, . . . Bn-1, are impressed upon FBE 365
without change to compensate for the distortion introduced
by notch filter 351. FIG. 88C illustrates the resulting fre-
quency response at the output of DFE 353 with a narrow sharp
notch 383 that rejects the common noise. FIG. 89A represents
a typical spread of signal values in a 16-QAM constellation
before common noise rejection by notch filter 351 and FBE
365. FIG. 89B represents the after case. As depicted by a
block 379, the coefficients of notch filter 351 and FBE 365 are
frozen until next time that an idle slot is created by the hea-
dend so the described apparatus can take into account changes
in the common noise in upstream channel 339. During the
initial setup at a particular RF frequency chosen by the down
converter 349 and when the settings of adaptive notch filter
351 are updated, the corresponding coefficients of notch filter
351, namely, B1, B2, . . . Bn-1, for the selected channel are
recovered and impressed upon notch filter 351 and FBE 365.
As a result, adaptive notch filter 351 and FBE 365 cancel
common noise in the selected channel during the data trans-
mission interval that follows. It should be noted that this
common noise cancellation is accomplished without a train-
ing sequence and applies equally to each cable modem.

[0555] As depicted by a block 384, FFE 359 is adjusted
during the ranging process in preparation for upstream data
transmission from each cable modem. The common noise has
been canceled prior to this adjustment. When the headend
assigns aranging slotto a particular cable modem, the modem
sends a packet of ranging data, including a training sequence
to the headend. The training sequence is used to derive coef-
ficients for FFE 359. These coefficients represent the fre-
quency shaping required to compensate for the individual
noise of the particular cable modem transmitting the ranging
packet, i.e., the frequency shaping required to provide a flat
frequency response at the output of DFE 353. As depicted by
a block 385, the calculated coefficients are transmitted with
the SID of the cable modem on the one of downstream chan-
nels 338 assigned to system management. These coefficients
are applied to transmit equalizer 371 at the selected cable
modem. It should be noted that since the common noise has
been canceled prior to the adjustment, the coefficients applied
to transmit equalizer 371 do not reflect any common noise
rejection. Before the data is transmitted by the cable modem
over the assigned one of upstream channels 339, FFE 359 is
reset so the taps, except for the main tap, are set to zero. As a
result, the apparatus compensates for individual noise by
pre-equalization at the transmitting cable modem, while FFE
359 introduces no compensation except simple tracking.
[0556] It should be noted that DFE 353 operates sequen-
tially in the practice of the invention. First, FBE 365 is set to
compensate for the distortion introduced by notch filter 351
and frozen until it is reset. Then, FFE 359 is used to derive the
coefficients for transmit equalizer 371, after which it is reset.
[0557] Inan alternative embodiment, notch filter 351 over-
samples the signal at the output of matched filter 350. Instead
of' taps spaced apart in time by the reciprocal of the baud rate
ofthereceived signal [T, 2T, 3T, . .., T(n-1)] the taps of notch
filter 351 are spaced apart in time by the reciprocal of a
multiple of the symbol rate, e.g., four (4) times.
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[0558] In this case, only the values of the taps spaced apart
in time by the reciprocal of the baud rate [T, 2T, 3T, . . .,
T(n-1)] can be adjusted as described above to minimize the
output of notch filter 351 and the taps (both real and imagi-
nary) between those spaced apart by the reciprocal ofthe baud
rate (both real and imaginary) are set to zero. The main tap of
notch filter 351 is fixed at real part equals one (1) and imagi-
nary part equals zero. The tap values of FBE 365 (spaced
apart in time by the reciprocal of the baud rate) are directly
mapped to the adjusted tap values of notch filter 351. The over
sampling of notch filter 351 facilitates acquisition of the burst
signals by demodulator 352.

[0559] Reference is made to FIG. 90A for a diagram of
common noise (such as ingress) spikes 386 and 387 superim-
posed on the frequency response of one of upstream channels
339. The effect of multi-path is shown by a sag 388 near the
middle of the frequency response. FIG. 90B represents the
pre-equalizing effect introduced by transmit equalizer 371 at
the transmitting cable modem. This pre-equalization com-
pensates for sag 388a in FIG. 90 A and thus flattens the overall
frequency response of the signal arriving at receiver 335. It
also adds notches 386a and 387a at the frequencies where
ingress noise is present.

[0560] Referringto FIG.90B, the adaptive notch filter coet-
ficients can be used via FFT processing for dynamic channel
allocation with ingress cancellation to measure the inverse of
the channel spectrum or to find the location of the ingress
noise. This facilitates in estimating the channel quality for
selecting an appropriate channel and bandwidth, as shown in
FIG. 33.

[0561] As used in the claims herein, the term “idle slot” is
a time period known to the headend in which no signal is
being transmitted in the upstream channel. Consequently, any
energy detected in the channel at the headend during this time
period is common noise introduced into the cable network.

CONCLUSION

[0562] The described embodiments of the invention are
only considered to be preferred and illustrative of the inven-
tive concept; the scope of the invention is not to be restricted
to such embodiments. Various and numerous other arrange-
ments may be devised by one skilled in the art without depart-
ing from the spirit and scope of this invention.

What is claimed is:
1. A base station comprising:
a receiver configured to process an upstream signal
received on an uplink channel from a subscriber station;
a transmitter configured to send a downstream signal on a
downlink channel from the base station to the subscriber
station; and
a monitoring circuit configured to:
collect packet based statistics representative of a channel
quality of the uplink channel based on the upstream
signal,
send a message to the transmitter, based on the collected
statistics indicating the channel quality to be at a first
level, for the subscriber station to change a coding
gain associated with the uplink channel used to send
upstream signals, and
send a message to the transmitter, based on the collected
statistics indicating the channel quality to be at a
second level, for the subscriber station to reallocate
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the uplink channel to a different frequency, wherein
the second level is associated with a poorer channel
quality than the first level.

2. The base station of claim 1, wherein the collected sta-
tistics include a number of undetected packets transmitted
over the uplink channel.

3. The base station of claim 1, wherein the collected sta-
tistics include a number of packets transmitted over the uplink
channel without a unique word.

4. The base station of claim 1, wherein the collected sta-
tistics include a number of packets transmitted over the uplink
channel with corrected errors.

5. The base station of claim 1, wherein the collected sta-
tistics include a number of packets transmitted over the uplink
channel with uncorrectable errors.

6. The base station of claim 1, wherein the collected sta-
tistics include a number of forward error correction (FEC)
blocks transmitted over the uplink channel with corrected
errors.

7. The base station of claim 1, wherein the collected sta-
tistics include a number of forward error correction (FEC)
blocks transmitted over the uplink channel with uncorrect-
able errors.

8. A method, comprising:

collecting packet based statistics representative of a chan-

nel quality of an uplink channel based on an upstream
signal received from a subscriber station;

sending a message to the subscriber station, based on the

collected statistics indicating the channel quality to be at
a first level, to change a coding gain associated with the
uplink channel used to send upstream signals; and
sending a message to the subscriber station, based on the
collected statistics indicating the channel quality to be at
a second level, to reallocate the uplink channel to a
different frequency, wherein the second level is associ-
ated with a poorer channel quality than the first level.

9. The method of claim 8, wherein the collected statistics
include a number of undetected packets transmitted over the
uplink channel.

10. The method of claim 8, wherein the collected statistics
include a number of packets transmitted over the uplink chan-
nel without a unique word.

11. The method of claim 8, wherein the collected statistics
include a number of packets transmitted over the uplink chan-
nel with corrected errors.

12. The method of claim 8, wherein the collected statistics
include a number of packets transmitted over the uplink chan-
nel with uncorrectable errors.

13. The method of claim 8, wherein the collected statistics
include a number of forward error correction (FEC) blocks
transmitted over the uplink channel with corrected errors.

14. The method of claim 8, wherein the collected statistics
include a number of forward error correction (FEC) blocks
transmitted over the uplink channel with uncorrectable errors.

15. A base station comprising:

a receiver configured to process an upstream signal

received on an uplink channel from a subscriber station;

a transmitter configured to send a downstream signal on a

downlink channel from the base station to the subscriber
station; and

a monitoring circuit configured to:

collect packet based statistics representative of a channel
quality of the uplink channel based on the upstream
signal,
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based on the statistics indicating the channel quality to
be at a first level, changing a coding gain associated
with the downlink channel, and

based on the statistics indicating the channel quality to
be at a second level, reallocating the downlink chan-
nel to a different frequency, wherein the second level
is associated with a poorer channel quality than the
first level.

16. The base station of claim 15, wherein the collected
statistics include a number of undetected packets transmitted
over the uplink channel.

17. The base station of claim 15, wherein the collected
statistics include a number of packets transmitted over the
uplink channel without a unique word.

18. The base station of claim 15, wherein the collected
statistics include a number of packets transmitted over the
uplink channel with corrected errors.

19. The base station of claim 15, wherein the collected
statistics include a number of packets transmitted over the
uplink channel with uncorrectable errors.

20. The base station of claim 15, wherein the collected
statistics include a number of forward error correction (FEC)
blocks transmitted over the uplink channel with corrected
errors.



