wo 2016/118518 A1 [N 0000 000 A0 O

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

28 July 2016 (28.07.2016)

WIPOIPCT

(10) International Publication Number

WO 2016/118518 A1l

(51

eay)

(22)

(25)

(26)

(30)

1

(72

74

31

International Patent Classification:
GO6F 11/00 (2006.01) GO6F 12/14 (2006.01)

International Application Number:
PCT/US2016/013944

International Filing Date:
19 January 2016 (19.01.2016)

Filing Language: English
Publication Language: English
Priority Data:

62/105,685 20 January 2015 (20.01.2015) US
14/857,775 17 September 2015 (17.09.2015) US

Applicant: ENZOO, INC. [US/US]; 18433 22nd Way
NE, Woodinville, WA 98077 (US).

Inventor: PIKE, Robert; Enzoo, Inc., 18433 22nd Way
NE, Woodinville, WA 98077 (US).

Agents: YANG, Frank et al.; Fenwick & West LLP, 801
California Street, Mountain View, CA 94041 (US).

Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,

(84)

AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG,
MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM,
PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA, SC,
SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

Designated States (uniess otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,
TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU,
TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,
GW, KM, ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))

(34

Title: ROLLING SECURITY PLATFORM

Client Router
10
) A R 1
Client Firewall | Firewall | | Firewall |
105A | 120A 120B 120C
T T T
NN NN 1
____________ Load Balancer | _ [ Load Balancer |_ __| Load Balancer |
|r 125A 1258 125C
|
- |
Security | | Frontend Frontend Frontend Frontend
Control | .| Server Group — — 4 Server Group |||— — — - Server Group |||]— — — — - Server Group
Module 130A 130B 130C 130D
150
Security J,
Server | Firewall | | Firewall | | Firewall |
148 132A 132B 132C
T T
L .
Backend Backend Backend Backend
Server Group Server Group Server Group Server Group
135A 135B 135C 135D
| Storage | | Storage | | Storage |
140A 140B 140C 140D
FIG. 1A

(57) Abstract: A method of rolling security for a system that includes multiple server groups, such as a first server group of one or
more servers and a second server group of one or more servers. The method includes repeatedly initiating rebuilding of the first serv -
er group of one or more servers. The method also includes repeatedly initiating rebuilding of the second server group of one or more
servers. The rebuilding of the first server group of one or more servers is staggered in time from the rebuilding of the second server
group of one or more servers. The servers may be physical servers or virtual machines. Rolling security may also be applied to soft-
ware containers, computing devices within a data center, and computing devices outside of a data center.
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ROLLING SECURITY PLATFORM

CROSS REFERENCE TO RELATED APPLICATIONS

(6001} This application claims poority from U.S. Provisional Patent Application No.
62/105,685, filed on January 20, 2015, and U.S. Patent Application No. 14/857 775, filed on

September 17, 20135, the contents of which arg incorporated by reference in their entirety.

BACKGROUND
I Field

[0602] The present disclosure relates to computer security against unauthorized access {o

resources, and more specifically to a rolling security platform for increased security.

2. Description of Related Arxt

[0603] In network communications there are many forms of software and hardware
security, mcluding firewalls and mntrusion detection and prevention systems. But they all
fault on one core issue, that if rules are not applied correctly they can open opportunities for
unauthorized access.  Operating svstems and applications today aiso have many bugs which

if exposed to the mternet, can enable remote access to servers hosting the applications,

SUMMARY

[G004] Embodiments of the present disclosure include intelligent methods and systems of
providing online security against hackers. In one embodiment, disclosed is a system for
rolling security. The svstem comprises a first server group of servers and a second server
group of servers. Each server in the first server group and second server group includes
software that includes an operating system and application that supports user sessions. A
non-transitorv computer readable medium stores mstructions that, when executed by at least
one processor cause the at least one processor to access rolling timing mformation indicating
rebutld tinings for the first server group and rebuild timings for the second server group.

The rebuild timings for the first server group are staggered in time from the rebuild timungs of
the second server group. The instructions also cause the processor to periodically initiate
rebutlding of the software of each server of the first server group of servers according to the
rebuild timings for the first server group. The mstructions also cause the processor to

periodically initiate rebuilding of the software of cach server in the second server group of
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servers according to the second rebuild timings for the second server group. The rebuilding
of the first server group of servers is staggered in time from the rebuilding of the second

server group of servers,

TLEIRY In one embodiment, a method of rolling security for a system that includes
multiple server groups is disclosed. The method includes repeatedly wnitiating rebuilding of
the first server group of one or more servers. The method also includes repeatedly imtiating
rebuilding of the second server group of one or more servers. The rebuilding of the first
server group of one or more servers is staggered 1o time from the rebuilding of the second

SCIVCT gZroup of one or more scrvers.

3606} In one embodiment, each of the servers in the first and second group include
software that i1s rebuilt repeatedly, such as on a periodic basis. The software that is rebuilt
can include an operating system, application, and other software. In one embodiment, cach
of the servers in the first and second server group includes a respective firmware. Repeatedly
initiating rebuilding of the first server group comprises initiating a rebuilding of the
respective firmware mn each server of the first server group. Repeatedly mitiating rebuilding
ot the second server group comprises imtiating a rebuilding of the respective tirmware in

each server of the second server group.

6607} in one embodiment, cach of the servers in the first and second server group
includes a respective password. The method also comprises repeatedly initiating a password
change of cach server in the first server group when rebuilding the first server group; and
repeatedlv inttiating a password change of cach server in the second server group when

rebutlding the second server group.

[6608] In one embodiment, the method comprises accessing rolling timing information
indicating rebuild timings for rebuilding the first scrver group and second server group. The
first server group and the second server group are repeatedly rebuilt according to the rothing
tinnng mformation. Additionally, each of the servers i the first server group and the second
server group host respective applications and support user sessions for the applications, and
the method further comprises monitoring durations of the user sessions tor the respective
applications; and gencrating the rolling timing information indicating rebuild timings for the
first server group and the second server group based on the monitored durations of the user

5€351018.
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0609} In one embodiment, the servers in the first server group and the second server
group that are repeatedly rebuilt are physical servers. In one embodiment, the servers i the

first server group and the sccond server group that are repeatedly rebuilt are virtual machines.

3610} In one embodiment, the system further comprises one or more load balancers to
balance network traffic between the first server group and the second server group. The
method also comprises repeatedly mitiating shutdown preparation mode of the first server
group prior to cach rebuilding of the first server group, the load balancers preventing new
sessions from being established with applications of the first server group while the first
server group is in shuidown preparation mode. The method alse comprises repeatedly
wnitiating shutdown preparation mode of the second server group prior to each rebuilding of
the second server group, the load balancers preventing new sessions from being established
with applications of the second server group while the second server group is 1n shutdown

preparation mode.

6611} Other embodiments include a non-transitory computer readable medivm storing
instructions. The instructions are executable by at least one processor to cause the at least
one processor to perform the method of rolling security.  Other embodiments may apply
rolling security to software containers. Other embodiments may apply rolling security to
networked computing devices within a datacenter, or computing devices outside of a

datacenter.

BRIEF DESCRIPTION OF THE DRAWINGS
03612} Figure (FIG) 1A 15 a block diagram of networked communication system with
components of a secured datacenter for rolling security, according to an embodiment,
661 3] FIG. 1B is a block diagram of networked communication svstem with componenis
of a secured datacenter for rolling secunty, according to another embodiment.
3014} FIG. 1C 15 a block diagram of networked communication system with componenis
of a secured datacenter for rolling security, according to a further embodiment.
6615} FIG. 2A 15 a block diagram of a frontend server from FIG. 1A, according to an
embodiment.
6816} FIG. 2B is a block diagram of a server with virtual machines, according o an

embodiment.
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16617} FIG. 2C is a block diagram of a server with software containers, according to an

embodiment.
3618} FIG. 315 a diagram of rolling server groups, according to an embodiment.

6619} FIG. 4 1s a block diagram of a security control module, according to an

embodiment.

16624 FIG. 5 15 a flowchart for a method of rolling security, according to an

embodiment.

6621} FIG. 6 illustrates the hardware architecture of a computing device.

DETAILED DESCRIPTION

[G822] Reference will now be made in detail 1o several embodiments of the present
disclosure, examples of which are llustrated in the accompanying figures. It is noted that
wherever practicable similar or like reference numbers may be used in the figures and may
indicate similar or like functionality. The figures depict embodiments of the present
disclosure for purposes of illustration only. Oue skilled 1o the art will readily recognize from
the following description that altemative embodiments of the structures and methods
iHlustrated herein may be employed without departing from the principles, or benefits touted,

of the disclosure described herein,

3623} The present disclosure relates to a svstem platform that prevents hackers from
gaining access to backend datasets and prevents ongoing access to any dataset. More
particularly, this invention can stop escalating access to unauthorized resources for a higher

security solution.

G024} In one embodiment, a sccurity platform for a datacenter is disclosed. The security
platform continually and repeatedly rebuilds itself in a rolling manner based on specific
metrics of ime. The rolling security will automatically replace server software in short
periods of time to completely wipe out any configuration or holes found in operating systems
or applications, thereby limiting access o any server 1o a short period of tune.  For example,
this time can be as short as 10 seconds or as fong as hours. In one embodiment, a standard
configuration will default to 10 min between rebuilds. Hackers will have such a short
window in which to learn the hack, figure out what the architecture is in the backend,
compromise the server and try to install a root kit for further access. Thus, it is pointless for

the hackers to atterapt to complete their hack as the replacement of the server happens so
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often. By the time a hacker discovers a password or public key infrastructure (PKI} kev, the

operating system (O8) s being replaced along with new passwords and keys.

[B025] The system can, but is not limited o, replace the whole software stack on a device
inclading the O, applications, content, data and cache within a short period of time. The
system can be fully mtegrated with snultiple devices in a network {¢.g. load balancer,
firewalls, ctc) to scamlessly manage both real users and hacker users. In other embodiments,
session count, comection count, unique sensor triggers and other security mdications can be
ased to trigger rebwilds. In other embodiments, a session can be dynamically contamed into
an isolated environmernt and a time of the session can extended to fearn the hacks being

performed 1n an solated environment,

[6626] The system can dynamically learn the applications average session counter and
time and adjust the rebuild timing dynamically or have a manual configuration to enable
tighter security policies.  The system limits the time any single session can be conneeted to a

front end application and dataset to prevent long term remote access to any sysiem.

6627} FIG. 1A 1s a block diagram of networked communication system with components
of a secured datacenter for rolling security, according to an embodiment. The system
includes several client devices 103, a network 110, a router 115, frontend firewalls 120A-C,
load balancers 125A-C, frontend server groups 130A-130D, backend firewalls or load
balancers 132A-C, backend server groups 135A-135D, storage systems 140A-140D and
security server 148, Routers, firewalls120, load balancer 125, frontend servers 130, firewall
132, backend server 135, and storage svstems 140 may be components of a datacenter. Only
a imited number of devices are shown in FIG. 1A, but in other embodiments there mav be a

larger number of devices {e.g. >four frontend server groups).

6628} Client devices 105 can be computing devices, such as smartphones, tablet
computers laptop computers and desktop computers, among others. A user interacts with
software of the client devices 105 through an interface, such as a touchsergen or mouse and
kevboard. The client devices 103 are controlled by the vser to establish application sessions

and connections with various applications hosted by the frontend server groups 130,

[6629] The router 113 routes network traffic between the network 110 and the rest of the
components in the datacenter. The frontend firewalls 120 are hardware based firewall
devices that control incoming and outgoing network traffic using an applied mle set. A

firewall establishes a barner between the internal network of the datacenter and the external
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network 110, The load balancers 125 distribute network traffic across a large number of
frontend server groups 130. The load balancers increase capacity and reliability of

applications by decreasing the burden on any one particular frontend server group 130.

13630} Each frontend server group 130 includes several physical frontend servers. A
server is a server class computing device that can include one or more processors and
execuies an operating svstem. A server hosts several software applications. The clients 103
can establish networking connections and applhication sessions with the applications hosted by
the frontend servers. For security purposes, each server group can be roled {i.e. by
rebutlding the server group) after expiration of an amount of time and the server groups can
be rolled i staggered manner. Copies of the same application are hosted by multiple server
groups 130 so that, even as the server groups are rolled, the application 1s still available to the
client devices 165. In one embodiment there are a total of nine frontend server groups 136

and cach frontend server group 130 includes thousands of frontend servers.

16831} The backend firewalls 132 are hardware based firewall devices, or virtual
firewalls, that control traffic between the frontend server groups 130 and backend server
groups 135 using an applied rule set. Each backend server group 135 includes one or more
backend servers. Backend servers permit access to the data stored in the storage systems 140.
Backend servers store and retreve data from the storage systems 140 as requested by the
applications hosted by the frontend scrvers groups 130, An cxample of a backend serveris a

SQL server that provides access to a SQL databasc.

[6032] Securtty server 148 includes a security control module 150 that coordinates rolling
operation ot the frontend server groups 130, Specifically, the security control module 150
repeatedly initiates rebuilds of the frontend server groups 130 at periodic and staggered
intervals. Rebuilding a server can include replacing the entire software stack of 3 server,
including the operating system (08}, applications, content, data and caches by replacing a
hard drive image of the server with a known good replacement image. Rebuilding a server
can also mchude replacing the firnware of a server. Rebuilding may also melude other
operations in addition to these operations. The time between rebuilds can be as short as 10
seconds or as long as hours. In other embodiments the standard rebuild time will defanlt to

10 min.

6633} Repeatedly rebuilding servers on a periodic and frequent basis forces hackers to

complete their hack in a short amount of time {¢.g. under 5 seconds) which s near impossible
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as response times and apload times usually require a greater amount of time. For example,
for a DNS server, the DNS server can be rebuilt every 10 seconds with a new 08 and DNS
databasc cache. In this situation, hackers will not have time to hack the protocol and upload
bogus data by cache spoofing.  Any malicious code uploaded by the hackers will also be
ehnunated. Everything tied to the server will be replaced, making it impossible to remote
into the O8 from outside. At the same time, all the content needed for standard customer

requests are served correctly. This completely solves any holes found in today’s software.

106834} The security control module 150 also mitiates the rebuilds on a rolling basis by
staggering the rebuilding of cach frontend server group (e.g. 130A) in time relative to the
other frontend server groups {¢.g. 130B). Each frontend server group 130 will start servicing
user sessions at different times creating a staggering approach to when a server group 130
will come online and start serving traffic. The process from which a session starts and ends
all happens within a single server or group of servers 130, This allows for simple load
balancing within the group but aiso allows for termination of a session to happen within the
group. The servers within a server group 130 will replace their OS at the same time while
other server groups 130 arc just coming online and servicing the new user sessions. The
timeframe to rebuild a server group 130 can vary depending on the functionality of the

applications in the server groups 130.

THEERY The securtty control module 150 also communicates with the load balancers 125
such that the load balancers 125 are aware of the server group being shat down for new 08
installs, thereby allowing the load balancers 125 to distribute network traffic only to server
groups 130 that arc online. The security control module 130 can transmit information to the
load balancers 125 to indicate when a server group 130 1s beginning preparation for shutting
down. In response, the load balancers 125 take the server group 130 offline and prevent new
connections from being established with the server group 130. Once the server group 130 is
rebuilt, the securnity control module 150 can transoit mformation to the load balancers 125
mdicating that the server group 130 1s ready to accept new connections. In response, the load
balancers 125 put the server group 130 back online and allows new connections to be
cstablished with the server group 130

13636} The security control module 130 can also change the password of the server
groups 130 when rebuilding the server groups 130, Frequent password changes make it

impossible to do password attacks on servers.
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{6637} The security control module 150 can be mmplemented as software, hardware, or as
a combination of hardware and software. In other embodiments, the security control module
150 can be distributed across one or more components of the datacenter other than the

securtty server 148,

[6638] FIG. 1B 1s a block diagram of networked communication system with components
of a secured datacenter for rolling secunity, according to another embodiment. FI1G. 1B is
similar to FIG. TA except that is now includes frontend virtual machine (VM) groups 160 and
hypervisors 190. Each VM group 160 includes one or more VMs. A VM is an emufation of
a computer system, such as an emmlation of a computer server. Each VM may be attached to

its own virtual disk. A VM may be referred to herein as a virtual server,

16039} Hypervisor 1906 creates and manages the ¥V Ms groups 160. Each hypervisor 190
may be located on its own physical front end server 159, and also control a group of VMs
160 that are located on the same physical front end server. For example, Hypervisor 190A

and VM group 160A are located on a single physical server 159A.

3040} In this embodiment, the security control module 150 provides rolling security to
the networked commumication system by periodically initiating rebailds of the frontend VM
groups 160 (i.e. virtual server groups). Copies of the same application are hosted by multiple
VM groups 160 so that the application is always online cven as the VM groups 160 arc being
rebuilt. Rebuilding a VM can mclude restoring the state of a VM to an onginal known good

state. Rebuilding will be explained in greater detail below.,

3041} {Otherwise the operation of the security control module 156 is the same as that
described in conpunction with FIG. 1B, In one embodiment, the networked communication
system may inchide both physical server groups and virtual server groups that are rebuailton a

periodic and staggered basis.

[0042] FIG. 1C 18 a block diagram of networked communication svstem with components
of a secured datacenter for rolling security, according to a further embodiment. FIG. 1C is
similar to FIG. 1B except that is now includes container groups 960 and container engines
590 located on the servers 159.

16043} Each container group 960 includes one or more software containers used for
operating system level virtualization. A software contaner includes an application, its
dependencies, libraries and binaries bundled into a single package. A software container

shares an operating system {not shown} with other software contamers on the same server
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159, A software container is instantiated within the kernel of the operation svstem and
virtualizes the instance of the application. Software containers allow for rapid creation of an
application or service to be put into a block of resources. The deplovment of a container is
fast because containers can share core library files from the core OS. The software containers
are managed by a container engine 990. In one embodiment, the software contaners 960 are

DOCKER containers or are comphiant with the open container project standard.

{0044} In this embodiment, the security control module 150 provides rolling security to
the networked communication system by periodically inttiating rebuilds of the container
groups 960 on a rolling basis. Copies of the same application are included in multiple
container groups 960 so that the application is always online even as some of the container
groups 960 are being rebuilt. A contamer can be rebuilt by restoring the container to a known
good state. Rebuilding will be explained in greater detail below.

Otherwise the operation of the security control module 130 is the same as that described in
conjunction with FIG. 1A and 1B. In one embodiment, rebwildimg containers can be more
cfficient than rebuilding physical servers and virtual machines. For example, containers can
be restored and deployed in ~30 scconds. By contrast, rebuilding servers and virtual
machines can take much longer. Although rolling containers can be casier than rolling
physical servers and YMs, they have higher risks due to the use of shared core OS5 files.
Hvpervisor architectures also have risk, but because the 08 is dedicated to each VM, it
reduces the nisk compared to a container platform.  The risk 1s lower again when rolling
physical servers as a hacker will need to have BIOS level control of a server to do server

hyjacking, or the hacker will need remote management tools aceess.

3045} The description herein may primanly focus on the rolling of physical servers or
virtual machines. However, the principles of rolling security described heremn are applicable

to rolling of physical servers, virtual machines, or containers.

6646} FIG. 2A 15 a block diagram of a frontend server 200, according to an embodiment.
Frontend server 200 may represent a frontend server from the frontend server groops 130 of
FiG. 1A, Frontend server 200 includes several software applications 230A-C, an OS 152,
firmware 154 and a frontend sccurity module 156, Examples of 08 152 mclude LINUX and
MICROSOFT WINDOWS, among others. The applications 250 are executed on top of the

05 152, The firmware 154 includes software that is stored in a programmable memory chip.
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16647} The client devices 105 can establish networking connections C1-C6 with the
apphications 250, A connection is used as 3 bidirectional commumication channel between
sockets at the client devices 105 and the server 200. The connection is established at a
certain point in time using a handshake process, and then terminated at a later point in time.
The connection may include several states defined by a protocol. An example of a
connegction is a transmission control protocol {(TCP) connection of the transport layer of the

Open Systems Interconnect {081 model.

[0048] The clignt devices 105 alsc establish application user sessions 51-56 with the
applications 250 over the connections C1-C6. A user session is an interactive information
exchange between two or more communicating enttties for a given application. The user
session is established at a certain point in time, and then terminated at a later point in time.
During the user session, ong or more messages may be sent in gach direction overa
connection that has becn established for the session. In one embodiment, the application

sessions are sessions of the OS] session laver that sit above the transport laver,

G049} In one example, a credit card authentication session (¢.g. $1, 82} can be initiated
when a user swipes a credit card at a chient device 105A, and the chient device 1054
establishes a connection and session with credit card pavment application 250A. Credit card
payment application 230A communicates with the chient device 103A to obtain the credit
card nuraber and charge amount from the client device 105A. The credit card payment
application 250 then accesses the database 140 via backend server 135 to determine if the
credit card mumber has sufficient credit to process the pavment. The credit card pavment
application 250 then provides a ves / no response to the client device 105A. The connection

and session are then terminated after providing the response to the chient device 1054

6650] In another example, a web form session (2.g. 83, S4) can be initiated when a user
enters a URL into a browser at a chient 105B. The client device 1058 establishes a session
with website 250B. The chient device 1058 establishes a session with website 250B. The
server 200 may be processing multiple sessions. The server 200 starts a ime counter per
session. The user has x amount of time to fill out a form before the session closes. A
different server may process the form submission from the initial scssion due to the time it

takes to fill out the web form data.

6651} in a further example, an online banking session {¢.g. 85, 86} can be initiated when

a user opens a mobile banking application at the client device 1058, and the chent device

16



WO 2016/118518 PCT/US2016/013944

1058 establishes a connection and session with online banking application 250C. Online
banking apphication 250 communicates with the client device 105C to obtain authentication
mformation from the client device 105C. Once authenticated, the client device 105C can
request account balances, upload copies of checks for deposit, and make other banking
requests. The banking application 250C can access account information stored in database
140 via backend server 135 to process these requests. The connection and session are

gventually ternunated at the end of the session.

[6852] Frontend security module 156 can commumnicate with the secunty control module
150 to send and recetve security information o implement rolling security. The security
module 156 can receive commands to initiate a rebuild of the frontend server 200. The
commands can mchude a name of a golden image, which is a known good master software
image that is o be used as a template for the rebuild. The security module 136 then rebuilds
the frontend server 200 in accordance with the commands, such as by replacing the O8S 152,
applications and/or firmware 154, The 05 132, applications 154 and/or firmware 154 can
replaced by overwriting existing software on the server 200 with the golden image, deleting
cxisting software on the server 200 and copying new software onto the server 200 from the
golden image, efc. The golden image can be stored locally on a disc within the server 200 or

elsewhere on a network.

16053} Different rebuild techniques with varving rebuild tumes can used. 1o one
embodiment, a single golden image can be used to rebuild multiple servers 200, Dhata from
the golden image can be copied onto the frontend server 200, and then post process
configurations are executed on each frontend server 200 to configure the OS 152 or
applications 154, For example, a different script may be executed on each frontend server
200 to establish a unique name for the server and an 1P address for the server. In one
embodiment, there may be multiple golden images that are specific and unijue to cach
frontend server 200. The data from a golden image can be copied onfo a respective server

without the need for post process configurations, which reduces reduce rebuild time.

[0854] In another embodiment, a data differencing technique is used to rebuild the
frontend server 200, Specifically, data blocks or files of the software of a frontend server 200
can be compared to data blocks or files of a golden image. Only the data blocks or files that
are different are restored from the golden mmage. By leveraging block or file based

differencing, rapid deployment of preconfigured OS and app configurations via focal disk,

11
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remote SAN disks or NAS disks 1s possible. | should be noted that other rebuild techmques

may be possible and still fall within the scope of the disclosure.

[B055] In one embodiment, various hash or encryption models or block state comparisons
can be applied to a rebuilt software image to verify the rebuild is of standard expected
configuration and the state is of a good known configuration. For example, the rebuilt
software can be hashed and then compared to the hash of the golden image to verify that the

rebuild was performed as expected.

[B056] In on¢ embodiment, the frontend security module 136 places a frontend server 200
into a lock down security mode during rebuilds for protection against tampering.  During
rebuilds, the frontend security module 156 may set its mtermnal firewall access control lists
{ACL} with permissions that block any traffic to certain ports other than communications
with the secunty control module 150 of the security server 148, An ACL can be a list of
network ports, along with specific entitics permitied to use the network ports. Other 3% party

apphications may also be given access on a need basis for verification of state of compliance.

{3057} The security module 156 can also receive a command to change the password of
the OS5 132 and then replace the password in accordance with the command. In one
embodiment, the security information is communicated via an intelligent platform

management micrface (IPMI}).

{0058] FIG. 2B is a block diagram of a frontend server 202 with VMs 204, according to
an crubodiment. Frontend server 202 may represent a frontend server 159 from FIG. 1B.
Frontend server 202 mcludes several ¥Ms 204, hvpervisor 208, OS5 132, and frontend

security module 156, Each VM meludes a virtualized 08 206 and applications 250,

6659} Frontend security module 156A is similar to frontend module 156, but now
rebuilds VMs 1n response to commands to rebuild the VMs 204, The rebuilding of VMs 204
i3 similar to the rebuilding desceribed with respect to FIG. 2A ) and can also utilize a golden
tmage of a VM 204 to generate a VM 204, utilize data differencing, and/or perform rebuild
verification after rebuilding the VM 204,

[(6660] FIG. 20 15 a block diagram of a frontend server 290 with containers 292,
according to an embodiment. Frontend scrver 290 may represent a frontend server 159 from
FIG. 1C. Frontend server 290 includes several confainers 292, container engine 294, 08 152,

and frontend secunity module 136B. Each container includes virtualized applications 250.
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{6061} Frontend seconty module 1536B 15 similar to frontend module 156, but now
rebuilds containers 292 on a rolling basis in response to commands to rebuild the containers
292, The rebuilding of contaimers 292 is similar to the rebuilding described with respect to
FIG. 24 and can also utilize a golden image of a container 292 to gencrate a container 292,
utifize data differencing, and/or perform rebuild verification after rebuilding the container

292.

[0662] FIG. 3 13 a diagram of rolling server groups, according to an embodiment. The
rolling operation of four server groups 130A-130D s illustrated in FIG. 3. In other
cmbodiments, the rolling operation shown in FIG. 3 is also applicable to rolling of VM

groups 160 and software container groups 960.

[6063] Each server group 130 operates in different rolling security modes: {1} a normal
operation mode (2} a shutdown preparation mode and (3} a rebuilding mode. Durning the
normal operation mode a server group 130 accepts and services new user sessions and
connections. During the shutdown preparation mode the server group 130 does not accept
new sessions and connections. Existing sessions and connections are allowed to finish. In
one embodiment, the load balancers 125 may be notified that a particular server group 130 1s
being placed mto shutdown preparation mode and is not accepting new scssions and
connections. The load balancers 125 respond by removing the server group 130 from the
possible server groups 130 to which new sessions and connections can be made. Dunng the
rebutlding mode the server group 130 1s removed from service and is rebuilt by replacing the

software of the server group 130, The modes repeat periodically, such as every 60 seconds.

3064} The server groups 130 are operated in a rolling manner such that the rebuilding of
different server groups s mitiated at different times. For example, server group 130A s
rebuilt at 1:00:50, server group 130B 1s rebuilt at 1:01:00, server group 130C is rebuilt at
1:01:10, and server group 130D is rebuilt at 1:01:20. The rebuild times are staggered from
cach other by ten seconds. The staggering of rebuild times ensures that there is always at
least one server group 130 1n service and available to accept new connections and user
sessions for applications hosted by the server group 130, In other words, there is always at

least one server group 130 that is in normal operation mode.

[6065] In one embodiment, shutdown preparation mode may be delayed for a server
group 130 if a sccurity condition indicating the presence of a hacker is triggered. A sccurity

condition may be triggered, for example, if session i associated with a suspicious IP or has
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kept the session open for too long. In that situation, the secunty control module 150 may
tmplement decp analvtics of the session, containment of the session and recording of the
session to better understand a hacker’s actions. Altematively, if a security condition is
triggered, the securtty module 150 may take a hacked server, on which hacked session is
detected, out of a server group 130, A new server is then hot swapped in place of the hacked

server such that the rolling of the server groups 130 is not interrupted.

00646} FIG. 4 15 a block diagram of a security control module 130, according to an
cmbodiment. Security control module 130 includes a communication module 405, rolling
timing module 410, rolling control module 415, and password change module 420, In other
embodiments the secunity control module 130 may have additional modules not shown n

FiG. 4.

[6667) The rolling timing module 410 maintains rolling tinung mformation indicating
staggered timings for when the physical server groups 130, VM groups 160, or container
groups 960 {collectively referred to herein as “rolling entity groups”™) should enter different
modes, such as normal operation mode, shutdown preparation mode and rebuilding mode.
The timing information may be mn the form of a timing schedule that includes a hist of rolling
entity groups and specific times for when each rolling entity group should enter different

modes. The following table is an example of a timing schedule.

Server Mode: Normal | Mode: Shutdown Mode: Rebuilding
Group Operation Preparation
1 1:00:00 1:00:30 1:00:530
1:01:00 1:01:30 1:01:50
2 1:00:10 1:00:40 10100
1:01:10 1:01:40 1:02:00

14
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3 1:00:20 1:00:50 1:01:10
1:01:20 1:01:50 1:02:10
4 1:60:30 1:01:00 1:01:20
1:01:30 1:02:060 1:02:20

[B068] The first column of the table identifies a server group. The second column
wdentifies start times for when the server group should enter the normal operation mode. The
third column identifics when the server group should enter shatdown preparation mode. The

fourth column identifies when the rebulding process should begin.

{0669} In other embodiments, the tming mformation may be in the form of maximum
time limits instead of a timing schedule. For example, the timing information may include a
maximum upiime of a rolling entity group, a maximum duration of a normal operation mode,
a maximoum duration of a shutdown preparation mode, and/or a maximum duration of a
rebuild mode. The timing information may also inchude information deseribing an amount of

staggered delay between the rolling entity groups.

[6674] The rolling timing information for the rolling modes may be manually setbv a
aser. In another embodiment, the timing information may be machine leamed by monitoring
the durations of previous application sessions or connections on the servers and generating
application profiles that include the monitored durations. A statistical measure of the
durations (¢.g. average duration, maximum duration} can be determined from the monitored
durations. The statistical measure is then multiplied by a muitiplier (c.g. 8x, 10x} to
determine the maximum duration of cach rolling mode. The result 1s that the time between
rebuilds 1s sufficient for new user sessions and connections to be established and completed
before a rolling entity group is rebuilt. For example, 1f user sessions tend o be 6 seconds
long, this value may be multiplied by 8x to result in a duration between periodic rebuilds of

48 seconds, which is much greater than the scssion duration.

[6671] Rolling control module 415 controls the rolling operation of the rolling entity
groups in accordance with the rolling fiming nformation, such as the rolling timing schedule

or the maximum time limits described above. The rolling control module 415 uses the rolling
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tinning information to deternine the rolling mode that a server group should be in. The
rolling control module 415 then sends control commands to the load balancers 125 and
rolling entity groups via the communication module 403 that cause the rolling entitv groups
to operate m a rolling manner as shown in FIG. 3. The commands for cach rolling entity
group may be staggered in time relative to commands for the other rolling entity groups to

cnsure that the rolhing entity groups are rolled at controlled and staggered times.

{6872} To wmnitiate normal operation mode, the rolling control module 415 may transmit a
nomal speration initiation conmimand to the load balancers 125, The command identifics a
particular rolling entity group and also indicates that normal operation mode is to begin for
that rolling entity group. The load balancer 125 responds to the command by allowing
sessions and connections to be established with the identified rolling entity group. In one
embodiment the normal operation mitiation command may also be transmitted to the

appropriate rolling entity group for which normal operation is being initiated.

[GB73] To mitiate shutdown preparation mode, the rolling countrol module 415 may
transmit a shutdown preparation initiation command to the load balancers 125, The
command dentifies a particular rolling entity group and also mdicates that shutdown
preparation mitiation mode 18 to begin for that rolling entity group. The load balancer 125
responds to the command by preventing any new sessions and connections to be established
with the idendified rofling entity group. Existing sessions and connections of the rolhing
entity group are permitted to complete. In one embodiment the shutdown preparation
imtiation command may also be transmitted to the appropriate servers for a rolling entity

group.

[3674] To minate rebwilding, the rolling control module 145 may send a rebuild initiation
command to the appropriate front end server(s) associated with a rolling entity group that is
to be rebuilt. The command can mclude a name of a known good software image that is to be
used for the rebuwild. In response, the rolling entity group can be rebuwilt with the known good
software image. The rolling control modele 145 may also receive rebuild confirmation
information from the appropriate front end servers once the rebuild is completed.

[B675] Additionally, prior to rebuilding, rolling control module 145 can copy data from a
roiling entity group to a separate storage drive. Machine learning can be used to monitor for
changes in the data and do an inline analysis of the changes for global comparison across

other servers. This allows for understanding of all the changes made by a hacker to the OS,
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applications, or files while an entity was online. Machine leaming the rebuild state and
timing is inportant but delaving the rebuild state over a hacked situation to enable more
advanced leaming is also part of the system controls managed via the rolling control module
145, Rolling control module 145 can also communicate with the local server groups, router
115 and firewall 120 to continue servicing a hacker with the intention of learning and

collection more data to learn the hackers capabilities and learn more about new attacks.

16676} Password change module 420 initiates password changes for the server groups
130. The passwords can be O5, database, or application passwords, among others, The
passwords can be changed with every rebuild as indicated by the rolling timing information,
or can be rebuilt at specific timestamps (1.¢. at certain intervals). The frequency of the
password changes can be the same as or different than the frequency of the rolling entity
group rebuilds. In one embodiment, the password change module 420 can initiate a password
change bv generating new passwords and transmitting the passwords to the servers. In
another embodiment, the password change module 420 can mitiate a password change by
sending a password change command to the servers. The servers then generate new
passwords in response to the command. Any of a number of algorithms can be used to
generate the password. In one embodiment, a imestamp is one of the elements used o

generate the password.

{6677} Communication module 405 communicates with the servers, load balancers 125,
and other devices in the networked communication system. The commanication module 303
may transmit rolling security commands that cause the rolling entity groups o operate in a
rolling and staggered manner. The communication module 305 may send commands that

wnitiate password changes at the rolling entity groups. The communication module 303 may

b

©

lao receive other types of mformation from the devices in the networked conwmunication

system.

[6678] FIG. 5 15 a flowchart for a method of rolling securnity, according to an
embodiment. In step 505, previous connections or user sessions for applications hosted by
the rolling entity groups are monitored. The durations are stored i application profiles.
Once sufficient information is collected, the durations for the previous connections and user
sessions is used to gencerate rolling timing information that describes staggered timings for
different rolling security modes of the rolling entity groups, such as staggered timing for

when ditferent roliing entity groups should be rebuilt.
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{6875} In step 510, the security control module 150 mitiates normal operation of the first
rolling entity group at a timing specified by the rolling timing information. In step 512, the
security control module 150 initiates shutdown preparation mode of the rolling entity group
at a tmung specified by the rolling timing imformation. In step 514, the security control
modide 150 initiates rebuilding of the first rolling entity group at a timing specified by the
rolling timing information. Additionally. the security control module 150 initiates a
password change of the first rolling entity group at the same time. Steps 510-514 repeat

continuously, such as at periodic intervals,

(G086 In step 520, the security control module 150 mitiates normal operation of the
second rolling entity group at a timing specitied by the rolling timing information. In step
522, the security control module 150 mitiates shutdown preparation mode of the second
rolling entity group at a timing specified by the rolling timing information. In step 524, the
securtty control module 150 inttiates rebuilding of the second rolling entity group at a timing
specified by the rolling timing information. Additionally, the security control module 150
imitiates a password change of the first rolling entity group at the same time. Steps 520-524

repeat continuously, such as at periodic mtervals.

16081} Other rolling entity groups may also be controlled in a similar manner as steps
510-514 and 520-524. Additionally, for each rolling entity group, the initiation of the
rebuiiding, normal operation modes, and shutdown preparation modes is staggered n time
relative to the other rolling entity groups. Staggering of the security modes results in the

rolling security illustrated o FIG. 3.

3082} FIG. 6 tllustrates the hardware architecture of a computing device, such as a
firewall 115, router 120, load balancer 125, client device 103, frontend server 136 or 139,
backend server 135, or security server 148, according o one embodiment. In one
embodiment, the computing device is a computer including components such as a processor
602, a memory 603, a storage module 604, an imput module {¢.g., kevboard, mouse, and the
like) 606, a display module 607 and a commumication interface 605, exchanging data and
control signals with one another through a bus 601. The storage module 604 is implemented
as Oone Of more non-transitory computer readable storage media {¢.g., hard disk or solid state
drive), and stores software instructions 640 (e.g. modules) that are executed by the processor
602 in compunction with the memory 603 to implement the rolling security featurces described
herein. Operating system software and other application software may also be stored in the

storage module 604 to run on the processor 602,
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{6083} The rolling security described herein is not only limited to front end servers 130,
virtual machines 160, and containers 960, In other embodiments the rolling security can be
used to periodically rebuild other groups of computing systems in a datacenter, such as
firgwalls 120, load balancers 126, switches, backend servers 135 and backend siorage 140,
Additionally, the fimctions of the modules described heremn may be combined into a single

module or distributed across additional modules.

{0084} In other embodiments, the rolling security described herein 1s may be apphied to
other groups of computing svstems outside of datacenters that provide common sofiware
functionality. The computing svstems can be desktops, laptops, 1pads, iphones, and
computing systems in vehicles {cars, trains, planes) and computing systems in power plants,
generators, ete. In the example of a plane, the plane may mclade several parallel flight
control systems, cach of which can provide flight control for the plane. Rolling the flight
control systems on a staggered basis can protect the flight control systems from being hacked
while ensuring that at least one flight control svstem is always online.

[G085] Upon reading this disclosure, those of skill m the art may appreciate still
additional alternative designs for rolling securnity. Thus, while particular embodiments and
applications of the present disclosure have been illustrated and described, it is to be
understood that the disclosure is not limited to the precise construction and componegnts
disclosed herein. Various modifications, changes and variations which may be apparent to
those skilled in the art may be made in the arrangement, operation and details of the method
and apparatus of the present disclosure herein without departing from the spirit and scope of

the disclosure as defined in the appended claims.
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What is claimed 1s:

I A system for rolhing security, comprising;
a first server group of servers;
a second server group of servers, each server in the first server group and second
server group including software that inchudes an operating system and an
application that supports user sessions; and
a non-transitory computer readable medivm storing instructions, the instructions when
executed by at least one processor cause the at least one processor (o
access rolling timing intformation indicating rebuild timings for the first server
group and rebuild timings for the second server group, the rebuild
timings for the first server group being staggered in time from the
rebuild timings of the second server group;

penodically mitiate rebuilding of the software of cach server of the first server
group of servers according to the rebwild timungs for the first server
group. and

periodically mitiate rebuilding of the software ot each server in the second
server group of servers according to the second rebuild timings for the
first server group, the rebuilding of the first server group of servers
staggered in time trom the rebuilding of the second server group of

SCIVOTS.

2. The system of claim 1, wherein the instructions further cause the at least one
Processor to:
momitor durations of the user sessions; and
generating the rolling timing information indicating rebwild timings for the first server
group and rebuild tinings for the second server group based on the monitored

durations of the user sessions.

3. A non-transitory computer readable medium storing instructions to tuplement rolling
securtty for a system that includes a first server group of servers and a second server group of
servers, the instractions when execuied by at least one processor cause the at least one
[TOCESS0T 10!

repeatedly initiate rebuilding ot the first server group of servers; and
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repeatedly initiate rebuilding of the second server group of servers, the rebulding of
the first server group of servers being staggered in time from the rebuilding of

the second server group of servers.

4, The computer readable medium of claim 3, wherein:
repeatedly tnitiating rebutlding of the first server group comprises initiating rebuilding
of software of cach server of the first server group; and
ropeatedly inttiating rebuilding of the second server group comprises mitiating

rebuilding software of cach server of the second server group.

5. The computer readable medivm of claim 3, wherein:
repeatedly tnitiating rebuilding of the first server group comprises tnitiating a
rebutlding of firmware in each server of the first server group; and
repeatedly nitiating rebutlding of the second server group comprises mttiating a
rebuilding of firmware in ¢ach server of the second server group.
6. The computer readable medium of claim 3, wherein the instructions are executable to:
repeatedly initiate a password change of each server in the first server group when
rebutlding the first server group; and
repeatedly imitiate a password change of each server in the second server group when
rebuilding the second server group.
7. The computer readable medium of claim 3, further comprising:
accessing rolling timing information indicating first rebuild timings for rebuilding the
first server group and second rebuild timings for rebutlding the second server
group, the first rebuild timings staggered n time from the second rebuild
timings; and
wherein the first server group and the second server group are repeatedly rebult
according to the rolling timing mfoumation
8. The computer readable medium of claim 7, wherein cach of the servers in the first

server group and the second server group host an application that supports user sessions, and
the method further compnises:

monitoring durations of the user sessions; and
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generating the rolling timing mformation indicating rebuild timings for the first server
group and the second server group based on the monttored durations of the

USer Sessions.

9. The computer readable medium of claim 3, wherein the servers in the first server

group and the second server group that are repeatedly rebutlt are physical servers.

10.  The computer readable medium of claim 3, wherein the servers in the first server

group and the sccond server group that are repeatedly rebuilt are virtual machines.

11, The computer readable medium of claim 3, wherein the system further comprises one
or more load balancers to balance network traffic between the first server group and the
second server group, and the mstructions cause the processor to:
epeatedly initiate shutdown preparation mode of the first server group prior to ¢ach
rebuilding of the first server group, the Joad balancers proventing new sessions
from being established with applications of the first server group while the
first server group 1s in shutdown preparation mode; and
repeatedly tmitiate shutdown preparation mode of the second server group prior to
cach rebuilding of the sccond server group, the load balancers preventing new
sesstons from being established with applications of the second server group

while the second server group is in shutdown preparation mode.

12, The computer readable medium of claim 3, wherein
repeatedly initiating rebuilding of the first server group comprises pericdically
mitiating rebuilding of the first server group; and
repeatedly initiatmg rebwlding of the second server group comprises periodically

mitiating rebuilding of the second server group.

13, A computer implemented method of rolling security for a systern that includes a first
server group of servers and a second server group of servers, the method comprising:
repeatedly initiating rebuilding of the first server group of one or more servers; and
repeatedly initiating rebutbding of the second server group of one or more servers, the
rebuilding of the first server group being staggered in time from the rebwilding

of the second server group.

14 The method of claim 13, wherem:
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repeatedly initiating rebutlding of the first server group comprises initiating rebwilding
of software of cach server of the first server group; and
repeatedly inttiating rebuilding of the sccond server group comprises mitiating

rebuilding software of cach server of the second server group.

15. The method of claim 13, wherein:
repeatedly initiating rebuilding of the first server group comprises iitiating a
rebuilding of firmware in each server of the first server group; and
repeatedly inttiating rebuilding of the sccond server group comprises initiating a

rebuilding of firmware in each server of the second server group.

16. The method of claim 13, wherein the instructions are executable to:
repeatedly initiate a password change of cach server in the first server group when
rebuilding the first server group; and
repeatedly initiate a password change of each server in the second server group when

rebuilding the second server group.

17. The method of claim 13, further comprising:
accessing rolling timing information indicating rebuild timings for rebuildimg the first
server group and second server group; and
wherein the first server group and the second server group are repeatedly rebult

according to the rolling timing mfoumation

18, The method of claim 17, wherein each of the servers in the first server group and the
second server group host an application that supports user sessions, and the method further
COMPIISeS;
monttoring durations of the user sessions; and
generating the rolling timing information indicating rebuild timings for the first server
group and the second server group based on the mounitored durations of the

USET SE8Sions.

19, A non-transitory computer readable medium sforing instructions to implement rolling
security of a system that includes a first group of software contamners and a second group of
software containers, the instructions when executed by at least one processor cause the at
least one processor to:

repeatedly mmitate rebuilding of the first group of software containers; and
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repeatedly initiate rebuilding of the second group of software containers, the
rebuilding of the first group of software containers being staggered in time

from the rebuilding of the second group of software containers.

28, A method to implement rolling security of a system that includes a first group of
software containers and a second group of software containers, the method comprising:
repeatedly initiating rebuilding of the first group of software containers; and
repeatedly initiating rebuiiding of the sccond group of software containers, the
rebuilding of the first group of software containers being staggered in time

from the rebuilding of the second group of software containers.
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