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(57) ABSTRACT 

A multi-domain network manager provides alarm correla 
tion among a plurality of domains included in a communi 
cations network. Individual network management Systems 
each monitor a single respective domain of the communi 
cations network, and provide intra-domain alarms indicative 
of Status Specific to the Single respective domain. The 
multi-domain network manager receives the intra-domain 
alarms, and correlates them to provide inter-domain alarms 
as well as responses in the form of corrective actions. The 
multi-domain network manager thus provides a high level of 
correlation and response for the entire network while each 
network management System provides a lower level of 
correlation and response for an individual domain of the 
network. 
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METHOD AND APPARATUS FOR INTER-DOMAIN 
ALARM CORRELATION 

BACKGROUND OF THE INVENTION 

0001) b 1. Field of the Invention 
0002 This invention relates generally to communications 
networks, and more particularly, to communications net 
Works having multiple domains, each of which may cause 
intra-domain alarms. These intra-domain alarms may be 
correlated to provide inter-domain alarms and to facilitate 
more effective user notification and corrective action. 

0003 2. Discussion of the Related Art 
0004 Computer networks are widely used to provide 
increased computing power, Sharing of resources and com 
munication between users. Networks may include a number 
of computer devices within a room, building or Site that are 
connected by a high-speed local data link Such as token ring, 
Ethernet, or the like. Local area networks (LAN’s) in 
different locations may be interconnected by for example 
packet Switches, microwave links and Satellite links to form 
a wide area network (WAN). A network may include several 
hundred or more connected devices, distributed acroSS Sev 
eral geographical locations and belonging to Several orga 
nizations. 

0005. Many existing networks are so large that a network 
administrator will partition the network into multiple 
domains for ease of management. There are various types of 
domains. One example is based on geographical location. 
For example, a company may own or manage a network that 
includes a first domain geographically located in a first city 
and a Second domain geographically located in a Second city, 
as well as other domains disposed in other geographical 
locations. 

0006 Another domain type is based on organization or 
departments, e.g., accounting, engineering, Sales, etc. A 
company may have a computer network Spanning multiple 
organizations and multiple geographical locations, but there 
may not be a one-to-one mapping of organizations to geo 
graphical locations. Thus, a first organization and a Second 
organization may both share network resources within first 
and Second geographical locations. For purposes of network 
accounting (e.g., to allocate network charges to the appro 
priate organization) or for other reasons, it may be advan 
tageous to consider the network resources of the first orga 
nization as being a separate domain from the network 
resources of the Second organization. 
0007. A third example of a domain type is a grouping 
based upon functional characteristics of network resources. 
For example, one functional domain may be considered to 
be network resources belonging to a company that are 
provided for performing computer-aided design, which may 
draw upon common databases and have Similar network 
traffic. Another functional domain may be network resources 
of the same company that are provided for financial analysis, 
which may be resources Specially adapted to provide finan 
cial data. The network resources of these two domains may 
be distributed acroSS Several geographical locations and 
Several organizations of the company. However, it may be 
desirable for a network administrator to group the computer 
aided design network resources into one domain and to 
group the financial analysis network resources into another 
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domain. Additional examples of communication network 
domains also exist, and a Single company or organization 
may have domains that fall into Several categories. 
0008. The above examples were discussed with respect to 
one company owning and managing its own network. Simi 
lar situations exist for any entity that manages and/or owns 
a network, for example a Service company that provides 
network management Services to Several companies. 
0009. In the operation and maintenance of computer 
networks a number of issues arise, including traffic Overload 
on parts of the network, optimum placement and intercon 
nection of network resources, Security, isolation of network 
faults, and the like. These issues become increasingly com 
pleX and difficult to understand and manage as the network 
becomes larger and more complex. For example, if a net 
work device is not sending messages, it may be difficult to 
determine whether the fault is in the device itself, a data 
communication link, or an intermediate network device 
between the Sending and receiving devices. 
0010 Network management systems are intended to 
resolve Such issues. Older management Systems typically 
operated by collecting large Volumes of information which 
then required evaluation by a network administrator, and 
thus placed a tremendous burden on and required a highly 
skilled network administrator. 

0011 Newer network management systems systematize 
the knowledge of the networking expert Such that common 
problems of a single domain (i.e., a portion of the network 
under common management) can be detected, isolated and 
repaired, either automatically or with the involvement of 
leSS-Skilled perSonnel. Such a System typically includes a 
graphical representation of that portion of the network being 
monitored by the System. Alarms are generated to inform an 
external entity that an event has occurred or requires atten 
tion. Since a large network may have many Such events 
occurring Simultaneously, Some network management Sys 
tems provide alarm filtering (i.e., only certain events gen 
erate an alarm). 
0012 Commercially available network management sys 
tems and applications for alarm filtering include: (1) SPEC 
TRUM(R), Cabletron Systems, Inc., 35 Industrial Way, Roch 
ester, N.H. 03867; (2) HP OpenView, Hewlett Packard 
Corp., 3000 Hanover Street, Palo Alto, Calif. 94304; (3) 
LattisNet, Bay Networks, 4401 Great American Pkwy., 
Santa Clara, Calif. 95054; (4) IBM Netview/6000, IBM 
Corp., Old Orchard Road, Armonk, N.Y. 10504; (5) SunNet 
Manager, SunConnect, 2550 Garcia Ave., Mountain View, 
Calif. 94043; and (6) Nervecenter, NetLabs Inc., 4920 El 
Camino Real, Los Altos, Calif. 94022. 

0013 However, in each instance the existing network 
management System manages only a Single domain. For 
example, a company having a network consisting of Several 
domains will typically purchase one copy of a network 
management System for each domain. Each copy of the 
network management System may be referred to as an 
instance. Thus, in the functional domain example described 
above, a first instance of a network management System may 
manage the computer-aided design domain, while a Second 
instance of a network management System may manage the 
financial analysis domain. Each instance of the network 
management System receives information only from the 
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resources of a single respective domain, and generates 
alarms that are specific only to the Single respective domain. 
Such alarms may be referred to as intra-domain alarms. 
0.014. Because each instance of a network management 
System manages only one domain, there is currently no 
diagnosis or management which takes into account the 
relationships among multiple domains. Since domains may 
be interconnected, an intra-domain alarm might be gener 
ated for a first domain, even though the event or fault that is 
causing the intra-domain alarm may be contained within the 
network resources of a different domain. For example, a first 
domain in a network may include a router that forwards 
network traffic to a resource in a Second domain. If the router 
fails or begins to degrade, the performance of the Second 
domain may appear sluggish (e.g., excessive delays, low 
throughput), even though the network resources within the 
Second domain are operating correctly. This SluggishneSS 
may cause an alarm to be generated from the instance of the 
network management System that manages the Second 
domain. However, no alarm relating to this situation has 
been generated by the first instance of the network manage 
ment System that manages the first domain, because there is 
no performance degradation within the first domain. It is 
currently necessary to apply human intervention and human 
reasoning to resolve Such a situation. 

SUMMARY OF THE INVENTION 

0.015 According to one aspect of the invention, a multi 
domain alarm manager provides alarm correlation among a 
plurality of domains in a communications network. Indi 
vidual network management Systems each monitor a single 
respective domain of the communications network, and 
provide intra-domain alarms indicative of Status Specific to 
the Single respective domain. The manager receives the 
intra-domain alarms, and correlates them to provide inter 
domain alarms as well as responses in the form of corrective 
actions. The manager thus provides a high level of correla 
tion and response for the entire network while each Single 
domain network management System provides a lower level 
of correlation and response for an individual domain of the 
network. 

0016. According to a method embodiment of the inven 
tion, the method comprises the Steps of receiving a first 
intra-domain alarm from a first domain, receiving a Second 
intra-domain alarm from a Second domain, and correlating 
the first alarm with the Second alarm to generate an inter 
domain alarm. 

0.017. In the above embodiments, the inter-domain alarm 
may be analyzed to determine a corrective action, and a 
command may be provided to a network resource within the 
communications network to implement the corrective 
action. Moreover, Status information may be received from 
at least one resource in the first domain, and a first portion 
of the Status information may be correlated to generate a first 
intra-domain alarm. A Second portion of the Status informa 
tion may be correlated to determine a Second corrective 
action, and a Second command may be provided to a Second 
network resource within the communications network to 
implement the Second corrective action. 
0.018. In a particular embodiment, correlating includes 
determining a domain that is adjacent to a first domain. 
Correlating may also include determining a Severity of a 
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condition indicated by a combination of a first intra-domain 
alarm and a Second intra-domain alarm, the inter-domain 
alarm including an indication of the Severity of the condi 
tion. Additionally, correlating may include providing a first 
intra-domain alarm and a Second intra-domain alarm to a 
State machine, and receiving an output from the State 
machine indicative of a Severity and a correlation of a 
combination of the first intra-domain alarm and the Second 
intra-domain alarm. 

0019. By providing two levels of correlation, one at the 
network management System level (within a domain) which 
utilizes for example model based reasoning, and a Second at 
the alarm manager level (across multiple domains) which 
utilizes for example a state transition graph (or case based 
reasoning or intelligent Systems), an improvement in Scale 
ability is provided not possible with prior Systems. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020. These and other features and advantages of the 
present invention Shall appear from the following descrip 
tion of an exemplary embodiment, Said description being 
made with reference to the appended drawings, of which: 
0021 FIG. 1 is a schematic illustration of the relation 
ship between a network and a network management System; 
0022 FIG. 2 is a view of a user interface of a network 
management System Such as that shown in FIG. 1; 
0023 FIG. 3 is a schematic illustration of one embodi 
ment of the invention, in which a multi-domain manager 
operates in conjunction with a plurality of Single-domain 
network management Systems, each of which monitors a 
Single respective domain of a communications network; 
0024 FIG. 4A is a schematic flow diagram of a multiple 
loop architecture according to one embodiment of the inven 
tion; 
0025 FIG. 4B is a more detailed flow diagram of one 
level of operation of FIG. 4A; 
0026 FIG. 5 is a block diagram correlating the different 
levels of the multiple-loop architecture of FIG. 4A to the 
elements of FIG. 3; 
0027 FIG. 6 is a flow diagram showing the steps of a 
process in accordance with an embodiment of the invention; 
0028 FIG. 7 is a flow diagram showing steps of a 
process in which intra-domain alarms are received and 
responded to, as performed by an embodiment of the inter 
domain alarm correlation system depicted in FIG. 3; 
0029 FIG. 8 is a state transition diagram illustrating a 
method of determining the Severity of a condition indicated 
by one or more intra-domain alarms from a single domain; 
0030 FIG. 9 is a state transition diagram illustrating 
correlation between intra-domain alarms from a single 
domain; 
0031 FIG. 10 is a state transition diagram illustrating 
correlation of intra-domain alarms, for example alarms 
generated from the state transition diagrams of FIGS. 8-9, to 
generate inter-domain alarms, and 
0032 FIG. 11 is a block diagram of a general purpose 
computer which may be employed to implement embodi 
ments of the invention. 
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DETAILED DESCRIPTION 

0033. In accordance with a specific embodiment of the 
present invention, a multi-domain manager provides corre 
lation among network domains having entities that make up 
a communications network. The network entities (also 
known as network resources), include not only hardware 
devices Such as personal computers (PCS), workStations, 
hubs, routers, bridges, and repeaters, but also Software 
applications. The manager facilitates high-level insight into 
the operation of a network that has previously not been 
feasible without highly-skilled human intervention. 
0034 FIG. 1 is a block diagram illustrating generally the 
arrangement of a network management System 11 which 
monitors a live network 10 via a communication interface 
12. In this example the network management system (NMS) 
11 is a client-server based NMS known as SPECTRUM(R), 
which includes a database of models relating to correspond 
ing network entities and relationships among those entities. 
The SPECTRUM server includes a network interface and 
control module 14 and a virtual network machine 16, and the 
SPECTRUM client includes a user interface 18. 

0035) The SPECTRUM network management system 
(NMS) continually monitors the network 10 and maintains 
a database of information about managed entities within the 
network 10. An understanding of the present invention is 
furthered by an understanding of a model-based network 
management system such as SPECTRUM, which is 
described in U.S. Pat. No. 5,261,044, issued Nov. 9, 1993 to 
R. Dev et al., and hereby incorporated by reference in its 
entirety. The SPECTRUM system is commercially available 
and also described in various user manuals and literature 
available from Cabletron Systems, Inc., Rochester, N.H. 
0036). In summary, SPECTRUM is a system for main 
taining and processing information pertaining to the condi 
tion of the computer network and providing the same to a 
user, the network including a plurality of network resources 
Such as computer devices and Software applications being 
executed on Such devices. The System includes a virtual 
network machine 16, comprising a programmed digital 
computer, wherein a program is implemented using an 
object-oriented programming language Such as C++, Eiffel, 
SmallTalk, and Ada. The virtual network machine 16 
includes interrelated intelligent models of network entities 
and relations between network entities, including a capabil 
ity for acquiring network data pertaining to the condition of 
a network entity from the corresponding network entity, and 
for those entities not capable of being contacted, inferring 
their status from the status of other entities. The virtual 
network machine 16 maintains objects which include net 
work data relating to the corresponding network entity and 
one or more inference handlers for processing the network 
data, the inference handlers being responsive to changes 
occurring in the same and/or a different object. The network 
data can then be transferred to a user interface 18 coupled to 
the Virtual network machine 16, for Supplying the network 
data to a user. 

0037 Thus, the models may be implemented as software 
“objects” containing both “data” (attributes) relating to the 
corresponding network entity and one or more "inference 
handlers’ (functions) for processing the data. See Grady 
Booch, “Object-Oriented Analysis And Design, With Appli 
cations, 2nd Edition, Benjamin/Cummings Publishing Co., 
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Redwood City, Calif., Chapter 2 (1994). The inference 
handlers may be initiated by predetermined virtual network 
events, Such as a change in Specified network data in the 
Same model, a change in Specified network data in a different 
model, and predefined events or changes in models or model 
relations. Information pertaining to the condition of the 
network resource can be obtained from the network entity by 
polling the resource, can be automatically received from the 
network resource without polling, or can be inferred from 
data contained in other models. An alarm condition may be 
generated when the network data meets a predetermined 
criteria. Events, alarms and Statistical information from the 
Virtual network may be Stored in a database to be selectively 
displayed for the user. 

0038. The data in the SPECTRUM database may be used 
for generating topological displays of the network, showing 
hierarchial relationships between network devices, isolating 
a network fault, reviewing Statistical information, as well as 
other functions. 

0039. The SPECTRUM network management system 
allows for collective management of autonomous local area 
networks (LANs), with equipment from different vendors. It 
complies with the current Simple Network Management 
Protocol (SNMP) standards, and can also accommodate 
other Standard and proprietary protocols. The Virtual net 
work machine 16 preprocesses the raw information coming 
from the network entities through the network interface and 
control module 14 in order to construct a model of the 
network's current Status and performance characteristics. 
Network entities that cannot be directly communicated with 
(e.g., cables and buildings) can infer their status from the 
Status of the entities connected to or contained within them. 
The virtual network machine 16 provides a consistent inter 
face for management applications to acceSS any of the 
information in the model and thereby provides these appli 
cations with a unified view of the network 10. 

0040. The SPECTROGRAPHCR) user interface 18 pro 
vides a highly graphical multi-perspective view into the 
network model. The user interface enables the user to 
navigate through a landscape in which cables, networks, 
local area networks and even rooms Show up as icons, and 
which icons indicate the health and performance character 
istics of those elements. Many of these icons can be further 
queried for additional information. The main function of the 
user interface 18 is to visually present to the user the model 
within the virtual network machine 16. It allows the user to 
navigate freely within the network model, only limited by 
the access rights assigned by the network administrator. The 
information can be accessed at varying degrees of detail, 
from a macro overview, down to the level of the devices and 
the cables which connect them. In addition to its navigation 
functions, the SPECTROGRAPH user interface provides an 
alarm management facility, an event log window, a reporting 
facility, a find facility, and other features. 

0041 An example of the alarm log view provided by the 
SPECTROGRAPH user interface 18 is illustrated in FIG. 2. 
The alarm log view 23 may include an area 20 for the listing 
of current alarms, and an area 22 for displaying information 
pertaining to a Selected alarm. A user, Such as a System 
administrator or a technician, may select a particular alarm 
in the listing of current alarms to obtain more information. 
A multi-function icon 24 representing the network device 
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having the fault is displayed in area 22, and one or more text 
fields 26 and 28 which provide information regarding the 
cause of the alarm and the Status of the device. By Selecting 
Specified areas of the icon 24, the user can obtain further 
information regarding the device for which an alarm is 
registered. 

0.042 Alternatively, instead of or in combination with the 
user interface 18, information from the virtual network 
machine 16 may be provided directly to another computer 
program, or may be provided to a user via electronic mail or 
a telephone message that is automatically transmitted. 
0043. One method for fault management in large com 
munications networks is to use a "trouble-ticketing System. 
This system provides a number of tools for use by network 
users, administrators, and repair and maintenance perSonnel. 
The basic data Structure, a trouble-ticket, has a number of 
fields in which a user can enter data describing the param 
eters of an observed network fault. A trouble-ticket filled out 
by a user may then be transmitted by, for example, an 
electronic mail System to maintenance and repair perSonnel. 
A trouble-ticket describing a current network fault requiring 
attention or action is referred to as an outstanding trouble 
ticket. When the network fault has been corrected, the 
Solution to the problem, typically called a resolution, is 
entered into an appropriate data field in the trouble-ticket 
and the trouble-ticket is classified as being completed. The 
System Stores completed trouble-tickets in memory and thus 
a library of Such tickets is created, allowing users, admin 
istrators, and maintenance and repair perSonnel to refer to 
the same for assistance in determining Solutions to future 
network faults. 

0044 An example of a trouble-ticketing system is the 
ACTION REQUEST system, developed by Remedy Cor 
poration, Mountain View, Calif., and sold by Cabletron 
Systems, Inc., Rochester, N.H. ARS Gateway'TM is an appli 
cation Sold by Cabletron Systems, Inc. which incorporates 
the SPECTRUM and ACTION REQUEST systems, i.e., the 
ARS Gateway application receives fault information from 
the SPECTRUM system and automatically generates and 
processes a trouble-ticket. The ARS Gateway system is 
described in copending and commonly owned U.S. Ser. No. 
08/023,972 filed Feb. 26, 1993 by Lundy Lewis, entitled 
“Method and Apparatus For Resolving Faults. In Commu 
nications Networks,” which is hereby incorporated by ref 
erence in its entirety. 

0.045. As described earlier, however, each instance of the 
previously existing network management System manages 
only a Single domain, and thus will correlate events only 
within the Single domain to generate one or more inter 
domain alarms. An improvement over these prior Systems is 
the SPECTRUM Alarm Notification Manager (SANM), 
which utilizes policy-based filters to create an alarm notifi 
cation policy that may apply to alarms received from Several 
instances of a network management System. Such a System 
is described in copending and commonly owned U.S. Ser. 
No. 08/558,425 filed Nov. 16, 1995 by Arrowsmith et al., 
entitled “Method and Apparatus For Policy-Based Alarm 
Notification in a Distributed Network Management Envi 
ronment,” which is hereby incorporated by reference in its 
entirety. 

0.046 FIG. 3 illustrates an embodiment of the invention 
in which intra-domain alarms are correlated and analyzed to 
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provide inter-domain alarms, corrective actions, and other 
responses. A communications network 10 is arranged into a 
plurality of domains-domain A, domain B, and domain C. 
Network management system (NMS) 11A manages only 
domain A via interface 12A, NMS 11B manages only 
domain B via interface 12B, and NMS 11C manages only 
domain C via interface 12C. The NMSs 11A-C may be 
different instances of one type of NMS, or may be instances 
of different network management Systems. Such as those 
described earlier. The NMSs 11A-11C need not be directly 
connected to their respective domains A-C, but Some path 
will exist for information transfer between each NMS 11A 
11C and its respective domain A-C. 

0047 The information transfer from the domains A-C to 
their respective NMS 11A-11C typically includes messages 
regarding the Status of network resources within the respec 
tive domain. For example, a network resource may be a 
device that includes built-in-test functions. When Such func 
tions indicate that the device may be faulty or degraded, a 
message is provided to the NMS. Additionally, some devices 
monitor network parameterS Such as throughput and error 
rate, and provide results to the NMS. The NMS may perform 
certain monitoring functions as well. Generally, a message 
provided from a network resource to an NMS may be 
referred to as a report, and a Succession of Such reports is 
typically referred to as an event Stream. 

0048. As shown in FIG. 3, each NMS 11A-11C is 
operatively coupled to the multi-domain manager 30, in 
order to provide messages to and receive responses back 
from the manager 30. In particular, NMS 11A monitors 
domain A via interface 12A, produces intra-domain alarms 
35A that are specific to domain A, and provides the intra 
domain alarms 35A to the manager 30. Similarly, NMS 11B 
monitors domain B via interface 12B, produces intra-do 
main alarms 35B and provides them to manager 30 and 
NMS 11C monitors domain C via interface 12C, produces 
intra-domain alarms 35C and provides them to manager 30. 
The manager 30 correlates the intra-domain alarms 35A 
35C and provides in response inter-domain alarm responses 
38A-38C to one or more of the NMSs 11A-11C. 

0049 According to one embodiment of the invention, 
manager 30 includes an alarm notifier 31, an inter-domain 
alarm correlation System 32, and a response interface 33. 
Alarm notifier 31 receives intra-domain alarms on linkS 
35A-35C from the NMSs 11A-11C and provides them on 
link 36 to correlation system 32. Correlation system 32 
provides inter-domain responses on link 37 to response 
interface 33, which in turn provides the inter-domain 
responses on one or more of links 38A-38C to the respective 
NMSS 11A-11C. 

0050. The inter-domain responses may include inter 
domain alarms, commands, and requests for more informa 
tion. An example of an inter-domain alarm is a notification 
that a router in domain A may be faulty or degraded, and thus 
may affect the throughput or other performance character 
istics of domain B. An example of a command is a command 
to re-route data from domain A intended for domain B 
through a different router than the faulty or degraded router. 
A request for information may be generated by correlation 
System 32 when, for example, an intra-domain alarm has 
been received, but a Sufficient inter-domain alarm cannot be 
generated until additional information is received. Accord 
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ingly, the messages from domains A-C may also include 
responses to requests for information, which may or may not 
be alarms as previously defined. 

0051) The structure illustrated in FIG.3 allows for event 
and alarm correlation to be performed at multiple levels of 
abstraction, and thus facilitates quick corrective action by 
NMSs 11A-11C to some events, while also providing more 
highly-correlated inter-domain responses (e.g., from man 
ager 30) to events that may be of a more complex nature. 
0.052 FIG. 4A illustrates a multiple loop architecture 
(MLA) that facilitates multiple levels of coordination in 
network management. FIG. 4A is generalized to represent a 
System having inputs (network monitoring) and outputs 
(network control). A first (lower) level of coordination 
includes operator 41 and operator 42, which are coupled 
together to provide a first control loop 43. With respect to 
FIG. 4A, the term “operator” may mean any entity that 
performs an aspect of control processing at a particular level. 
Such an operator may be an individual computer or Software 
routine, Specialized hardware, or a portion of Software on a 
general purpose computer. 

0053) Operators 41 and 42 represent a first level of 
abstraction, and a first level of coordination takes place 
between operators 41 and 42 to provide output in response 
to Some inputS. Operators 44 and 45 represent a Second 
(higher) level of abstraction, and thus a Second control loop 
46 includes operators 41, 42, 44, and 45. Operators 47 and 
48 represent a third (highest) level of abstraction, and thus 
a third control loop 49 includes operators 41, 42, 44, 45, 47, 
and 48. Generally, the coordination that takes place at a 
lower level, for example, the first level via first loop 43, is 
Simpler than higher level coordination and thus can be 
achieved in less time and with less resources. Lower level 
coordination may be referred to as reflexive behavior that 
generates short-term Solutions, while higher level coordina 
tion may be referred to as deliberative behavior that gener 
ates longer-term Solutions. 

0.054 Each control loop 43, 46, 49 may be viewed as a 
Separate control loop that corresponds to a Specific class of 
problems, where problems are partitioned and assigned to 
levels according to the amount of time and type of infor 
mation required to Solve the problems. For example, the 
Short-term abstraction/coordination/decomposition (first 
loop 43) at the lowest level typically operates on raw data 
and provides quick reaction, bypassing upper level control 
mechanisms. In the field of computer networks, Such tasks 
might include intelligent routing and temporary disconnec 
tions to a network resource Such as a host that is too busy to 
effectively communicate. 
0.055 The second loop 46 may provide reaction to more 
complex problems and operates on increasingly abstract 
input Such as Signs and Symbols. Tasks for the Second loop 
46 may include alarm correlation for a single domain of a 
network, where Some alarms represent actual problems and 
other alarms are only apparent problems. Due to the infor 
mation that the Second control loop 46 contains regarding 
network resources of a single domain, it is possible to 
distinguish between actual problems and apparent problems 
to achieve effective alarm filtering. 
0056. The third control loop 49 may provide reaction to 
problems that require more time as well as a higher class of 
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information. An example of a task performed by the third 
loop 49 is reasoning involved in deciding to re-allocate a 
host from domain A to domain B because a majority of the 
host's clients reside in domain B, thereby causing increased 
but unnecessary traffic on a link between domain A and 
domain B. 

0057 FIG. 4B shows an example of a single level of 
operation of the multi-loop architecture of FIG. 4A. The 
single level 50, which may represent both operator 44 and 
operator 45 of FIG. 4A, includes an abstraction agent 51, a 
coordination agent 52, and a decomposition agent 53. The 
coordination agent 52 evaluates network information N 
handed up from the level beneath and a task Thanded down 
from the level above, and passes information (for example, 
a modified task) to the decomposition agent 53 and passes 
network information (possibly modified) to the abstraction 
agent 51. The decomposition agent 53 receives the task 
information T, decomposes it, and transmits the resulting 
task information T" to a coordination agent on the level 
beneath. The abstraction agent 51 receives the network 
information N, abstracts it, and transmits the correlated 
network information N" to a coordination agent on the level 
above. 

0058. The inputs to a given level L are network infor 
mation (N) from next lower level L-1, and task information 
(T) from next higher level L+1. N and T may be represented 
as state vectors wherein N is the current state of the 
environment/platform (such as an operating efficiency of a 
network domain) and T is the goal State. Here, the coordi 
nation agent 52 computes the difference between N and T. A 
significant difference between N and T may denote a prob 
lem. The solutions to the problem, from the perspective of 
level L., are N" and T, where N is new network information 
and T is a new task (i.e. a Solution). There exist four Solution 
types, as shown in Table 2, based upon a result of the 
computation of the difference between N and T. 

TABLE 2 

Solution Types 

N T. 

Case 1: nil nil 
Case 2: nil non-nil 
Case 3: non-nil nil 
Case 4: non-nil non-nil 

0059. In case 1, there is likely no problem, as exemplified 
by "nil" N' and T. Thus, N=N' and T=T. N is abstracted into 
N" and transmitted to level L+1, and T is decomposed into 
T" and transmitted to level L-1. 

0060. In case 2, there may be a problem within the range 
of expertise of the single level 50. Thus, N=N" and the 
coordination agent 52 generates task T=f(T), where f is a 
function which transforms T into T, e.g. a lookup table. T 
is decomposed into T" and transmitted to level L-1, and N' 
is abstracted into N" and passed to level L+1. Note that T" 
replaces the old task, as instructed by the coordination agent 
52. 

0061. In case 3, there may be a problem that is beyond the 
range of expertise of the single level 50. Thus, the coordi 
nation agent 52 generates N'=g(N) and T=T, where g is a 
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function which transforms N into N' to yield, for example, 
additional network information. N' is abstracted into N" and 
transmitted to level L+1, and T is decomposed into T" and 
transmitted to level L-1. Note that N" contains an abstrac 
tion of N plus information relating to a problem perceived by 
the coordination agent 52. 
0.062. In case 4, there may be a problem which the single 
level 50 can offer a partial (possibly incomplete) solution. 
Here, the coordination agent 52 generates information N'= 
g(N) and task T'=f(T). Case 4 exemplifies a situation in 
which two or more levels will have to contribute partial 
solutions to a problem that may not be effectively solved by 
any one level alone. 
0.063. Other approaches may be implemented to perform 
functions similar to those described with respect to FIG. 4B, 
in order to provide a hierarchical network management 
System. 

0.064 FIG. 5 is a functional flow diagram illustrating 
different levels of correlation and response, similar to FIG. 
4A, as applied to the multi-domain manager 30 and any one 
instance of a network management System 11 N. For inter 
domain correlation, a plurality of network management 
Systems, for example Systems 11A-11C may be imple 
mented, but only a single instance 11N is depicted in FIG. 
5 for clarity. A first lower level of correlation and response 
includes intra-domain event correlation operator 54 and 
intra-domain event response operator 55, forming a first 
control loop. A Second mid-level of correlation and response 
includes intra-domain alarm correlation operator 56 and 
intra-domain alarm response operator 57, forming a Second 
control loop. The Second control loop may require more time 
as well as more information from the network resources in 
the domain monitored by the network management System 
11N. Both the first and second control loops take place 
within one instance of a network management System 11N, 
and provide correlation and response for the Single domain 
managed by that NMS 11N. 

0065. A third high level of correlation and response 
includes inter-domain alarm correlation operator 58 which 
may operate on the results of intra-domain alarm correlation 
56 from one or more instances of a network management 
System, and inter-domain response operator 59. The results 
of the response operator 59 are provided to the appropriate 
network management Systems as discussed earlier, and may 
include inter-domain alarms, commands, and requests for 
additional information. Due to the hierarchial nature of the 
correlation disclosed herein, the multi-domain manager may 
receive intra-domain alarms, correlate them as necessary, 
and provide a single user with insight as to the Status of 
Several networks. 

0.066 FIG. 6 is a flow chart of a method embodiment of 
the present invention. In FIG. 6, steps 60-62 are typically 
performed by one instance (e.g., 11A of FIG. 3) of a 
Single-domain network management System, and Steps 
63-64 are typically performed by a second instance (e.g., 
11B of FIG. 3) of a single-domain network management 
system. Steps 65-68 are performed by the multi-domain 
manager 30 shown in FIG. 3. In one embodiment, one 
single-domain NMS 11N may also contain the manager 30. 

0067. In step 60, status information is received from a 
resource in a first domain, Such as domain Ain FIG. 3. NMS 
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11A may provide corrective action as shown in Step 61, if 
there exists Sufficient information upon which to determine 
Such action. In Step 62, an intra-domain alarm is generated, 
which may be provided to a user in any manner previously 
described. This intra-domain alarm is also provided to the 
multi-domain manager 30. 
0068. In step 63, status information is received from a 
resource in a Second domain, Such as domain B. In response, 
NMS 11B generates an intra-domain alarm in step 64. 
(Alternatively, lower level corrective action could take place 
as in step 61). 
0069. In step 65, information in addition to the two 
intra-domain alarms may be requested and received by the 
manager; Such action is not required. An inter-domain alarm 
is generated in Step 66 by correlating the intra-domain 
alarms together and with any additional information. This 
inter-domain alarm may then be sent to users or to any 
appropriate NMS or individual network entities, as 
described below with respect to FIG. 7. 
0070. In step 67, the inter-domain alarm is analyzed to 
determine any corrective action, and in Step 68 Such cor 
rective action is implemented. Because a multi-domain 
manager has insight into the operation and Structure of 
Several domains, Such corrective action may be more effec 
tive than corrective action determined only from a limited 
amount of information (i.e., available from a single domain). 
0071 FIG. 7 illustrates steps of a process performed by 
one particular embodiment of the inter-domain alarm cor 
relation system 32 (of FIG. 3). In step 72, an intra-domain 
alarm is received, for example from NMS 11 A. Such an 
intra-domain alarm may represent a non-critical condition, 
for example a one-time event, or it may represent a Severe 
condition that may Soon impact other domains B, C of the 
network 10. Accordingly, in step 74, the severity of the 
condition (represented by the intra-domain alarm) is deter 
mined. If the Severity is Sufficiently great, an inter-domain 
alarm is Sent to Some or all of the domains on the network 
10. In one approach, as shown in Step 76, domains adjacent 
to domain A are determined, and in step 78 the inter-domain 
alarm is sent to the NMSs 11B, 11C of each adjacent 
domain. 

0072 An inter-domain alarm may include an indication 
of the Severity of the condition which caused the alarm, in 
case any of the NMSs 11B, 11C have different corrective 
actions that depend upon the Severity. 

0.073 FIG. 8 shows a state transition diagram (STG) by 
which the severity of a condition may be determined for a 
single domain (“domain A"). FIG. 8 is simplified in that 
only three States are shown, and only with respect to one 
type of failure indication (“failure indication A"). Such an 
STG may be implemented within a single-domain network 
management system, for example 11A in FIG. 3. 

0074. In state 1-1 (81), no failure indications have been 
received, and accordingly no alarms are Sent. When a failure 
indication “M” is received from a device within domain A, 
the system is transitioned to state 1-2 (82). In order to reduce 
false alarms, for example if a non-critical transient condition 
caused the first failure indication “M” to be received, no 
alarm is sent while in state 1-2 (82). Additionally, if a certain 
time elapses (e.g., one minute) prior to receiving another 
Subsequent failure indication of type “M”, then the system 
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is transitioned back to state 1-1 (81). If instead, a subsequent 
failure indication “M” is received prior to the state 1-2 (82) 
timeout, then the system will transition to state 1-3 (83). In 
this example, state 1-3 (83) is indicative of a mild condition, 
So a mild domain A alarm “X” may be sent, as shown in 
action 84. Alarm “X” is an intra-domain alarm, because it 
was generated from information regarding only a single 
domain A. Alarm “X” may be processed as indicated pre 
viously, but may also be Sent to a multi-domain manager for 
further processing as described in more detail below. 
0075) From state 1-3 (83), if no subsequent failure con 
ditions are received prior to a State 1-3 timeout, then the 
system returns to state 1-1 (81). Alternatively, if a third 
failure indication “M” is received prior to a state 1-3 (93) 
timeout, then the System sends a strong domain Aalarm “X” 
(action 85), and may also take additional action within 
domain A (action 86). The strong domain Aalarm “X” may 
be similar to the mild domain A alarm “X” but with a 
different severity value, or may be an entirely different 
alarm, depending upon the diagnostic information regarding 
domain A. The corrective action is limited to devices man 
aged by the network management System generating alarm 
“X,” however. Following such actions, the system returns to 
state 1-1 (81). 
0076 FIG. 9 shows an STG for a domain different from 
the domain represented by FIG. 8, for example domain B in 
FIG. 3, managed by NMS 11B. FIG. 9 is an example of a 
single-domain STG in which an alarm should be sent if a 
Second type of a failure indication is received within a 
certain amount of time following a first type of a failure 
indication. 

0077. In FIG. 9, state 2-1 (93) represents an initial 
condition. In response to a failure indication “N” from 
within domain B, the system transitions to state 2-2 (92). 
Subsequent failure indications “N” may cause the system to 
Stay within State 2-2, and may also reset a timer which would 
otherwise return the system to state 2-1 (91) if no further 
failure indications “N” are received within a certain amount 
of time. If a failure indication “O'” is received prior to a state 
2-2 timeout, then domain Balarm “Y” is sent (action 93). 
Both failure indications “N” and “O'” are generated from 
devices within domain B. 

0078 FIG. 10 is an example of an inter-domain STG 
which uses the results of the STGs of FIGS. 8-9. For 
example, the inter-domain STG of FIG. 10 may represent an 
implementation of the inter-domain correlation System 32. 
Such an inter-domain STG has the capability of analyzing 
and responding to intra-domain alarms in conjunction with 
one another. Since the intra-domain alarms represent Some 
previous analysis, the inter-domain STG provides insight 
into domains A and B which was not previously possible. 
0079 State I-1 (101) represents an initial condition of the 
inter-domain STG. In response to a mild alarm “X” (for 
example, as sent during action 84 of FIG. 8), the system 
transitions to state I-2 (102). Subsequent mild alarms “X” 
will not change the state, but if an alarm “Y” is received (for 
example as sent during action 93 of FIG. 9), then a mild 
inter-domain alarm “Z” is generated (action 103). with 
previous Systems, Such an inter-domain alarm “Z” would not 
be possible, because no system used the results of the 
respective network management Systems of two different 
domains. 
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0080) If an alarm “Y” is received first while the system is 
in state I-1 (101), then the system transitions to state I-3 
(104). Subsequent alarms “Y” do not change the state, but if 
a mild alarm “X” is received, then the mild inter-domain 
alarm “Z” will be sent (action 103). FIG. 10 does not show 
timeouts, but such timeouts as depicted in FIGS. 8-9 may 
also be applied to the inter-domain STG of FIG. 10. 
0081. If a strong alarm “X” is received while the system 
is in state I-2 (102) or from the initial state I-1, then the 
system transitions to state I-4 (105). In this example, Sub 
sequent strong alarms “X” and mild alarms “X” do not 
change the state. However, if an alarm “Y” is received 
Subsequent to a strong alarm “X”, then a strong inter-domain 
alarm “Z” is generated (action 106), and corrective action 
(107) may also be taken. Such actions 106, 107 may also be 
taken if a strong alarm “X” is received Subsequent to an 
alarm “Y”. The corrective action 107 may represent actions 
which would not have been taken were it not for the 
correlation of intra-domain alarm “X” with intra-domain 
alarm “Y', because each of the inter-domain network man 
agement Systems only have knowledge regarding devices 
within their respective domain. 
0082 In one embodiment, the alarm notifier 31 (see FIG. 
3) is the SPECTRUM Alarm Notification Manager (SANM) 
described above, and each network management System 
11A-11C is an instance of SPECTRUM. The response 
interface 33 is the SPECTRUM Command Line Interface 
(CLI). Such a CLI facilitates commands, queries, and other 
responses to be provided to any appropriate instances of 
SPECTRUM. 

0.083 Alternatively, the inter-domain alarm correlation 
System 32 may be implemented as a State transition graph 
(STG) in the product Nervecenter, available from NetLabs 
Inc., 4920 El Camino Real, Los Altos, Calif. 94022. Alter 
natively, the inter-domain alarm correlation System 32 may 
be implemented in Specially-designed hardware Such as a 
State machine, or in any of Several programming languages 
on a general purpose computer, or as a programmed general 
purpose computer itself. 
0084. For example, elements of the multi-domain man 
ager 30 may be implemented as Software on a floppy disk, 
compact disk, or hard drive, which controls a computer, for 
example a general purpose computer Such as a WorkStation, 
a mainframe or a personal computer, to perform the process 
steps disclosed in FIGS. 6-10. Such a general purpose 
computer 110, shown in FIG. 11, typically includes a central 
processing unit 112 (CPU) coupled to random access 
memory (RAM) 114 and program memory 116 via a data 
bus 118. The general purpose computer 110 may be con 
nected to the network 10 in order to receive reports, and may 
provide commands to devices on the network in order to 
control the network configuration. 
0085 Alternatively, the elements of the multi-domain 
network manager 30 may be implemented as Special purpose 
electronic hardware. Additionally, in either a hardware or 
Software embodiment, the functions performed by the dif 
ferent elements within the multi-domain network manager 
30 may be combined in varying arrangements of hardware 
and Software. 

0086 Having thus described various illustrative embodi 
ments of the invention, additional modifications and 
improvements will readily occur to those skilled in the art 
and are intended to be within the Scope of the invention. 
Accordingly, the foregoing description is by way of example 
only, and not intended to be limiting. 
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1. A computer-readable medium encoded with a program 
that, when executed on a computer System, performs a 
method for managing a plurality of resources, the method 
comprising Steps of: 

receiving a first alarm associated with a first resource of 
the plurality of resources, the first resource being 
asSociated with a first domain; 

receiving a Second alarm associated with a Second 
resource of the plurality of resources, the Second 
resource being associated with a Second domain; 

generating a third alarm based on the first and Second 
alarms, and 

determining a corrective action based on the first and 
Second alarms. 

2. The computer-readable medium according to claim 1, 
further comprising providing the corrective action to at least 
one of the plurality of resources. 

3. The computer-readable medium according to claim 1, 
wherein a first network management System provides the 
first alarm to the computer System. 

4. The computer-readable medium according to claim 1, 
wherein a Second network management System provides the 
first alarm to the computer System. 

5. The computer-readable medium according to claim 1, 
wherein the generating operation comprises correlating the 
first and Second alarms to generate the third alarm. 

6. The computer-readable medium according to claim 1, 
wherein the first and Second domains are determined based 
on one of the group comprising: 
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geographical location; 
organization; and 
functional characteristics. 
7. The computer-readable medium according to claim 2, 

wherein the operation of providing comprises providing a 
command to a network resource to implement the corrective 
action. 

8. The computer-readable medium according to claim 1, 
further comprising analyzing the third alarm to determine 
the corrective action. 

9. The computer-readable medium according to claim 5, 
wherein the correlating operation includes determining Sta 
tuS information for adjacent domains. 

10. The computer-readable medium according to claim 5, 
wherein the correlating operation comprises determining a 
severity of a condition indicated by a combination of the first 
and Second alarms, the third alarms comprising an indication 
of the severity of the condition. 

11. The computer-readable medium according to claim 5, 
wherein the correlating operation comprises: 

providing the first and Second alarms to a State machine; 
and 

receiving an output from the State machine indicative of 
a Severity and a correlation of a combination of the first 
and Second alarms. 

12. The computer-readable medium according to claim 1, 
wherein the first alarm is an intra-domain alarm. 

13. The computer-readable medium according to claim 1, 
wherein the Second alarm is an intra-domain alarm. 

14. The computer-readable medium according to claim 1, 
wherein the third alarm is an inter-domain alarm. 
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