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A METHOD AND APPARATUS FOR TRANSPORTING MESSAGES
BETWEEN PROCESSORS IN A MULTIPLE PROCESSOR SYSTEM
BACKGROUND QF THE INVENTION

1. Eield of the Invention

This invention relates to the field of multiple
processor systems. More particularly, this invention
relates to a method and apparatus for transporting
messages between processors in a multiple processor

system.

2. Description of the Related Art

A message is simply a data structure for conveying
operational parameters and data. Messages are
generated by one or more processes (i.e., applications)
executing on one or more platforms. A platform
includes a processor or cluster of processors,
assoclated memory, and a local memory bus, and a memory
input/output bus. These elements within a platform
make up an operating environment.

Moreover, a platform executes a single instance of
an operating system. In other words the computer system
is a distributed processing system in which a single
operating system supports multiple processors. After a
message 1is generated by one of the processes on one
particular platform, it is sent to another processor
platform for processing.

A message may be indicated by a pointer to a
control block, residing in memory, that includes
instructions and other pointers to additional data
blocks of information. For example, a control block
may specify a particular peripheral device (i.e., a
hard disk drive), and request that data be read from

specifiad sectors of the device.
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Message passing is used between processors in a
symmetric multiple processor system (SMP) where the
processors are “"tightly coupled" (i.e., where
processors share a single cache) and in asymmetric
multiple processor systems, where processors are
"loosely" coupled together by a common bus structure.

When a message is passed from one processor in a
first platform to a second processor in a second
platform, there is a need for the message to be queued
so that the processor, to which the message is
directed, may process the message when its resources
are free.

The prior art methods for queuing messages are
primarily implemented using software techniques. These
methods require multiple atomic accesses to shared
queue structures. For example, a plurality of
processes, running on a single processor, may share one
queue of messages, located in a memory shared by the
processors. To achieve an atomic access for one of the
processes, én operating system grants to the process,
requesting access to the queue, a semaphore that gives
that process exclusive rights (i.e., atomic access) to
the queue. A semaphore is simply an operating system
variable that gives a process exclusive access to a
shared data structure (i.e., part of the operating
system context). The process may then add or remove a
message from the queue. When a particular process
controls the semaphore, it locks out other processes
requiring access to that queue. The other processes
must wait for the first process to release the
semaphore before access to the shared structure is
available.

In a multiple processor system, more than one
processor could be trying to gain access to the
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semaphore concurrently. Thus, a bus lock is required
for synchronization (i.e., atomic access). While one
processor has the bus locked, another processor cannot
access the same shared structure in memory (i.e., a
memory block) until the first processor unlocks the
bus. Since semaphores are in system memory, the other
processors are locked out even though they are not
contending for a semaphore. Therefore, a bus lock can
never be used in a software module that can be
suspended (i.e., a multi-tasking operating system).
Instead, a call to the operating system kernel is
required when obtaining and releasing a semaphore in
these applications.

The above-described operation is very inefficient
because of the amount of time each process spends idle
while waiting for semaphores or waiting for bus access.
Furthermore, the above-described calls to an operating
system kernel cause expensive context switches.

Context is simply a memory area that is dedicated
to an application (i.e., application code and data).
An application context includes flags, variables, and
states of a current process. Since a semaphore is an
operating system variable in a different context (i.e.,
an operating system context) than an application
context, system resources are necessary to switch
contexts. For example, in a context switch data
pointers are changed, pointers are pushed onto stacks,
and process control parameters are also modified.

Prior art computer systems that do not have a bus
lock capability use highly complex algorithms to
provide synchronization between processors. In these

systems, performance is further reduced.
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Thus, there is a need for a method and apparatus
for efficiently allowing direct access to the queues

without the use of semaphores.

SUMMARY OF THE INVENTION

A method and apparatus for transporting messages
between processors in a multiple processor system. The
present method and apparatus enables the communication
of messages between processors in an asymmetric
multiple processor system. An asymmetric multiple
processor system is simply a system where the
processors are concurrently executing different
operating systems. For example, application processors
on the application platforms are running standard
application operating system software such as Windows
NT™. However, the processor on the I/0 platform is
running a specific operating system adapted for I/0
operations (e.g., real time operating system: RTOS).
Specifically, the present invention provides a fast and
direct mechanism for queuing messages from one or more
processes executing on one or more processor platforms
to a platform that includes a local processor.

The present invention provides an inbound free
queue that allocates message buffers to the other
platforms, and an inbound work queue that posts
messages from processors and bus agents external to the
I/0 platform. Moreover, the present invention provides
an outbound work queue that posts messages from a local
processor (i.e., processor for an I/0 platform) to
another processor platform (i.e., a host processor)
such that processors on other platforms may retrieve
these messages. The present invention also provides an
outbound free queue to which the host processor may
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release message buffers. This queue releases message
buffers to the local processor, after the host
processor has processed the message.

The present invention manages these queues with a
messaging unit which provides a very fast and efficient
hardware queue interface between the host platform and
the I/0 platform. The present invention enables the
provision of a free message buffer or an "Empty"
indicator in a single PCI bus transaction cycle (i.e.,
reading a register in the messaging unit).

Furthermore, the present invention enables the posting
or retrieving of a message or a "Full" indicator in a
single PCI bus transaction (i.e., writing to a register
in the messaging unit). _

Managing the queues with a hardware interface, the
present invention provides several advantages over
prior art software queue management techniques. First,
the present invention avoids deadlock or lock up when a
process attempts to perform a queue operation on a full
or empty queue. The messaging unit of the present
invention quickly returns an empty indication when an
attempt to fetch from an empty list or queue is
detected. Similarly, the present invention quickly
returns an indication that a particular queue is full
when an attempt to post to a full queue is detected.
The present invention may be efficiently implemented
with minimum hardware resources.

Furthermore, since the present invention executes
a gqueue access in a single bus transaction cycle, the
need for synchronization (i.e., acquiring and releasing
semaphores) is eliminated, and the performance of the
system is improved significantly. A queue access is
simply the adding of an element to a queue or the

removing of an element from a queue. A queue access
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may include the specific tasks of locating the next
element, altering that element, and modifying a queue
descriptor to indicate next element for the next queue
access. These tasks are automatically performed by the
present invention. During the time these tasks are
being completed, the queue must be locked such that
another process does not acquire the same message
buffer or overwrite another message. The present
invention provides queue access in one bus transaction
to take advantage of the fact that a single PCI bus
transaction is inherently atomic (i.e., exclusive
access by a bus agent executing the transaction)
Furthermore, the present invention automatically
handles synchronization through a ready and a retry
signal.

Moreover, context switches that tie up system
resources are no longer necessary since the present
invention obviates the need for semaphores. Semaphores
are no longer required because a single read or write
to a register in the messaging unit is all that is
required to access a particular queue, and a read or

write may be accomplished in one bus transaction.

EF DE E WIN

The present invention is illustrated by way of
example and not limitation in the figures of the
accompanying drawings in which like references indicate

similar elements, in which:

Figure 1 illustrates a block diagram of an
asymmetric multiple processor computer system

implementing the present invention;
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Figure 2 illustrates an I/0 platform including
the present invention;

Figure 3 illustrates one embodiment of the
present invention;

Figure 4 illustrates the circular queues of the
present invention;

Figure 5 further illustrates circular queue
operation for the present invention;

Figures 6A illustrates an Inbound Free State
Machine of the present invention; Figure 6B
illustrates a state diagram for the Inbound Free State
Machine;

Figures 7A illustrates an Inbound Post State
Machine of the present invention; Figure 7B
illustrates the state diagram for the Inbound Post
State Machine;

Figures 8A illustrates an Outbound Retrieve State
Machine of the present invention; Figure 8B
illustrates a state diagram for the Outbound Retrieve
State Machine; and

Figures 9A illustrates an Outbound Release State
Machine of the present invention; and Figure 9B
illustrates a state diagram for the Outbound Release
State Machine.

ILED NTION

Figure 1 illustrates a block diagram of a
multiple processor computer system implementing the
present invention. Multi-processor system 100 includes
a host processor 102. The host processor 102 may
include a plurality of processors (i.e., a cluster of

tightly coupled processors).
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The host processor 102 is coupled to a host memory 104
through host bus 103. A memory bus 103 also couples
the host processor 102 and memory 104 to a host chip
set 105. Host chip set 105 includes a memory
controller, a cache controller, and a bridge providing
the interface between the memory bus 103 and an
input/output (I/0) bus 106 (e.g. a PCI bus).

A host chip set 105 is known in the art. For
example, when the host processor 102 is a Pentium™
processor made by Intel, a suitable host chip set 105

" is the Trident™ chip set also made by Intel.
Similarly, if a P6™ processor is used, then a suitable
host chip set 105 is the Orion™ chip<set also made by
Intel. The host processor 102, memory bus 103, host
memory 104, and host chip set 105 will be referred to
as a host platform in this multi-processor system 100.

The multiple processor system 100 further includes
an I/0 platform 108 that is coupled to the first PCI
bus 106. Furthermore, I/0 platform 108 provides an
interface between an address space of a first PCI bus
106 and an address space of a processor included in the
I/0 platform 108. 1I/0 platform 108 may also include a
bridge that couples the first PCI bus 106 to a second
PCI bus (not shown).

I/0 platform 108 further provides I1/0 support for
the host processor, and devices (not shown) coupled to
the first PCI bus 106 and the second PCI bus. For one
example of an I/0 platform 108, please see Application
Serial Number , filed assigned to

Intel Corporation. Figure 2 illustrates in
further detail the I/0 platform 200 (previously
referred to as element 108 in Figure 1) that includes
the present invention. The I/0 platform 200 includes a
local processor 202 coupled to local memory 206 via a
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memory controller 205 through a local bus 204. The
local processor 202 may be an Intel 80960 JF processor.

An address translation unit (ATU) 218 is coupled
to the local bus 204 and to the first PCI bus 208
(previously refereed to as element 106 in Figure 1).
The address translation unit (ATU) 218 translates
addresses in the address space of the PCI bus 208 into
addresses in the processor 202 address space and vice
versa. Thus, a transaction on the PCI bus 208 having
an address in PCI address space, must be translated
into a local bus 204 address space so that the memory
controller 205 may access the correct location in local
memory 206 or the proper register 212 in MU 210.

The ATU 218 includes an outbound module for
translating local bus transactions to PCI bus
transactions, an inbound module for translating a PCI
bus transaction to a local bus transaction and a
control state machine to manage this address
translation. With respect to the present invention,
the ATU 218 can be seen as an address decoder that
detects that a particular PCI bus transaction accesses
one of the registers 212 in the MU 210. The ATU 218
after detecting that a transaction is an access to one
of the registers in the MU 210, sends a signal through
data path 221 to initiate the control state machines
214 in the MU 210, which will be described hereinafter.
The control state machines 214 send a plurality of
signals through data path 221 to the ATU 218 to notify
the ATU 218 that the MU 210 is either not ready to
receive the transaction or to instruct the ATU 218 to
signal a Retry to the requesting process.

Local bus arbitrator 240 grants control of the
local bus 204 to any of the local bus masters (i.e.,
the MU 210, the inbound module of the ATU 218, and the
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local processor 202). The arbitration circuit 240 is
well known in the art.

Memory controller 205 is provided for accesses to
the local memory 206 through data paths 224 and 225.
Although local bus 204 is shown as a single data path,
the local bus 204 may consist of an address portion and
a data portion.

Bus agent 201 may be a host processor or another
I/0 platform. Moreover, bus agent 201 may include the
host memory 104, host processor 102, the host chip set
105, and the host bus 103 of Figure 1. 1In other
words, bus agent 201 may itself be a subsystem or any
intelligent bus agent.

A messaging unit (MU) 210 is coupled to the local
bus 204 and to the ATU 218. The MU 210 embodies the
teachings of the present invention and includes a
plurality of registers 212 and a plurality of state
machines 214. These registers 212 and state machines
214 will be further described with reference to Figure
3.

Figure 3 illustrates the present invention, as
embodied in the MU 210. The MU 210 includes a
plurality of state machines 214 coupled to the ATU 218
through control path 350. The MU 210 also includes a
plurality of prefetch and temporary registers 332.
These registers 332 are coupled to the ATU 218 through
data path 336. The prefetch and temporary registers
332 are also controlled by the control state machine
214 through data path 352. The registers 332 are also
coupled to the local bus 204 through data path 334 for
accessing local memory 206.

In this embodiment, the MU 210 includes a message
passing scheme that uses 4 circular queues. There are
four prefetch and temporary registers 332 in this
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embodiment. Two registers are provided to allow the
host processor to write data to the circular queues.
Two registers are provided to allow the host processor
to read data from one of the circular queues.

The MU 210 also includes a plurality of queue
pointer registers 340 that are coupled to the control
state machines 214 through data path 342. These
registers 340 store the head and tail pointers of the
queues 207. These queues will be described in greater
detail with respect to Figures 4 and 5.

Circular Queues

The MU 210 provides access for the bus agent 201
to four circular queues 207. There are two inbound
queues and two outbound queues. "Inbound" and
"outbound" refer to the direction of the flow of active
messages. "Inbound" messages are either new messages
posted by bus agent 201 for the local processor 202 to
process or are empty or free message buffers that are
available for use by the bus agents 201. "Outbound"
messages are either posted messages by the local
processor 202 for the host processor 201 to process or
are free message buffers that are available for use by
the local processor 202.

In one embodiment, there are four circular queues
that are used to pass messages between host
processor/bus agent 201 and the local processor 202.
There are two inbound queues that are used to handle
inbound messages, and there are two outbound queues
used to handle outbound messages. One of the inbound
queues is designated as a Free queue, and it contains
inbound free message handles. A message handle is a
logical or physical address of a message buffer. The

other inbound queue 1is designated the Post or work
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queue, and it contains inbound posted message handles.
Similarly, one of the outbound queues is designated a

Free Queue, and the other outbound queue is designated
a Post Queue.

The two outbound queues allow the local processor
202 to post outbound messages in the Post queue and to
receive freed messages returning from an external host
processor 201 into the outbound Free Queue. The two
inbound queues allow the bus agent 201 to acquire a
free message buffer from the inbound free gqueue and
subsequently post that buffer to the inbound free queue
for processing by the local processor 202.

The data storage for the circular queues 207 are
provided by local memory 206. In this particular
implementation, each entry in the queue is a 32-bit
data value which is a message handle. Moreover, a read
from or write to a gqueue may access exactly one gueue
entry.

Each circular queue has a head pointer and a tail
pointer. Writes to a queue occur at the head of the
queue and reads occur from the tail. The head and tail
pointers are incremented by software running on the
local processor 202 or by the messaging unit 210. The
details concerning how the head and tail pointers are
incremented by the local processor 202 and the MU 210
are described hereinafter.

The head and tail pointers are offsets into each
respective circular queue and range from 0 to the
circular queue size minus 1 (i.e., begin labeling the
pointers with 0). The pointers are incremented after
each queue access. Both head and tail pointers wrap
around to 0 when they reach the circular queue size
(i.e., end of the queue).
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The Messaging Unit 210 generates an interrupt to
the local processor 202 or generates a PCI bus
interrupt (i.e., interrupt to an external processor)
under certain conditions. In general, when a post
queue is written, an interrupt is generated to notify
the target processor that a message was posted.

In one embodiment the size of each circular queue
can range from 16 Kbytes (4096 handles) to 256 Kbytes
(65536 handles). Moreover, in this embodiment all four
queues are of the same size and are contiguous. The
total amount of local memory required by the circular
queues thus ranges from 64 Kbytes to 1 Mbytes. These
queues reside in local memory 206, and the head and
tail pointers of the queues reside in registers in the
MU 210. The queue size is determined by the Queue Size
field in the Messaging Unit Configuration Register
(MUCR) . One possible format of the MUCR is shown in
Table 1. In this embodiment there is alsu one base
address for all four queues. The starting addresses of
each queue is based on the Queue Base Address and the
Queue Size field. The base address is stored in a
Queue Base Address Register (QBAR) which also resides
in the MU 210. One possible format of the QBAR is
shown in Table 2. An embodiment to be illustrated in
Figures 6-9 includes a separate base address for each

queue.
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TABLE 1

guration Re

Bit ‘ Default ' Read/Write Description

31:05 0000000H Read Only Reserved

04:00 000002 Read/Write Queue Size - This field
determines the size of each

Circular Queue. All four

queues are the same size.

TABLE 2
gUEUE BASE ADDRESS IK_E_C;'v_l__STER - QBAR
Bit Default Read/Write Description
31:20 000H Read/Write Queue Base Address - Local

memory address of the;

circular gueues.

19:00 00000H Read Only Reserved

Figure 4 illustrates four circular queues of the
present invention. There are two outbound queues 410
and 420 and two inbound queues 430 and 440, residing in
local memory 206.

The local processor 202 posts outbound messages
422 by writing to the head of the outbound post queue
420. The host processor 201 retrieves the posted
messages from the outbound post queue 420 by reading
from the tail of the outbound post queue 420.

A host processor 201 releases outbound message
buffers 412 by writing to the head of the outbound free
queue 410. The local processor 202 reads free messages
buffers 414 from the tail of the outbound free queue
410.
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A host processor or bus agent 201 posts inbound
messages 432 to an inbound post queue 430 by writing to
the head of the inbound post queue 430. The local
processor 202 reads these posted messages from the tail
of the inbound post queue 430. When the host processor
writes to the inbound post queue 430 an interrupt is
generated 436 to the local processor 202.

When messages are posted to the outbound post
queue 420 by the local processor 202 an interrupt 426
is generated to the host processor 201. The interrupts
as specified by the PCI Bus Specification Revision 2.0
may be used here.

The local processor 202 returns free message
buffers 442 to the inbound free queue 440.by writing to
the head of this queue 440. The host processor/bus
agent 201 acquires a free message buffer by reading
from the tail of the inbound free queue 440 through
data path 444.

Figure 5 illustrates an Outbound Free Queue 510,
an Qutbound Post Queue 520, an Inbound Post Queue 530,
and an Inbound Free Queue 540.

OQutbound Free Queue
The Outbound Free Queue (OFQ) 510 holds the

handlies for empty messages placed there (i.e.,
released) by bus agents 201 for the local processor 202
to use. A host processor 201 releases a message buffer
to the OFQ 510 by writing to a register in an Outbound
~Queue Port 516. The OFQ 510 is read from the queue
tail by the local processor 202, and is written to the
queue head by the host processor 201. The head pointer
(OFHP) 512 is maintained by the Messaging Unit 210.

The Outbound Free Queue tail pointer (OFTP) 514 is
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maintained by software running on the local processor
202.

For a PCI write transaction that accesses the
Outbound Queue Port 516, the MU 210 writes a message
handle (i.e., an address to a free message buffer) to a
location in local memory 206 pointed to by the head
pointer (OFHP) 512, which is stored in an Outbound Free
Head Pointer Register (OFHPR) 926. The local memory
address is the Queue Base Address Register + 3 * Queue
Size + Outbound Free Head Pointer Register (OFHPR) 926.
One possible format of the OFHPR is shown in Table 3.

When data that is written to the Outbound Queue
Port 516 is written to local memory 206, the MU 210
increments the OFHP 512,

From the time that a PCI write transaction is
received by the MU 210 until data is written into local
memory 206, and the OFHP 512 is incremented, any PCI
transaction that attempts to access the Inbound Queue
Port 516 is delayed by inserting wait states. If a PCI
latency violilation occurs while inserting wait states,
the external PCI agent 201 is signaled a Retry.

The local processor 202 retrieves message buffer
handles from the OFQ 510 by reading the local memory
location pointed to by the Outbound Free Queue tail
pointer (OFTP) 514. The local memory address is Queue
Base Address Register + 3 * Queue size + Outbound Free
Tall Pointer Register (OFTPR) 438. One possible format
of the OFTPR is shown in Table 4. The local processor
202 then increments the OFTP 514 in the Outbound Free
Tail Pointer Register 938 (shown in Figure 93).

- TABLE 3

| Outbound Free Head Pointer Register - OFHPR I
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Bit Default Access Description
31:19 0000H Read Only Reserved
18:02 0000H Read/Write Outbound Free Head Pointer
- Local memory offset of
the head pointer for the
Outbound Post Queue
01:00 002 Read Only Reserved
TABLE 4
H Outbound Free Tail Pointer Register - OFTPR
Bit Default Access Description
31:19 0000H Read Only Reserved
18:02 0000H Read/Write Outbound Free Tail Pointer
- Local memory offset of
the tail pointer for the
Qutbound Free Queue
01:00 002 Read Only Reserved

und P ueue

The Outbound Post Queue (OPQ) 520 stores handles
of posted messages placed there by the local processor
202 for the host processor 201 to retrieve and process.
The host processor 201 retrieves a message from the OPQ
520 by reading a register in the Outbound Queue Port
516. The local processor 202 adds to the OPQ 520 by
writing to the queue head. The head pointer (OPHP) 522
is maintained by the local processor 202. The tail
pointer (OPTP) 524 is maintained by the Messaging Unit
210.
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For a PCI read transaction that accesses the
Outbound Queue Port 516, the MU 210 prefetches the data
at the local memory location pointed to by the OPTP
524. The local memory address is Queue Base Address
Register + 2 * Queue Size + Outbound Post Tail Pointer
Register (OPTPR) 826 (as shown in Figure 8A). If the
OPQ 520 is not empty (i.e., the head 522 and tail
pointers 524 are not equal), a message handle is
supplied for the requesting processor 201. If the OPQ
520 is empty (i.e., the head 522 and tail pointers 524
are equal), the value of -1 (FFFF.FFFFH) is supplied
for the requesting processor 201. If the OPQ 520 queue
is not empty, and the MU 210 succeeds in prefetching
the data at the tail, the MU 210 increments the tail
pointer (OPTR) 524 in the OPTPR 826.

As stated, a prefetch mechanism loads a value of
-1 (FFFF.FFFFH) into a prefetch register 806 (which
will be described further with a reference to Figure
8A) if the head 522 and tail 524 pointers are equal
(i.e., the OPQ 520 is empty). In order to update the
ORR 806 when messages are added to the OPQ 520, and it
becomes non-empty, the prefetch mechanism in the MU 210
automatically starts a prefetch if the ORR 806 contains
FFFF.FFFFH, and the Outbound Post Head Pointer Register
(OPHPR) 422 is written to by the local 202 processor.
One possible format of the OPHPR is shown in Table 5.
The local processor 202 updates the OPHPR 422 when the
local processor 202 adds messages to the OPQ 520.

A prefetch must appear atomic from the perspective
of an external bus agent 201. When a prefetch is
started, any PCI transaction that attempts to access an
Outbound Retrieve Register 806 (which will be described
with reference to Figure 8A) in the Outbound Queue
Port 516 is delayed by inserting wait states until the
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prefetch is completed. If a bus latency violation
occurs while inserting wait states, the external bus
agent 201 is notified with a Retry signal.
A PCI interrupt is generated to the host processor
201 when the OPHP 522 is not equal to the OPTP 524.
When the OPHP 522 and the OPTP 524 are equal, no
interrupt is generated. The Output Post Queue
Interrupt bit in the Outbound Doorbell Register
indicates the status of the comparison of the values in
the OPHPR 838 and OPTPR 828. The interrupt is cleared
" when the head 522 and tail 524 pointers are equal.
This occurs when a host processor 201 reads enough
queue entries to empty the OPQ 520. An interrupt may
be masked by the Outbound Doorbell Mask Register, which
is controlled by software.
The local processor 202 may place messages in the
OPQ 520 by writing data to the local memory location
pointed to by the head pointer (OPHP) 522. The local
memory address is Queue Base Address Register +
Outbound Post Head Pointer Register 838. One possible
format of the OPTPR is shown in Table 6. The local
processor 202 then increments OPHP 522 in the Outbound
Post Head Pointer Register 838.
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TABLE 5
' Default Access ‘ Description
31:19 0000H Read Only JReserved
18:02 0000H Read/Write Outbound Post Head Pointer
- Local memory offset of
the head pointer for the
Qutbound Post Queue
01:00 002 Read Only Reserved
TABLE 6

Outbound Post Tail Pointer Register - OPTPR

| sit | overawre | access |

31:19 0000H Read Only Reserved

Description

18:02 0000H Read/Write Outbound Post Tail Pointer
- Local memory offset of
the tail pointer for the
Qutbound Post Queue

01:00 002 Read Only Reserved

—

Inbound Post Queue

The Inbound Post Queue (IPQ) 530 holds handles of
posted messages placed there by bus agents 201 for the
local processor 202 to process. The host processor 201
or bus agent posts a message to the IPQ 530 by writing
to a register in the Inbound Queue Port 536. The IPQ
530 is read from the queue tail by the local processor
202 and is written to the queue head by external bus
agents 201. The tail pointer (IPTP) 534 is maintained
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by software running on the local processor 202. The
head pointer (IPHP) 532 is maintained by the MU 210.

For a PCI write transaction that accesses the
Inbound Queue Port (IQP) 536, the MU 210 writes the
data to a local memory location pointed to by the IPHP
532 stored in Inbound Post Head Pointer Register
(IPHPR) 724 (shown in Figure 7A). The local memory
address is Queue Base Register + Queue Size + Inbound
Post Head Pointer Register (IPHPR) 724. One possible
format of the IPHPR is shown in Table 7. One possible
format of the IPTPR is shown in Table 8.

When the data written to the Inbound Queue Port
536 is written to local memory 206, the MU 210
increments the IPHPR 724. When data is written to
local memory 206 and the IPHPR 724 is incremented, the
MU 210 generates an interrupt to the local processor
202. This interrupt is recorded by setting the Inbound
Post Queue Interrupt bit of the Inbound Doorbell
Register. The interrupt may be masked by the Inbound
Doorbell Mask Register, which is controlled by

software.
TABLE 7
Inbound Post Head Pointer Register - IPHPR J
Bit Default Access Description
31:19 0000H Read Only Reserved
18:02 0000H Read/Write Inbound Post Head Pointer -

Local memory offset of the
head pointer for the
Inbound Post Queue

01:00 002 Read Only Reserved
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Inbound Post Tail Pointer Register - IPTPR .
Bit Default Access I Description
31:19 0000H Read Only Reserved
18:02 0000H Read/Write Inbound Post Tail Pointer -
Local memory offset of the
tail pointer for the
Inbound Post Queue
01:00 002 Read Only Reserved
Inbound Fr ueu

An Inbound Free Queue 540 holds handles of empty
message buffers placed there by the local'processor 202
for bus agents 201 to use. The host processor 201 is
allocated a message buffer from the IFQ 540 by reading
a register in the Inbound Queue Port 536. The Inbound
Free Queue 540 is read from the queue tail by external
bus agents 201 and is written to the queue head by the
local processor 202. The head pointer 542 is
maintained by software running on the local processor
202. The tail pointer (IFTP) 544 is maintained by the
MU 210.

For a PCI read transaction that accesses the
Inbound Queue Port (IQP) 536, the MU 210 prefetches the
data at a local memory location pointed by the IFTP
544. The local memory address is Queue Base Address ‘
Register + .Inbound Free Tail Pointer Register (IFTPR)
626 that stores the tail pointer. One possible format
of the IFTPR is shown in Table 10. If the IFQ 540 is
not empty (i.e., head and tail pointers are not equal),
the data pointed to by IFTP 544 is supplied for the
next access by the host processor or bus agent. If the
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IFQ 540 is empty (i.e., head and tail pointers are
equal), the value of -1 (FFFF.FFFFH) is supplied for
the requesting host processor or bus agent. If the IFQ
540 was not empty, and the MU 210 prefetches the data
pointed to by the IFTP 544, the MU 210 increments the
value of the pointer in the Inbound Free Tail Pointer
Register (IFTPR) 626 (as shown in Figure 6A).

To reduce latency for the PCI read access, the MU
210 implements a prefetch mechanism to anticipate
accesses to the IFQ 540. The MU 210 prefetches data-
from the tail of the IFQ 540 and loads it into an
internal prefetch register. When a PCI read access
occurs, the data can be read directly from the prefetch
register.

The prefetch mechanism loads a value of -1
(FFFF.FFFFH) into the prefetch register if the head and
tail pointers are equal (i.e., IFQ 540 is empty). In
order to update the prefetch register when messages are
added to the IFQ 540 and it becomes non-empty, the
prefetch mechanism automatically starts a prefetch if
the prefetch register contains FFFF.FFFFH, and the
Inbound Free Head Pointer Register (IFHPR) 638 is
written. One possible format of the IFHPR is shown in
Table 9. The software running on the local processor
202 updates the IFHP 542 when it adds messages to the
IFQ 540.

A prefetch must appear atomic from the perspective
of an external bus agent 201. When a prefetch is
started, any PCI transaction that attempts to access
the Inbound Free Register in the Inbound Queue Port 536
is delayed by inserting wait states until the prefetch
is completed. If a PCI latency violation occurs while
inserting wait states, the external bus agent 201 is
signaled a Retry by the MU 210.
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The local processor 202 may place messages in the
IFQ 540 by writing the data to the local memory
location pointed to by the head pointer (IFHP) 542.
The local memory address is Queue Base Address Register
+ Inbound Free Head Pointer Register (IFHPR) 638. The
software running on the local processor 202 then
increments the IFHPR 638.
Inbound Free Table

TABLE 9

Inbound Free Head Pointer Register - IFHPR

Default Access Description
31:19 0000H Read Only Reserved
18:02 0000H Read/Write Inbound Free Head Pointer -

Local memory offset of the
head pointer for the
Inbound Free Queue.

01:00 002 Read Only Reserved

TABLE 10

Inbound Free Tail Pointer Re

| sic | verame | access |

Read Only

gister - IFTPR

Description

Reserved

18:02 0000H Read/Write Inbound Free Tail Pointer -
Local memory offset of the
tail pointer for the

Inbound Free Queue.

01:00 002 Read Only Reserved
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Figure 6A illustrates how the present invention,
embodied in the MU 210, allocates free message buffers
to bus agents on the PCI bus. Data moves from an
Inbound Free Queue (IFQ) 540 located in local memory
206 through local data bus to an Inbound Free Register
(IFR) 606. 1In this context data specifically refers to
an address of a message buffer (i.e., message handle).
Subsequently, the data travels from the Inbound Free
Register 606 through data path 608 to ATU 218, and
thereafter to bus agents on PCI bus 208 through data
path 610.

The MU 210 includes an Inbound Free state machine
612 for allocating free message buffers that issues and
receives a number of control signals. The state
diagram for the Inbound Free state machine 612 will be
further described with reference to Figure 6B.

To request a message buffer from IFQ 602, a bus
agent sends a read transaction through the PCI bus 208
and data path 610 to the ATU 218. A read transaction
specifying the address of the Inbound Free Register 606
is detected by the ATU 218. Once the ATU 218 detects
that a bus agent wants to read the Inbound Free
Register 606, the ATU tests the state of the IFR_Ready
signal 614. If an IFR Ready signal 614 is asserted the
ATU completes the PCI transaction supplying the data in
the IFR 606 to the ATU 218 through path 608 and
generates a Read Inbound Free signal 616 to state
machine 612.

If the IFR Ready signal 614 is de-asserted (i.e.,
state machine 612 is not ready), the ATU 218 inserts
wait states, and does not send the Read IFR 616 until
the IFR Ready signal 614 i1s asserted. The IFR Ready
signal 614 is de-asserted when there is stale data in
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the IFR 606 (i.e., state machine 612 has not yet
completed a Prefetch of data into IFR 606).

Once state machine 612 receives the Read IFR
signal 616, state machine 612 sends a
Memory Read Request signal 618 to a local bus
arbitrator 240 and de-asserts the IFR Ready signal 614.
Upon a Grant signal 632, the MU 210 simply asserts the
proper tail address of the IFQ 602 onto the local
address bus 630. Data is then transferred from the
local memory 206 to the IFR 606 (i.e., reads the value
at the tail of the IFQ 602) through the local data bus
604. MU 210 includes an adder 624 that calculates the
appropriate tail address of the IFQ 602. Adder 624 |
generates the sum of the contents of the Inbound Free
Tail Pointer Register (IFTPR) 626 and the Inbound Free
Base Register (IFBR) 628.

After the data pointed to by the tail pointer of
the IFQ 540 is on the local data bus 604, state machine
612 sends a Latch signal 634 to latch the data on the
local data bus 604 into the IFR 606 and sends an
Increment signal 644 to the IFTPR 626. Thus, a
prefetch of the next available message buffer has been
accomplished.

The MU 210 alsc includes a comparator 636 that
compares the value in the Inbound Free Head Pointer
Register (IFHPR) 638 and the value in the Inbound Free
Tail Pointer Register (IFTPR) 626. If these two values
are equal, comparator 636 generates an Empty signal 640
(i.e., there are no free message buffers in the queue).
This Empty signal 640 is sent to state machine 612 and
causes state machine 612 to assert a Preset signal 642.
The Preset signal 642 causes the content of IFR 606 to
be set to a predetermined value that is reserved for an

empty indication (i.e., not a valid buffer address).
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When a bus agent reads the IFR 606, it either
immediately accesses prefetched data stored in the IFR
606, or the Preset value, that indicates that the IFQ
602 is Empty.

Figure 6B illustrates the state diagram for
Inbound Free state machine 612. State machine 612 has
three stages: Empty 650, a Prefetch 652 and Primed
656. State machine 612 is in the Empty state 650 until
the Empty signal is de-asserted 654. A not_ Empty
signal transitions the state machine 650 from an Empty
state 612 to Prefetch state 652, and the state machine
612 issues a Memory Read Request signal 618 and de-
asserts the IFR Ready signal 614.

The state machine 612 transitions from the
Prefetch state 652 to a Primed state 656 upon a Grant
signal 632. Upon receiving a Grant signal 632, state
machine 612 outputs a Latch IFR signal 634, an
Increment IFTPR signal 644, and asserts an IFR Ready
signal 614. The state machine 612 transitions from the
Primed state 656 to the Prefetch state 652 when the
Read IFR signal 616 is received, and the Empty signal
654 is not asserted. This transition also generates a
Memory Read Request signal 618 and de-asserts the
IFR Ready signal 614.

The state machine 612 transitions from the Primed
state 656 to the Empty state 650 when the Read IFR
signal 616 is received, and the Empty signal 640 is
asserted. This transition generates the Preset signal
642.

Figure 7A illustrates how the present invention
posts a message, generated by a bus agent, into the
Inbound Post Queue (IPQ) 530 which is located in local

memory 206.
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When a bus agent wants to write to an Inbound Post
Register (IPR) 706, the data travels from the PCI bus
208 through data path 702 to the ATU 218, and then to
the IPR 706 through data path 704. After the data is
latched into the IPR 706, it is transferred through
local data bus 604 into the IPQ 530 in local memory
206.

The ATU 218 tests the state of an IPR Ready signal
716. If the IPR Ready signal 716 is asserted, the ATU
218 completes the PCI transaction by supplying data to
the IPR 706 and generating a Write IPR signal 718 to
the state machine 712.

If the IPR Ready signal 716 is not asserted, the
ATU 218 inserts wait states, and completes the PCI
transaction when the IPR Ready signal 716 is asserted.
The requesting process retains control of the bus, and
the PCI transaction is completed unless PCI latency
rules are violated. |

The ATU 218 also tests the state of an IPR Retry
signal 714. If the IPR Retry signal 714 is asserted,
the PCI transaction is not completed, and a retry is
signaled to requesting process so it will release the
bus and try again at a later time.

The Inbound Post state machine 712 of the MU 210
is further illustrated by a state diagram illustrated
in Figure 7B. State machine 712 has three states: an
Idle state 750, a Post state 752 and a Full state 754.
State machine 752 will transition from an Idle state
750 to a Post state 752 when a Write Inbound Post
signal 718 is asserted by the ATU 218. When the
Write Inbound Post signal is received by the state
machine 712, the state machine 712 generates a
Memory Write Request signal 720 and de-asserts the
IPR Ready signal 716. The state machine 712
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transitions from a Post state 752 back to the Idle
state 750 when the state machine 712 receives a Grant
signal 728 from the local bus arbitrator 240. Upon
receiving a Grant signal 728 and writing IPR data 604
to memory, the state machine 712 generates an Increment
signal 740 to the Inbound Post Head Pointer Register
(IPHPR) 724, and also asserts the IPR Ready signal 716.

The state machine 712 transitions from an Idle
state 750 to a Full state 754 when it receives a Full
signal 738 from the comparator 734. A Full signal 738
is generated by the comparator 734 when the contents of
the Inbound Post Tail Pointer Register (IPTPR) 730 and
the Inbound Post Head Pointer Register (IPHPR) 724
indicate that the Inbound Post Queue (IPQ) 530 is Full.
Upon receiving a Full signal 738, state machine 712
asserts a IPR Retry signal 714 to the ATU 218.

State machine 712 transitions from a Full state
754 to an Idle state 750 when the Full signal 756 is
de-asserted Full signal 756 (i.e., not Full). Upon
receiving a not Full signal, the state machine 712 de-
asserts the IPR Retry signal 714.

Comparator 734 also generates a not Empty signal
736 to interrupt generation logic (not shown) that
generates a local interrupt to the I/0 processor.

Logic to generate a local interrupt upon receiving a
not_Empty signal 736 is known in the art. This logic
may also include interrupt registers and also mask
registers controlled by software, to selectively mask
out interrupts.

Increment signal 740 is sent to the IPHPR 724 and
increments the Inbound Post Head Pointer. The adder
722 calculates a new inbound head pointer 723 by using
the value 725 of the IPHPR 724 and the value 727 of
IPBR 726. This address 723 is sent to memory
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controller 205 to access local memory through the local
bus (i.e., local address bus 630).

As explained previously, the MU 210 asserts the
address 723 on the local address bus 630 and enables
the transfer of data (i.e., address of a message
buffer) that is latched in the IPR 706 into the head of
the IPQ 530.

Figure 8A illustrates the Outbound Retrieve State
Machine 812 and how the present invention allows a host
processor or bus agent to retrieve posted messages from
the Outbound Post Queue 520 (OPQ). When a host
processor or bus agent retrieves a posted message
handle, the data (i.e., the address of the Message
Buffer) travels from the OPQ 520 located in local
memory 206 to an outbound retrieve register (ORR) 806
through local data bus 604. The data is then passed
from the ORR 806 through data path 808 to the outbound
portion of the ATU 218. The data is then passed
through data path 810 through PCI bus 208 to the
respective host processor or bus agent. State machine
812 de-asserts ORR _Ready 814 to indicate stale data in
ORR 806. When ORR Ready signal 814 is de-asserted, the
ATU 218 will insert wait states until the ORR Ready
signal 814 is asserted, which indicates that the ORR
806 contains valid data.

The Outbound Retrieve state machine 812 of the MU
210 is further illustrated by a state diagram shown in
Figure 8B. The Outbound Retrieve state machine 812
has three states: Empty 850, Prefetch 852, and Primed
856. The Outbound Retrieve state machine transitions
from the Empty state 850 to the Prefetch state 852 when
the Empty signal 840 is de-asserted. In response, the
Outbound Retrieve state machine 812 asserts a
Memory Read Request 818 to the local bus arbitration
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unit 240 and de-asserts the ORR Ready signal 814 while
it waits for a Grant signal 832. While waiting for the
Grant signal 832, the Adder 824 calculates the address
of the next message (i.e., tail pointer), and places
this address on the local address bus 630.

State machine 812 transitions from a Prefetch 852
to a Primed state 856 upon Grant signal 832. The
memory controller 205 uses the address 825 and reads
the appropriate message handle from the OPQ 520. This
message handle (i.e., pointer) is placed on the local
data bus 604 and transferred to the ORR 806. The state
machine 812 then generates a Latch ORR 834 to latch the
data from the OPQ 520 into the ORR 806 and also
generates the Increment OFTPR signal 844 to increment
the tail pointer of 0OPQ 520 which is stored in the
OPTPR 826. After this prefetch is completed, and new
data is latched into ORR 806, state machine 812 asserts
a ORR Ready signal 814 to notify the ATU 218 that it is
ready to complete another transaction from the PCI bus
208.

The state machine 812 transitions from a Primed
state 856 to a Prefetch state 852 when the Read ORR
signal 816 is generated, and the Empty signal 840 is
de-asserted. In response, the state machine 812
asserts the Memory Read Request signal 818 to the local
bus arbitrator 240 and de-asserts the ORR ready signal
814 to the ATU 218, so that a later transaction will
not read the contents of the ORR 806 until a prefetch
has been completed.

State machine 812 transitions from a Primed state
856 to an Empty state 850 upon detecting a Read ORR
signal that is asserted when an empty signal 840 1is
asserted. In response, state machine 812 asserts a
Preset signal 842. The Preset signal 842 causes the
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content of the ORR 806 to be set to a value that is
reserved for an empty indication so that a transaction
requesting a read from the OPQ 520 will be notified
that the OPQ 520 is empty.

When comparator 836 compares the contents of OPHPR
838 and OPTPR 826, and the values are equal, the Empty
signal 840 is asserted. A non _empty OPQ 520 (i.e.,
not_Empty) indicates that there are messages pending
for processing by the host processor 201. The present
invention includes logic (not shown) to generate an
interrupt to the host processor 201'through the
interrupt lines specified in the PCI Bus Specification
Release 2.0.

Figures 9A and 9B illustrate the Outbound
Release state machine 912. After a host processor 201
processes a message, it returns the free message buffer
pointer via the PCI bus 208 through data path 904 to
the ATU 218 and is latched in an Outbound Release
Register (ORLSR) 906. The free message buffer handle
is then sent to the Outbound Free Queue (OFQ) 510 from
the Outbound Release Register (ORLSR) 906 through local
data bus 604. To release a free message buffer, a host
processor 201 simply writes the address of that free
message buffer to the ORLSR 906 in one bus transaction
cycle.

The ATU 218 tests the state of an ORLSR Ready
signal 916 and an ORLSR Retry signal 914. If the
ORLSR Retry signal 914 is de-asserted, the PCI
transaction (i.e., write to the ORLSR 906) is not
completed. The requesting process is signaled a Retry,
and the requesting process releases control of the bus
and tries again at a later time. If the ORLSR_Ready
signal 916 is de-asserted, the ATU 218 inserts wait
states until the ORLSR Ready signal 916 is asserted.
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When the ORLSR Ready signal 916 is asserted, the ATU
218 generates the Write ORLSR signal 918 to the state
machine 912 and latches data into the ORLSR 906.

Figure 9B illustrates a state diagram for the
Outbound Release state machine 912. State machine 912
has three states: a Full state 954, an Idle state 950
and a Post state 952. The state machine 912
transitions from an Idle state 950 to a Full state 954
when a Full signal 940 is asserted by comparator 936.
In response to this Full signal 940, state machine 912
asserts a ORLSR Retry signal 914 to the ATU 218. Upon
generation of a ORLSR Retry signal 914, the process
that initiates a write transaction to the ORLSR 906 is
signaled to try again at a later time.

The state machine 912 transitions from a Full
state 954 to an Idle state 950 when the Full signal 940
is de-asserted. If the Outbound Free Queue OFQ 510 is
not full, then state machine 912 de-asserts the
ORLSR Retry signal 914 (i.e., there is room in the OFQ
510 for an additional free message handle).

State machine 912 transitions from an Idle state
950 to a Post state 952 when it receives a Write ORLSR
signal 918 from the ATU 218. The Write ORLSR signal
918 also serves to latch the free message handle into
the ORLSR 906. 1In response to the Write ORLSR signal
918 being asserted, state machine 912 asserts a
Memory Write Request signal 918 to the local bus
arbiter 240 and waits for a Grant signal 932 from the
arbiter. An Adder 925 calculates the next position in
the OFQ 510 where the next free message handle is to be
written. State machine 912 also de-asserts the
ORLSR Ready signal 916 to prevent a subsequent
transaction from overriding the data that is now
latched in the ORLSR 906.
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The state machine 912 transitions from a Post
state 952 to an Idle state 950 when it receives a Grant
signal 932 from the local bus arbiter 240. 1In
response, the Outbound Release state machine 912
increments the head pointer in the OFHPR 926 through an
Increment OFHPR signal 944. State machine 912 also
asserts the ORLSR Ready signal 916, indicating to the
ATU 218 that it has already stored the contents of the
ORLSR 906, and that it has calculated the OFQ address
to which the next free message handle is to be stored,
and is ready for the next write to the ORLSR 906.

In summary, a host processor releases a free
message buffer to the OFQ 510 by writing its handle to
the ORLSR 906. If the OFQ 510 is full, the requesting
process is notified to retry later. If the OFQ 510 is
not full, the handle of the free message buffer is
latched into the ORLSR 906. State machine 912 then
waits for a Grant signal 932 from the local bus arbiter
240 to gain access to the local bus. Once control of
the local bus is granted, state machine 912 transfers
the data latched in the ORLSR 906 to the OFQ 510 at the
location pointed to by the pre-calculated head

pointer/address.

Thus, a method and apparatus that enables a remote
process to allocate a message buffer then posts that
message buffer to a work queue without the use of a
semaphore or locking of the bus has been described.

Furthermore, a method and apparatus for retrieving
a message from a work queue and releasing the message
to a free queue after the message has been processed by
a host processor, has been described.

The present invention also provides for
scalability, flexibility, and compatibility with other
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platforms. For example, all platforms including an
inbound message queue, as previously described, can
easily send inter-processor messages. For
compatibility with other platforms that do not
implement an inbound message queue, an outbound message
queue supplies that platform with an equivalent
functionality without modifying the hardware of the
platform. Moreover, the present invention allows for
abstraction in that other platforms may use one
platform's inbound queue concurrently without express
knowledge that other processors exist in the computer
system.

Thus, the present invention provides a method and
apparatus for directly passing messages in a highly
efficient manner between processors without requiring
hardware modification to the processors in an
asymmetric multi-processor system.

In the foregoing specification, the invention has
been described with reference to specific exemplary
embodiments thereof. It will however be evident that
various modifications and changes made be made thereto
without departing from the broader spirit and scope of
the invention as set forth in the appended claims. The
specification and drawings are accordingly to be

regarded as illustrative rather than restrictive.
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CLAIMS

1. A messaging unit coupled te a local processor
and memory through a local bus, and further coupled to
a host processor through a second bus, said messaging
unit comprising:

a) an inbound free storage means for storing
data for reading by the host processor;

b) an inbound free circuitry means coupled to
the inbound free storage means for operating on data in
an inbound free queue;

c) an inbound post storage means for storing
data written by the host processor; and

d) an inbound post circuitry means coupled to
inbound post storage means for operating on data in an

outbound free queue.

2. The messaging unit as set forth in claim 1
further comprising

a) an outbound retrieve storage means storing
data for reading by the host processor;

b) an outbound retrieve circuitry means coupled
to the outbound retrieve storage means for operating on
data in an outbound post queue;

‘ c) an outbound release storage means for storing
data written by the host processor; and

d) an outbound release circuitry means coupled
to the outbound release storage means for operating on
data in an outbound free queue.

3. The messaging unit as set forth in claim 1
wherein the operation on data by the inbound free
circuitry means further includes prefetching
information from the inbound free queue stored in the

memory if the inbound free queue is not empty, loading
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the inbound free storage means with a predetermined
value if the inbound free queue is empty, and allowing
the host processor to read the inbound free storage
means if the prefetch operation is completed; and
wherein the operation on data by the inbound free
circuitry means further includes detecting if the
inbound post queue is full, returning a retry signal to
the host processor if the inbound post queue is full,
and allowing the host processor to write the inbound
post storage means if the inbound post queue is not
full and the current value stored in the inbound post
storage means has been stored into the inbound post

queue.

4. The messaging unit as set forth in claim 2

wherein the operation on data by the outbound
retrieve circuitry means further includes prefetching
data from the outbound post queue if the outbound post
queue is not empty, loading the outbound retrieve
storage means with a predetermined value if the
outbound post queue is empty. and allowing the host
processor to read the outbound retrieve storage means
if the prefetch is completed; and

wherein the operation on data by the outbound
release circuitry means further includes detecting if
the outbound free queue is full, returning a retry
signal to the host processor if the outbound free queue
is full, and allowing the host processor to write the
outbound release storage means if the outbound free
queue is not full and the current value in the outbound
release storage means has been stored into the outbound

free queue.
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5. The messaging unit as set forth in claim 2
wherein the second bus is a PCI bus.

6. The messaging unit as set forth in claim 2

wherein the storage means are registers.

7. A method for enabling a host processor to
retrieve a message handle from an outbound post queue,
in one bus transaction, said queue being defined by a
tail pointer and a head pointer, said method comprising
the steps of:

a) detecting whether or not the queue is empty;

b) if the queue is empty, return to the host
processor a value that indicates an empty queue;

c) if the queue is not empty, then return the
message handle pointed to by the tail of the queue; and

d) prefetch the next message handle.

8. The method as set forth in claim 7 wherein
the step of prefetching a next message handle includes
incrementing the tail pointer of the queue;

reading data from queue; and

latching the data into a prefetch register.

9. A method for enabling a host processor to
release a free message handle to a queue in one bus
transaction, said queue defined by a tail pointer and a
head pointer, said method comprising the steps of:

a) detecting whether or not the queue is full;

b)  if the queue 1is not full, then writing the
handle of the free.message to the queue; and

c) if the queue is full, signaling the host
processor to retry at a later time.
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10. The method as set forth in claim 9, wherein
the step of writing the free message handle to the
queue further comprises the steps of:

latching the free message handle;

incrementing the head pointer of the queue; and

storing the latched handle to memory.

11. A method for enabling a host processor to
allocate a message handle from an inbound free queue,
in one bus transaction, said queue being defined by a
tail pointer and a head pointer, said method comprising
the steps of:

a) detecting whether or not the queue is empty;

b) if the queue is empty, return to the host
processor a value that indicates an empty queue;

c) if the queue is not empty, then return the
message handle pointed to by the tail of the queue; and

d) prefetch the next message handle.

12. The method as set forth in claim 11 wherein
the step of prefetching a next message handle includes
incrementing the tail pointer of the queue;

reading data from a memory; and

latching the data into a prefetch register.

13. A method for enabling a host processor to
post a free message handle to a queue in one bus
transaction, said queue defined by a tail pointer and a
head pointer, said method comprising the steps of:

a) detecting whether or not the queue is full;

b) if the queue is not full, then writing the
handle of the free message to the queue; and

C) if the queue is full, signaling the host
processor to retry at a later time.
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14. The method as set forth in claim 13, wherein
the step of writing the message handle to the queue
further comprises the steps of:

latching the message handle;

incrementing the head pointer of the queue; and

and storing the latched handle to memory.



WO 97/00533 PCT/US96/10466

1/13
108
/(0]
Platform
106 Input/Output Bus

104 105

Host Host
Memory Chip Set
103 Memory Bus
102
Host 10
Processor -

FIGURE 1



WO 97/00533 PCT/US96/10466
2/13

200 207 Quewes = [
| VO Platform Quenes |
: 206 E N 202 :
i |
| Local Memory Local |
| A Processor |
| 225 |
| v |
| 305 A 240] |
: Memory Local Bus :
| Controller 226 Arbitrator [
| A A |
| 224 242 |
ILOCAL 204 Y Y / |
| BUS A A |
I 219 230 |
| y \ |
| 218 ATU - |
| Registers 212 |
i . Control | 5o, |
[ Outbound { Inbound | “gyate > 214 [

Module | Module |Machine Control MU |
: State . |
| Machines 210 |
I A |
I . |

PCI_208(106) Y
BUS A
201
BUS
AGENT

FIGURE 2



WO 97/00533 PCT/US96/10466

3/13

LOCAL BUS 204

1 336 A<--354 0 /

>

_________________ ——— e ——

360
I
(=]
=
(o)

214 332
Prefetch & Temporary

State ine .
Machines Registers

218] . 3

Inbound Free

ATU

352

Inbound Post

Y

Outbound Retrieve

356

Outbound Release

|
|
|
}
|
|
|
|
|
|
|
|
|
! Rn
|
|
|
|
|
|
|
|
I
i
|

340
Queue Pointer Registers

362

PCI BUS 208

FIGURE 3



WO 97/00533

PCT/US96/10466

201

Host
Processor/
Bus Agent

QOutbound free messages
412 e

Head
Qutbound
Free Queue
410

Tail

—>

Inte
<

426

< 424

Head
QOutbound
Post Queue
420

Tail

|
|
|
|
| 414
1
|
: Outbound posted messages

202

422

Inbound posted messages
432 >

Head
Inbound
Post Queue
430

Tail

n't_lpt_‘vw%‘é_eus.is_wa'tw_.n

434

—

Head

Inbound
Free Queue

< |__Inbound free messages
442

——ade v - — e —— — S—— . —— v— —

7[0)
Processor

FIGURE 4




WO 97/00533 PCT/US96/10466
External Writey 516
Bus Agent «g¢——{Outbound Queue Port
201 Read [ 512
__| Head Pointer
(OFHP)
,— -{ Tail Pointer
| (OFTP)
] 514
ln%rememed by VO processor
202
Read
[0 Processor €
202 Vs i S 522
| Incremented by = — Head Pointer
(OPHP)
| VO processor 202 I Tail Pointer
| | (OPTP)
| ?_ R 524
Infrementcd by MU 210
|
|
External Write 536 |
Bus Agent
201g < Inbound Queue Port L _?_ N -
R Head Pointer
- lndlmmemcd by MU 210 — (IPHP)
, — | Tail Pointer
| (IPTP)
L 1_ ] 534
Indremented by VO processor
I 202
|
Read| |
VO Processor % |
202 Wi 1 i S 542
Incremented by  — — Head Pointer
(IFHP)
l]IO processor 202 ___| Tail Pointer
| i (IFTP)
| 543

Infremem.ed by MU 210

FIGURE 5




PCT/US96/10466

WO 97/00533

6/13

(041 =
. 13ys139y|
Sng SSaIppV [0 TIMING LT | sng eieq [eoo] L7 | (D 4918t
P punoquj 709 ooowi punoquy =ong nLv <
ovs 81z 019
4 A
&
OWI | A H
0£9—> 2 b
=)} o
[-3
2
N
Tolonuos QY e outyoE IS =
soz Kousy ovz SNATE007] [ 1sonbay peay Alowajy 819 3a1,] punoquy
14
LAdwg
¥29—, gge OIUD g [zt
629 L29 % ﬁTm%
UdHAT
U ¥v9

L€9 I'_ MEN.J:»EB
20T 10553201 [€007] .

SNg15d

807




WO 97/00533 PCT/US96/10466

7/13

STATE DIAGRAM FOR THE INBOUND FREE STATE MACHINE

Read_IFR & Empty
{Preset}

not_Empty _
{Memory_Read_Request
& not_IFR_Ready)

Read_IFR & not_Empty
{Memory_Read_Request & not_IFR_Ready}

Legend = Input
{Output)

FIGURE 6B



PCT/US96/10466

WO 97/00533

8/13

~

VL HdNOIA

91L Apeay yd]

P1L Anoyyd]

©dn 3
3oy 15031 Snd Bied [e20] ddD 1318189y
Sng SSAIPPY [8307] _._:sh_:u_ 1504 puncquy
0cs 9 8I¢C
=
&2
. i o _
oo Adl yae] =
—> o
Yy
PR e IO 8¢CL > oUIOBA SNEIS
£ sng e t
S0T OWIN oyz SNE 180T (g 159nboy aMp AJOWRN OTL 1504 punoquy
€L p nnd 8¢L
0 >
—— L Jojerediuo)) _ ZiL
* y Y LdwgTIoN
9¢L
LeL szL TeL
dddl UdIAI 10SS3201d
O/1
0T

hmblv_
70T 108590014 [8307]

AdHJI wuswanuy  ObL

SN4910d

802




WO 97/00533 PCT/US96/10466

9/13

STATE DIAGRAM FOR THE INBOUND POST STATE MACHINE
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STATE DIAGRAM FOR THE OUTBOUND RETRIEVE STATE MACHINE
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