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durch einen Speichermechanismus (406) erfolgendes
Empfangen (502) einer Anfrage von einem Hostsystem
(102; 402) zum Schreiben einer Datendatei in eine Refer-
rer-Speicherregion (408) in einer Menge aus Speicherre-
gionen (404a, 404b, 404c, 404d, 404n, 404max) und

fur jedes Datensegment der Datendatei:

in Reaktion darauf, dass ein Vergleich (506) eines Hash-
werts fir das Datensegment mit anderen Hashwerten fiir
andere in der Referrer-Speicherregion referenzierte
gespeicherte Datensegmente anzeigt, dass das Daten-
segment in der Referrer-Speicherregion nicht vorhanden
ist, durch den Speichermechanismus erfolgendes Ermit-
teln (602), ob die Daten in einer anderen Speicherregion
in der Menge aus Speicherregionen vorhanden sind,

in Reaktion darauf, dass das Datensegment in einer ande-
ren Speicherregion in der Menge aus Speicherregionen
vorhanden ist, durch den Speichermechanismus erfolgen-
des Ermitteln, ob es sich bei der Speicherregion um eine
aus einer vorab bestimmten Anzahl N an der Referrer-
Speicherregion zugehdrigen Eigner-Speicherregionen
(410a, 410b, 410c, 410n) handelt,

in Reaktion darauf, dass es sich bei der Speicherregion
nicht um eine aus der vorab bestimmten Anzahl N an der
Referrer-Speicherregion zugehdrigen Eigner-Speicherre-

gionen handelt, durch den Speichermechanismus erfol-
gendes Ermitteln, ob die Anzahl an Eigner-Speicherregio-
nen ...
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Beschreibung
HINTERGRUND

[0001] Die vorliegende Anmeldung betrifft allgemein
eine verbesserte Datenverarbeitungsvorrichtung und
ein Verfahren und insbesondere Mechanismen zum
Verbessern der Leistung von verteilter, ortsbezoge-
ner Deduplikation.

[0002] In Speichersystemen handelt es sich bei
Deduplikation um einen Prozess des Ersetzens dop-
pelt vorhandener Daten im System durch Zeiger, Ver-
weise oder dergleichen auf eine einzige Instanz der
Daten und somit das Verringern der Gesamtspei-
cheranforderung. Normalerweise handelt es sich
bei einem Deduplikationsverweis um einen Metada-
teneintrag, der auf einen Eigner zeigt, bei dem es
sich entweder um die Daten selbst oder um die
Daten reprasentierende Metadaten handelt. Es gibt
zwei grundsatzliche Schemata zum Speichern der
Daten: inhaltsbezogene Deduplikation und ortsbezo-
gene Deduplikation. Bei inhaltsbezogener Dedupli-
kation werden im Speicher abgelegte Daten durch
den Fingerabdruck, einen Hashwert oder derglei-
chen der Daten ermittelt. Bei ortsbezogener Dedupli-
kation werden im Speicher abgelegte Daten durch
den Speicherort der Daten im Benutzeradressraum
(volume-offset) ermittelt.

[0003] Ein zentraler Vorteil ortsbezogener Dedupli-
kation ist die Lokalitat der Daten beim Durchfihren
umfangreicher Lesevorgange oder sequenzieller
Lesevorgange. Ortsbezogene Deduplikation erfor-
dert weniger Festplatteneingaben/-ausgaben
(E/As). Andererseits weist inhaltsbasierte Deduplika-
tion bei wenigen E/As im System einen besseren
Ausgleich von Ressourcen auf. Da Deduplikation
eine betrachtliche Menge an Direktzugriffsspeicher
(RAM) erfordert, unterteilen einige Implementierun-
gen zur Vereinfachung von Verwaltung und/oder
Umlagerung die Metadaten in Regionen (Raumun-
terteilung), beispielsweise in eine Eignerregion und
eine Referrer-Region.

[0004] Die US 2017 / 0 116 229 A1 betrifft ein Ver-
fahren zur Optimierung einer Deduplizierung in einer
Computerspeicherumgebung durch einen Prozes-
sor. Das Verfahren umfasst ein intelligentes Bilden
von Verbindungen zwischen Datenbereichen auf
der Grundlage aktueller Popularitatsstatistiken, die
eine Anzahl von Malen beinhalten, in denen ein
bestimmter der Datenbereiche ein Ziel fur eine
potentielle Verbindung mit einem anderen der Daten-
bereiche war.

KURZDARSTELLUNG

[0005] Diese Kurzdarstellung wird bereitgestellt, um
in vereinfachter Form eine Auswahl von Konzepten
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vorzustellen, die nachstehend in der ausfihrlichen
Beschreibung eingehender beschrieben werden.
Diese Kurzdarstellung ist nicht dafir vorgesehen,
Schlisselfaktoren oder Wesensmerkmale des bean-
spruchten Gegenstands zu identifizieren, und ist
auch nicht daftir vorgesehen, den Umfang des bean-
spruchten Gegenstands einzuschranken.

[0006] In einer veranschaulichenden Ausfiihrungs-
form wird ein Verfahren in einem Datenverarbei-
tungssystem flr verteilte ortsbezogener Datenspei-
cherung bereitgestellt. Die veranschaulichende
Ausfihrungsform empfangt von einem Hostsystem
eine Anfrage zum Schreiben einer Datendatei in
eine Referrer-Speicherregion in einer Menge aus
Speicherregionen. Fir jedes Datensegment der
Datendatei: ermittelt die veranschaulichende Aus-
fuhrungsform, ob die Daten in einer anderen Spei-
cherregion in der Menge aus Speicherregionen vor-
handen sind, in Reaktion darauf, dass ein Vergleich
eines Hashwerts fir das Datensegment mit anderen
Hashwerten fir andere gespeicherte Datenseg-
mente, die in der Referrer-Speicherregion referen-
ziert werden, anzeigt, dass das Datensegment in
der Referrer-Speicherregion nicht vorhanden ist. In
Reaktion darauf, dass das Datensegment in einer
anderen Speicherregion in der Menge aus Speicher-
regionen vorhanden ist, ermittelt die veranschauli-
chende Ausfiihrungsform, ob es sich bei der Spei-
cherregion um eine einer vorab bestimmten Anzahl
N an Eigner-Speicherregionen handelt, die der
Referrer-Speicherregion zugehorig sind. In Reaktion
darauf, dass es sich bei der Speicherregion nicht um
eine der vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen handelt, die der Referrer-Speicherre-
gion zugehorig sind, ermittelt die veranschauli-
chende Ausfuhrungsform, ob die Anzahl an Eigner-
Speicherregionen in der vorab bestimmten Anzahl N
an Eigner-Speicherregionen erreicht wurde. In Reak-
tion darauf, dass die vorab bestimmte Anzahl N an
Eigner-Speicherregionen nicht erreicht wurde, spei-
chert die veranschaulichende Ausfihrungsform
einen Verweis auf das Datensegment in der Refer-
rer-Speicherregion.

[0007] In weiteren veranschaulichenden Ausfiih-
rungsformen wird ein Computerprogrammprodukt
bereitgestellt, das ein durch einen Computer ver-
wendbares oder lesbares Medium mit einem compu-
terlesbaren Programm aufweist. Das computerles-
bare Programm veranlasst bei Ausfiihrung auf einer
Datenverarbeitungseinheit die Datenverarbeitungs-
einheit, verschiedene der sowie Kombinationen der
vorstehend in Bezug auf die veranschaulichende
Ausfiihrungsform des Verfahrens umrissenen
Arbeitsschritte durchzufihren.

[0008] In einer weiteren Ausflihrungsform wird ein
System bzw. eine Vorrichtung bereitgestellt. Das
System bzw. die Vorrichtung kann einen oder meh-
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rere Prozessoren und einen mit den einen oder den
mehreren Prozessoren verbundenen Arbeitsspei-
cher umfassen. Der Arbeitsspeicher kann Anweisun-
gen aufweisen, die bei Ausfuihrung durch den einen
oder die mehreren Prozessoren den einen oder die
mehreren Prozessoren veranlassen, verschiedene
der sowie Kombinationen der vorstehend in Bezug
auf die veranschaulichende Ausfuhrungsform des
Verfahrens umrissenen Arbeitsschritte durchzufih-
ren.

[0009] Diese und weitere Merkmale und Vorteile der
vorliegenden Erfindung werden in der nachfolgenden
ausfuhrlichen Beschreibung der beispielhaften Aus-
fihrungsformen  der  vorliegenden  Erfindung
beschrieben bzw. fir den Fachmann vor deren Hin-
tergrund ersichtlich.

Figurenliste

[0010] Die Erfindung sowie eine bevorzugte Ver-
wendungsform und weitere Zielsetzungen und Vor-
teile werden am besten aus einer Bezugnahme auf
die nachfolgende ausfiihrliche Beschreibung veran-
schaulichender Ausflihrungsformen zusammen mit
den begleitenden Zeichnungen ersichtlich, wobei:

Fig. 1 einen Schreibvorgang einer 40-KB-Datei
als funf 8-KB-Segmente in acht verschiedene
Eignerregionen zeigt, was gemal einer veran-
schaulichenden Ausflihrungsform zu vielen
Arten von Verwaltungsdaten fiihrt;

Fig. 2 ein beispielhaftes Schaubild eines verteil-
ten Datenverarbeitungssystems ist, in dem
Aspekte der veranschaulichenden Ausfiih-
rungsformen implementiert werden kénnen;

Fig. 3 ein beispielhaftes Blockschaubild einer
Datenverarbeitungseinheit ist, in der Aspekte
der veranschaulichenden Ausfuhrungsformen
implementiert werden kdnnen;

Fig. 4 ein Funktionsblockdiagramm von Spei-
chermechanismen zeigt, welche geman einer
veranschaulichenden  Ausfihrungsform die
Leistung verteilter, ortsbezogener Deduplikation
mit minimaler Auswirkung auf die Deduplika-
tionseffizienz verbessern;

Fig. 5 ein Flussdiagramm der Arbeitsschritte
zeigt, die von einem Speichermechanismus
durchgefiihrt werden, der gemaf einer veran-
schaulichenden Ausfihrungsform die Leistung
verteilter, ortsbezogener Deduplikation mit mini-
maler Auswirkung auf die Deduplikationseffi-
zienz verbessert; und

Fig. 6 ein Flussdiagramm der Arbeitsschritte
zeigt, die gemal einer veranschaulichenden
Ausfiihrungsform von einem Speichermecha-
nismus durchgefiihrt werden, wenn Deduplika-
tion unter einer Teilmenge aus Speicherregio-
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nen, d.h. den Referrer-Speicherregionen und
der einen oder den mehreren zugehorigen Eig-
ner-Speicherregionen, umgesetzt werden soll.

AUSFUHRLICHE BESCHREIBUNG

[0011] Wie vorstehend erwahnt, gibt es zwei grund-
satzliche Schemata zum Speichern der Daten:
inhaltsbasierte Deduplikation und ortsbezogene
Deduplikation. Bei inhaltsbasierter Deduplikation
werden im Speicher abgelegte Daten durch den Fin-
gerabdruck, einen Hashwert oder dergleichen der
Daten ermittelt. Bei ortsbezogener Deduplikation
werden im Speicher abgelegte Daten durch den
Speicherort der Daten im Benutzeradressraum
(volume-offset) ermittelt. Um ortsbezogene Dedupli-
kation in einem auf Metadatenregionen beruhenden
System als ein Beispiel zu nehmen, wird bei einer
vielfachen Deduplikation, bei der die Daten (oder
die Eignermetadaten) tber den gesamten Speicher
verteilt sind, ein Lokalitatsvorteil grundsatzlich beein-
trachtigt. Wenn beispielsweise eine 64-KB-Datei als
acht 8-KB-Segmente gespeichert ist, kann ein Lese-
vorgang der 64-KB-Datei Zugreifen auf acht unter-
schiedliche Eignerregionen erfordern, was gemal
einer veranschaulichenden Ausfiihrungsform zu vie-
len Arten von Verwaltungsdaten fihren kann, wie in
Fig. 1 veranschaulicht wird.

[0012] Das heildt, wie in Fig. 1 gezeigt wird, fihrt ein
Hostsystem 102 einen Lesevorgang an einer Datei
aus der Speicherregion 108 durch. In der Speicher-
region 108 werden der Datei zugehoérige Metadaten
gelesen und es werden flnf verschiedene Eigner-
Speicherregionen identifiziert, welche zumindest
einen Abschnitt der Datei aufweisen, namlich die
Speicherregionen 104, 106, 110, 112 und 114.
Somit fihrt die Speicherregion 108 einen Lesevor-
gang fur den in der Speicherregion 104 befindlichen
Abschnitt der Datei aus, fiihrt die Speicherregion 108
einen Lesevorgang fir den in der Speicherregion 106
befindlichen Abschnitt der Datei aus, flihrt die Spei-
cherregion 108 einen Lesevorgang fir den in der
Speicherregion 110 befindlichen Abschnitt der Datei
aus, fuhrt die Speicherregion 108 einen Lesevorgang
fir den in der Speicherregion 112 befindlichen
Abschnitt der Datei aus und fiihrt die Speicherregion
108 einen Lesevorgang fir den in der Speicherregion
114 befindlichen Abschnitt der Datei aus. Auf Grund-
lage dieser Lesevorgange empfangt die Speicherre-
gion 108 von der Speicherregion 104 eine Antwort
H1 flir den in der Speicherregion 104 befindlichen
Abschnitt der Datei, empfangt die Speicherregion
108 von der Speicherregion 106 eine Antwort H2 fur
den in der Speicherregion 106 befindlichen Abschnitt
der Datei, empfangt die Speicherregion 108 von der
Speicherregion 110 eine Antwort H3 fiir den in der
Speicherregion 110 befindlichen Abschnitt der
Datei, empfangt die Speicherregion 108 von der
Speicherregion 112 eine Antwort H4 fiir den in der
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Speicherregion 112 befindlichen Abschnitt der Datei
und empfangt die Speicherregion 108 von der Spei-
cherregion 114 eine Antwort H5 fur den in der Spei-
cherregion 114 befindlichen Abschnitt der Datei.
Nach Empfangen der Antworten H1, H2, H3, H4
und H5 antwortet die Speicherregion 108 an das
Hostsystem 102 mit einer Antwort, die H1, H2, H3,
H4 und H5 enthalt. Aufgrund der auf finf verschie-
dene Eigner-Speicherregionen verteilten Speiche-
rung der Segmente der Datei beinhaltete somit ein
Lesevorgang an einer Speicherregion (Speicherre-
gion 108) mehr Lesevorgange aus anderen Eigner-
Speicherregionen, mehr Kommunikation zwischen
Speicherregionen im Cluster und Einlagern von
Metadaten zwischen Speicherregionen, wenn nicht
alle Metadaten in der urspriinglich gelesenen Spei-
cherregion enthalten sind. Diese Verwaltungsdaten
fuhren mit jedem dieser zusatzlichen Lesevorgange
zu einer schweren Leistungsbeeintrachtigung des
Systems.

[0013] Entsprechend stellen die veranschaulichen-
den Ausfuhrungsformen Mechanismen zum Verbes-
sern der Leistung verteilter, ortsbezogener Dedupli-
kation mit minimaler Auswirkung auf die
Deduplikationseffizienz bereit. Die veranschaulich-
enden Ausfuhrungsformen erstellen in intelligenter
Weise Duplikationsverbindungen zwischen verschie-
denen Referrer- und Eigner-Speicherregionen durch
Anwenden dynamischer Verwaltungslogik auf eine
Auswahl von Eigner-Speicherregionen innerhalb
einer Referrer-Speicherregion. Dies wird durch zwei
grundsatzliche Mechanismen erreicht. Der erste
Mechanismus begrenzt eine Anzahl an Eigner-Spei-
cherregionen, die mit einem gegebenen Referrer
verknipft werden kdénnen (bis zu einer vorab
bestimmten Anzahl N an Eigner-Speicherregionen),
in einer der folgenden Weisen:

» Unter Verwendung einer ,Warteschlangenab-
arbeitung“-Richtlinie (first come, first served
policy), die ein Speichern von Daten in der
vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen ermdglicht.

» Unter Verwendung einer ,Nutzungshaufigkeit“-
Richtlinie, die ein Speichern von Daten auf
Grundlage einer Nutzungshaufigkeit einer Eig-
ner-Speicherregion in der Referrer-Speicherre-
gion ermdglicht.

O Die Nutzungshaufigkeit einer Eigner-Spei-
cherregion kann innerhalb eines einzigen
Schreibvorgangs bestimmt werden.

O Die Nutzungshaufigkeit einer Eigner-Spei-
cherregion kann Giber mehrere Schreibvorgange
hinweg bestimmt werden.

* Unter Verwendung einer hybriden Richtlinie,
die ermoglicht, dass Daten zunachst nach ,War-
teschlangenabarbeitung“ gespeichert werden,
um in einer zweiten vorab bestimmten Anzahl
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M von Eigner-Speicherregionen mit M<N
gespeichert zu werden, und dann zu ermdgli-
chen, dass Daten auf Grundlage einer Nut-
zungshaufigkeit der Eigner-Speicherregion in
der Referrer-Speicherregion nur bis zu der
vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen gespeichert werden.

Der zweite Mechanismus ersetzt eine weniger haufig
genutzte Eigner-Speicherregion durch eine haufiger
genutzte Eigner-Speicherregion derart, dass eine
weniger haufig genutzte Eigner-Speicherregion als
bevorzugte Eigner-Speicherregion deaktiviert wird,
wenn eine vorteilhaftere Eigner-Speicherregion iden-
tifiziert wird.

[0014] Bevor die verschiedenen Aspekte der veran-
schaulichenden Ausfiihrungsform behandelt wer-
den, ist zunachst zu beachten, dass in der gesamten
Beschreibung die Bezeichnung ,Mechanismus® ver-
wendet wird, um Elemente der vorliegenden Erfin-
dung zu bezeichnen, die verschiedene Arbeits-
schritte, Funktionen und dergleichen ausflihren. Bei
einem ,Mechanismus*” kann es sich gemaf} der Ver-
wendung der Bezeichnung vorliegend um eine
Implementierung der Funktionen oder Aspekte der
veranschaulichenden Ausfihrungsformen in Form
einer Vorrichtung, einer Prozedur oder eines Compu-
terprogrammprodukts handeln. Im Falle einer Proze-
dur wird die Prozedur durch eine oder mehrere Ein-
heiten, Vorrichtungen, Computer,
Datenverarbeitungssysteme oder dergleichen imple-
mentiert. Im Falle eines Computerprogrammpro-
dukts wird die Logik, welche durch Computercode
oder in oder auf dem Computerprogrammprodukt
enthaltene Anweisungen dargestellt wird, durch
eine oder mehrere Hardware-Einheiten ausgefiihrt,
um die Funktionalitat zu implementieren oder die
Arbeitsschritte durchzufihren, die zu dem bestimm-
ten ,Mechanismus“ gehéren. Die vorliegend
beschriebenen Mechanismen kénnen somit als spe-
zialisierte Hardware, auf Universal-Hardware lau-
fende Software, Software-Anweisungen, die derart
auf einem Medium gespeichert sind, dass die Anwei-
sungen durch spezielle oder Universal-Hardware
ohne Weiteres ausfihrbar sind, eine Prozedur oder
ein Verfahren zum Ausfiihren der Funktionen oder
eine Kombination beliebiger der vorstehend Genann-
ten implementiert sein.

[0015] Die vorliegende Beschreibung und die
Anspriiche kénnen in Bezug auf bestimmte Merk-
male und Elemente der veranschaulichenden Aus-
fihrungsformen die Ausdriicke ,ein/e“, ,mindestens
eine/r/s von“ und ,ein/e oder mehrere” verwenden.
Es ist zu beachten, dass diese Ausdrucke und For-
mulierungen anzeigen sollen, dass von dem
bestimmten Merkmal oder Element mindestens
eines in der jeweiligen veranschaulichenden Ausfiih-
rungsform vorhanden ist, dass jedoch auch mehr als
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eines vorhanden sein kann. Das heil3t, diese Ausdru-
cke/Formulierungen sollen die Beschreibung oder
die Anspriche nicht dahingehend einschranken,
dass nur ein einziges Merkmal/Element vorhanden
ist oder dass zwingend mehrere solche Merkmale/E-
lemente vorhanden sind. Im Gegenteil erfordern
diese Ausdrucke/Formulierungen lediglich mindes-
tens ein einziges Merkmal/Element, wobei im
Umfang der Beschreibung und der Anspriiche auch
die Mdoglichkeit mehrerer solcher Merkmale/Ele-
mente umfasst ist.

[0016] Darlber hinaus ist zu beachten, dass die Ver-
wendung der Bezeichnung ,Engine®, soweit sie vor-
liegend zur Beschreibung von Ausflihrungsformen
und Merkmalen der Erfindung verwendet wird,
keine Einschrankung auf eine bestimmte Implemen-
tierung zum Erreichen und/oder Durchfihren der
Aktionen, Schritte, Prozesse usw. darstellen soll,
die der Engine zuschreibbar sind und/oder von die-
ser durchgefuhrt werden. Bei einer Engine kann es
sich, ohne jedoch hierauf eingeschrankt zu sein, um
Software, Hardware und/oder Firmware oder eine
beliebige Kombination aus diesen handeln, welche
die angegebenen Funktionen ausfuhrt, darunter,
ohne jedoch hierauf eingeschrankt zu sein, jegliche
Verwendung eines Universal- und/oder Spezialpro-
zessors in Kombination mit geeigneter Software, die
in einem maschinenlesbaren Speicher geladen oder
gespeichert und von dem Prozessor ausgefihrt wird.
Ferner dient ein einer bestimmten Engine zugehori-
ger Name, soweit nicht anders angegeben, lediglich
einer vereinfachten Bezugnahme und soll keine Ein-
schrankung auf eine bestimmte Implementierung
darstellen. Zudem kann jedwede einer Engine zuge-
schriebene Funktionalitdt ebenso von mehreren
Engines ausgefuhrt werden, in die Funktionalitat
einer anderen Engine der gleichen oder einer ande-
ren Art eingebunden oder mit dieser kombiniert wer-
den oder auf eine oder mehrere Engines unter-
schiedlicher Konfiguration verteilt werden.

[0017] Zudem ist zu beachten, dass die nachfol-
gende Beschreibung eine Vielzahl verschiedener
Beispiele fur verschiedene Elemente der veran-
schaulichenden Ausflihrungsformen verwendet, um
beispielhafte Implementierungen der veranschau-
lichenden Ausflihrungsformen naher zu veranschau-
lichen und das Verstandnis der Mechanismen der
veranschaulichenden Ausfuhrungsformen zu
erleichtern. Diese Beispiele sind als nicht einschran-
kend zu verstehen und sind hinsichtlich der verschie-
denen Mdoglichkeiten zum Implementieren der
Mechanismen der veranschaulichenden Ausfiuh-
rungsformen nicht abschlieRend. Ein Fachmann ver-
stent vor dem Hintergrund der vorliegenden
Beschreibung, dass viele weitere alternative Imple-
mentierungen fir diese verschiedenen Elemente
existieren, die zusatzlich zu den oder anstelle der
vorliegend angegebenen Beispiele verwendet wer-
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den kénnen, ohne vom Grundgedanken und Umfang
der vorliegenden Erfindung abzuweichen.

[0018] Die veranschaulichenden Ausflihrungsfor-
men kénnen somit in vielen verschiedenen Arten
von Datenverarbeitungsumgebungen verwendet
werden. Um einen Kontext fiir die Beschreibung der
konkreten Elemente und Funktionalitdt der veran-
schaulichenden Ausflihrungsformen bereitzustellen,
werden die Fig. 2 und Fig. 3 nachfolgend als bei-
spielhafte Umgebungen angegeben, in denen
Aspekte der veranschaulichenden Ausfuhrungsfor-
men implementiert werden kdnnen. Es ist zu beach-
ten, dass die Fig. 2 und Fig. 3 lediglich Beispiele sind
und keinerlei Einschrankung hinsichtlich der Umge-
bungen festlegen oder mit sich bringen, in denen
Aspekte oder Ausfihrungsformen der vorliegenden
Erfindung implementiert werden koénnen. An den
gezeigten Umgebungen kénnen viele Modifikationen
vorgenommen werden, ohne vom Grundgedanken
und Umfang der vorliegenden Erfindung abzuwei-
chen.

[0019] Fig. 2 zeigt eine bildliche Darstellung eines
beispielhaften verteilten Datenverarbeitungssys-
tems, in dem Aspekte der veranschaulichenden Aus-
fuhrungsformen implementiert werden kénnen. Das
verteilte Datenverarbeitungssystem 200 kann ein
Netzwerk aus Computern aufweisen, in dem Aspekte
der veranschaulichenden Ausfiihrungsformen imple-
mentiert werden kénnen. Das verteilte Datenverar-
beitungssystem 200 enthalt mindestens ein Netz-
werk 202, bei welchem es sich um das zum
Bereitstellen von Datenlibertragungsverbindungen
zwischen verschiedenen innerhalb des verteilten
Datenverarbeitungssystems 200 zusammenge-
schlossenen Einheiten und Computern verwendete
Medium handelt. Das Netzwerk 202 kann Verbindun-
gen wie beispielsweise drahtgebundene oder draht-
lose Kommunikationsverbindungen oder Lichtleiter-
kabel beinhalten.

[0020] In dem abgebildeten Beispiel sind der Server
204 und der Server 206 zusammen mit der Speicher-
einheit 208 mit dem Netzwerk 202 verbunden.
Zudem sind die Clients 210, 212 und 214 ebenfalls
mit dem Netzwerk 202 verbunden. Bei diesen Clients
210, 212 und 214 kann es sich beispielsweise um
Personal Computer, Netzwerk-Computer oder der-
gleichen handeln. In dem abgebildeten Beispiel stellt
der Server 204 den Clients 210, 212 und 214 Daten
wie beispielsweise Bootdateien, Betriebssystemab-
bilder und Anwendungen bereit. In dem abgebildeten
Beispiel weisen die Clients 210, 212 und 214 mit dem
Server 204 eine Client-Beziehung auf. Das verteilte
Datenverarbeitungssystem 200 kann weitere Server,
Clients und andere nicht gezeigte Einheiten beinhal-
ten.
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[0021] In dem abgebildeten Beispiel handelt es sich
bei dem verteilten Datenverarbeitungssystem 200
um das Internet, wobei das Netzwerk 202 eine welt-
weite Sammlung aus Netzwerken und Gateways
darstellt, welche die ,Transmission Control Protoco-
I/Internet Protocol“-(TCP/IP-) Protokollsuite verwen-
den, um Daten auszutauschen. Im Kern des Inter-
nets befindet sich ein Backbone aus
Hochgeschwindigkeits-Datenlbertragungsleitungen
zwischen Hauptknoten oder Hostcomputern, welche
aus tausenden gewerblicher, staatlicher, dem Lehr-
betrieb zugehériger und anderer Computersysteme
bestehen, die Daten und Nachrichten weiterleiten.
Naturlich kann das verteilte Datenverarbeitungssys-
tem 200 auch so implementiert sein, dass es meh-
rere unterschiedliche Arten von Netzwerken beinhal-
tet, beispielsweise ein Intranet, ein lokales Netzwerk,
ein Weitverkehrsnetz (WAN) oder dergleichen. Wie
vorstehend erwahnt, soll Fig. 2 ein Beispiel und
nicht eine architektonische Einschrankung fir ver-
schiedene Ausfiuhrungsformen der vorliegenden
Erfindung darstellen, weshalb die in Fig. 2 gezeigten
konkreten Elemente hinsichtlich der Umgebungen, in
denen die veranschaulichenden Ausfiihrungsformen
der vorliegenden Erfindung implementiert werden
kénnen, nicht als einschrankend zu betrachten sind.

[0022] Wie in Fig. 2 gezeigt wird, kdnnen eine oder
mehrere der Datenverarbeitungseinheiten, z.B. die
Server 204, speziell so konfiguriert sein, dass sie
einen Mechanismus zum Verbessern der Leistung
von verteilter, ortsbezogener Deduplikation mit mini-
maler Einschrankung der Deduplikationseffizienz
implementieren. Das Konfigurieren der Datenverar-
beitungseinheit kann das Bereitstellen von anwen-
dungsspezifischer Hardware, Firmware oder derglei-
chen umfassen, um die Durchfiihrung der
Arbeitsschritte und Erzeugung der Ergebnisse zu
ermoglichen, die vorliegend in Bezug auf die veran-
schaulichenden Ausfiihrungsformen beschrieben
werden. Das Konfigurieren der Datenverarbeitungs-
einheit kann zudem oder alternativ das Bereitstellen
von in einer oder mehreren Speichereinheiten
gespeicherten und in den Arbeitsspeicher einer
Datenverarbeitungseinheit wie beispielsweise des
Servers 204 geladenen Software-Anwendungen
umfassen, um einen oder mehrere Hardware-Pro-
zessoren der Datenverarbeitungseinheit zu veran-
lassen, die Software-Anwendungen auszufihren,
welche die Prozessoren konfigurieren, um die
Arbeitsschritte durchzufihren und die Ergebnisse
zu erzeugen, die vorliegend in Bezug auf die veran-
schaulichenden Ausfiihrungsformen beschrieben
werden. Daruber hinaus kann eine beliebige Kombi-
nation aus anwendungsspezifischer Hardware, Firm-
ware, auf Hardware ausgefihrter Software oder der-
gleichen  verwendet  werden, ohne  vom
Grundgedanken und Umfang der veranschaulichen-
den Ausflhrungsformen abzuweichen.
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[0023] Es ist zu beachten, dass, sobald die Daten-
verarbeitungseinheit in einer solchen Weise konfigu-
riert ist, aus der Datenverarbeitungseinheit eine spe-
zialisierte  Datenverarbeitungseinheit wird, die
speziell dafur konfiguriert ist, die Mechanismen der
veranschaulichenden Ausfiihrungsformen zu imple-
mentieren, und keine Universal-Datenverarbeitungs-
einheit mehr darstellt. Darlber hinaus verbessert,
wie nachstehend beschrieben, die Implementierung
der Mechanismen der veranschaulichenden Ausfih-
rungsformen die Funktionalitdt der Datenverarbei-
tungseinheit und stellt ein nutzliches und konkretes
Ergebnis bereit, welches die Verbesserung der Leis-
tung verteilter, ortsbezogener Deduplikation mit mini-
maler Auswirkung auf die Deduplikationseffizienz
ermdglicht.

[0024] Wie vorstehend erwahnt, verwenden die
Mechanismen der veranschaulichenden Ausfih-
rungsformen speziell konfigurierte Datenverarbei-
tungseinheiten oder Datenverarbeitungssysteme,
um die Arbeitsschritte zum Verbessern der Leistung
verteilter, ortsbezogener Deduplikation mit minimaler
Auswirkung auf die Deduplikationseffizienz durchzu-
fuhren. Diese Datenverarbeitungseinheiten oder
Datenverarbeitungssysteme konnen verschiedene
Hardware-Elemente umfassen, die entweder durch
Hardware-Konfiguration, Software-Konfiguration
oder eine Kombination aus Hardware- und Soft-
ware-Konfiguration so konfiguriert sind, dass sie
eines oder mehrere der vorliegend beschriebenen
Systeme/Teilsysteme implementieren. Fig. 3 ist ein
Blockschaubild eines beispielhaften Datenverarbei-
tungssystems, in dem Aspekte der veranschaulich-
enden Ausflihrungsformen implementiert werden
kénnen. Das Datenverarbeitungssystem 300 ist ein
Beispiel flr einen Computer, beispielsweise den Ser-
ver 204 in Fig. 2, in dem sich durch einen Computer
verwendbarer Code oder Anweisungen, welche die
Prozesse und Aspekte der veranschaulichenden
Ausfuhrungsformen der vorliegenden Erfindung
implementieren, befinden und/oder ausgefuhrt wer-
den kénnen, um die Durchfihrung, die Ergebnisse
und die AuRenwirkungen der vorliegend beschriebe-
nen veranschaulichenden Ausfuhrungsformen zu
erreichen.

[0025] In dem gezeigten Beispiel nutzt das Daten-
verarbeitungssystem 300 eine Hub-Architektur mit
einer ,North Bridge und Speichercontroller‘-Hub
(NB/MCH) 302 und einer ,South Bridge und Einga-
be/Ausgabe- (E/A-) Controller-Hub (SB/ICH) 304.
Eine Verarbeitungseinheit 306, ein Hauptspeicher
308 und ein Grafikprozessor 310 sind mit der
NB/MCH 302 verbunden. Der Grafikprozessor 310
kann mit der NB/MCH 302 durch einen Accelerated
Graphics Port (AGP) verbunden sein.

[0026] Im gezeigten Beispiel ist der Adapter 312 fir
das lokale Netzwerk (LAN) mit der SB/ICH 304 ver-
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bunden. Ein Audioadapter 316, ein Tastatur- und
Mausadapter 320, ein Modem 322, ein Nur-Lese-
Speicher (ROM) 324, ein Festplattenlaufwerk
(HDD) 326, ein CD-ROM-Laufwerk 330, ,Universal
Serial Bus“- (USB-) Anschlisse und weitere Daten-
Ubertragungsanschlisse 332 sowie PCI/PCle-Ein-
heiten 334 sind mit der SB/ICH 304 durch einen
Bus 338 und einen Bus 340 verbunden. Zu PCI/P-
Cle-Einheiten konnen beispielsweise Ethernet-
Adapter, Add-In-Karten und PC-Karten fir Note-
book-Computer zahlen. PCI verwendet einen Kar-
ten-Buscontroller, PCle hingegen nicht. Beim ROM
324 kann es sich beispielsweise um ein Flash-Basic
Input/Output System (BIOS) handeln.

[0027] Das HDD 326 und das CD-ROM-Laufwerk
330 sind mit der SB/ICH 304 durch den Bus 340 ver-
bunden. Das HDD 326 und das CD-ROM-Laufwerk
330 konnen beispielsweise eine ,Integrated Drive
Electronics“- (IDE-) oder eine ,Serial Advanced
Technology Attachment“-(SATA-) Schnittstelle ver-
wenden. Eine ,Super 1/0“- (SIO-) Einheit 336 kann
mit der SB/ICH 304 verbunden sein.

[0028] Auf der Verarbeitungseinheit 306 lauft ein
Betriebssystem. Das Betriebssystem stellt Koordina-
tion und Steuerung verschiedener Komponenten
innerhalb des Datenverarbeitungssystems 300 in
Fig. 3 bereit. Als Client kann es sich bei dem
Betriebssystem um ein handelsibliches Betriebssys-
tem wie beispielsweise Microsoft® Windows 7® han-
deln. Ein objektorientiertes Programmiersystem wie
beispielsweise das Java™-Programmiersystem
kann zusammen mit dem Betriebssystem laufen
und stellt Aufrufe an das Betriebssystem von
Java™-Programmen oder auf dem Datenverarbei-
tungssystem 300 ausgeflihnrten Anwendungen aus
bereit.

[0029] Als Server kann es sich bei dem Datenverar-
beitungssystem 300 beispielsweise um ein eSer-
ver™-  ein System p®-Computersystem, ein pro-
zessorbasiertes Power™-Computersystem oder
dergleichen von IBM handeln, das mit dem Betriebs-
system Advanced Interactive Executive (AIX®) oder
mit dem LINUX®-Betriebssystem lauft. Bei dem Ver-
arbeitungssystem 300 kann es sich um ein symmet-
risches Multiprozessor- (SMP-) System handeln, das
mehrere Prozessoren in der Verarbeitungseinheit
306 beinhaltet. Alternativ kann ein Einzelprozessor-
system eingesetzt werden.

[0030] Anweisungen fir das Betriebssystem, das
objektorientierte Programmiersystem und Anwen-
dungen oder Programme befinden sich auf Speicher-
einheiten wie beispielsweise dem HDD 326 und kén-
nen zur Ausfiihrung durch die Verarbeitungseinheit
306 in den Hauptspeicher 308 geladen werden. Die
Prozesse veranschaulichender Ausfihrungsformen
der vorliegenden Erfindung kénnen durch die Verar-
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beitungseinheit 306 mittels durch einen Computer
verwendbaren Programmcodes durchgefuhrt wer-
den, der sich in einem Speicher wie beispielsweise
dem Hauptspeicher 308, dem ROM 324 oder bei-
spielsweise in einer oder mehreren Peripherieeinhei-
ten 326 und 330 befinden kann.

[0031] Ein Bussystem wie beispielsweise der Bus
338 oder der Bus 340 wie in Fig. 3 gezeigt kann
aus einem oder mehreren Bussen bestehen. Natur-
lich kann das Bussystem mittels jedweder Art von
Kommunikationsgebilde oder -architektur implemen-
tiert werden, die eine Ubertragung von Daten zwi-
schen verschiedenen an das Gebilde oder die Archi-
tektur angebundenen Komponenten oder Einheiten
gewabhrleistet. Eine Kommunikationseinheit wie bei-
spielsweise der Modem 322 oder der Netzwerkadap-
ter 312 aus Fig. 3 kann eine oder mehrere zum Uber-
tragen und Empfangen von Daten verwendete
Einheiten enthalten. Bei einem Speicher kann es
sich beispielsweise um den Hauptspeicher 308, den
ROM 324 oder einen Cachespeicher handeln, wie er
beispielsweise in der NB/MCH 302 in Fig. 3 vorhan-
den ist.

[0032] Wie vorstehend erwahnt, kbnnen in einigen
veranschaulichenden  Ausflihrungsformen die
Mechanismen der veranschaulichenden Ausfih-
rungsformen als anwendungsspezifische Hardware,
Firmware oder dergleichen oder als in einer Spei-
chereinheit wie beispielsweise dem HDD 326
gespeicherte Anwendungssoftware implementiert
sein und zur Ausfiihrung durch einen oder mehrere
Hardware-Prozessoren wie beispielsweise die Verar-
beitungseinheit 306 oder dergleichen in einen
Arbeitsspeicher wie beispielsweise den Hauptspei-
cher 308 geladen werden. Die in Fig. 3 gezeigte
Datenverarbeitungseinheit wird somit speziell konfi-
guriert, um die Mechanismen der veranschaulichen-
den Ausfiihrungsformen zu implementieren, und
speziell konfiguriert, um die Arbeitsschritte durchzu-
fuhren und die Ergebnisse zu erzeugen, die nachfol-
gend in Bezug auf den Mechanismus zum Verbes-
sern der Leistung von verteilter, ortsbezogener
Deduplikation mit minimaler Auswirkung auf die
Deduplikationseffizienz beschrieben werden.

[0033] Ein Fachmann versteht, dass die Hardware
in den Fig. 2 und Fig. 3 abhangig von der Implemen-
tierung variieren kann. Zusatzlich zu oder anstelle
derin den Fig. 2 und Fig. 3 gezeigten Hardware kon-
nen weitere interne Hardware- oder Peripherieein-
heiten wie beispielsweise ein Flashspeicher, gleich-
wertiger nichtfliichtiger Speicher oder optische
Plattenlaufwerke und dergleichen verwendet wer-
den. Zudem konnen die Prozesse der veranschau-
lichenden Ausfiihrungsformen auf ein anderes Multi-
prozessor-Datenverarbeitungssystem als das
vorstehend genannte SMP-System angewendet
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werden, ohne vom Grundgedanken und Umfang der
vorliegenden Erfindung abzuweichen.

[0034] Dariber hinaus kann das Datenverarbei-
tungssystem 300 in Form beliebiger einer Anzahl
verschiedener Datenverarbeitungssysteme vorlie-
gen, darunter Client-Datenverarbeitungseinheiten,
Server-Datenverarbeitungseinheiten, ein Tablet-
Computer, ein Laptop-Computer, ein Telefon oder
eine andere Kommunikationseinheit, ein personli-
cher digitaler Assistent (PDA) oder dergleichen. In
einigen veranschaulichenden Beispielen kann es
sich bei dem Datenverarbeitungssystem 300 um
eine tragbare Datenverarbeitungseinheit handeln,
die mit Flashspeicher konfiguriert ist, um nichtfllichti-
gen Speicher zum Speichern von beispielsweise
Betriebssystemdateien und/oder nutzergenerierten
Daten bereitzustellen. Im Wesentlichen kann es
sich bei dem Datenverarbeitungssystem 300 um
jedes bekannte oder kiinftig entwickelte Datenverar-
beitungssystem ohne architektonische Einschran-
kung handeln.

[0035] Fig. 4 zeigt ein Funktionsblockdiagramm von
Speichermechanismen, welche gemaRn einer veran-
schaulichenden Ausfiihrungsform die Leistung ver-
teilter, ortsbezogener Deduplikation mit minimaler
Auswirkung auf die Deduplikationseffizienz verbes-
sern. Wie vorstehend behandelt, erstellen die Spei-
chermechanismen in intelligenter Weise Duplika-
tionsverbindungen zwischen verschiedenen
Referrer- und Eigner-Speicherregionen durch
Anwenden dynamischer Verwaltungslogik auf eine
Auswahl von Eigner-Speicherregionen innerhalb
der Referrer-Speicherregion. Gemal® den veran-
schaulichenden Ausfihrungsformen handelt es sich
bei einer Referrer-Region um eine Speicherregion, in
welche die Daten zunachst geschrieben werden und
die Verweise zu weiteren Speicherregionen, welche
Daten speichern (d.h. Eigner-Regionen) oder zu der
Referrer-Region selbst besitzt, da die Referrer-Spei-
cherregionen ebenfalls Daten speichern kénnen. In
einer ersten Ausfiihrungsform begrenzt ein Spei-
chermechanismus 406 eine Anzahl von Eigner-Spei-
cherregionen, die mit einer gegebenen Referrer-
Speicherregion verkniipft werden konnen (bis zu
einer vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen), unter Verwendung einer ,Warte-
schlangenabarbeitung“-Richtlinie, die ein Speichern
von Daten in der vorab bestimmten Anzahl N an Eig-
ner-Speicherregionen ermoglicht.

[0036] Wenn in dieser ersten Ausflihrungsform das
Hostsystem 402 im Datenverarbeitungssystem 400
Daten in eine Speicherregion schreibt, schreibt/spei-
chert der Speichermechanismus 406 die Daten bei-
spielsweise in 8-KB-Segmenten. Wenn das Hostsys-
tem 402 eine 16-KB-Datendatei in eine
Speicherregion schreibt, beispielsweise die Spei-
cherregion 404a in den Speicherregionen
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404a-404max, wird somit der beschriebene Speicher
zu einer Referrer-Speicherregion 408, wie durch den
gestrichelten Kasten angezeigt. Der Speichermecha-
nismus 406 erzeugt einen Hashwert fir jedes der
beiden 8-KB-Segmente der 16-KB-Datendatei und
vergleicht den Hashwert fir jedes 8-KB-Datenseg-
ment mit Hashwerten flir andere in den Speicherre-
gionen 404a-404max referenzierte gespeicherte
Datensegmente. Bei dem Speichermechanismus
406 handelt es sich um eine Einheit, die sich im
Host 402 oder in einer oder mehreren der Speicher-
regionen 404a-404max befinden kann oder als
eigenstandiger Mechanismus vorliegen kann. Falls
die Referrer-Speicherregion 408 anzeigt, dass
eines oder beide Ubereinstimmende Datensegmente
bereits in der Referrer-Speicherregion 408 oder einer
oder mehreren der Eigner-Speicherregionen
410a-410n vorhanden sind, stellt der Speicherme-
chanismus 406, anstatt die 8-KB-Datensegmente
zu speichern, fest, dass spatere Verweise auf diese
Datensegmente durch die Hashwertvergleiche mit
der Referrer-Speicherregion 408 oder einer oder
mehreren der Eigner-Speicherregionen 410a-410n
identifiziert werden. Falls jedoch der Vergleich mit
den Speicherregionen 404a-404max anzeigt, dass
eines oder beide der Datensegmente noch nicht in
der Referrer-Speicherregion 408 und den zugehori-
gen Eigner-Speicherregionen 410a-410n vorhanden
sind, speichert der Speichermechanismus 406 das
noch nicht vorhandene Datensegment in der Refer-
rer-Speicherregion 408.

[0037] Gemall der ,Warteschlangenabarbeitung®-
Richtlinie werden zuvor noch nicht gespeicherte
Datensegmente in die Referrer-Speicherregion 408
geschrieben. Jedes Mal, wenn auf Daten in der
Referrer-Speicherregion 408 und/oder der einen
oder den mehreren der der Referrer-Speicherregion
4008 zugehdrigen Eigner-Speicherregionen
410a-410n zugegriffen wird, 1&dt jedoch der Spei-
chermechanismus 406 die Speicherregionen, in
denen die Daten vorhanden sind. Wenn eine 64-
KB-Datendatei acht 8-KB-Datensegmente besitzt,
die in acht verschiedenen Eigner-Speicherregionen
gespeichert sind, 1adt somit der Speichermechanis-
mus 406 alle acht verschiedenen Speicherregionen,
welche die 8-KB-Segmente der 64-KB-Datendatei
aufweisen. Das Problem ware noch gréRer bei einer
256-KB-Datendatei, bei der die 8-KB-Datenseg-
mente auf 32 verschiedene Eigner-Speicherregionen
verteilt gespeichert waren. Gemaf den veranschau-
lichenden Ausflihrungsformen speichert somit der
Speichermechanismus 406 die 8-KB-Datenseg-
mente in lediglich einer vorbestimmten Anzahl N an
Eigner-Speicherregionen. Beim Speichern von
Daten in dieser verteilten Weise verfolgt somit der
Speichermechanismus 406, wo Datensegmente
gespeichert werden, mittels eines Verfolgungsme-
chanismus wie beispielsweise Datenstruktur, Liste,
Tabelle oder dergleichen. Wenn Daten in einer
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bestimmten Eigner-Speicherregion in der Gruppe
der Referrer-Speicherregion 408 und der zugehori-
gen Eigner-Speicherregionen 410a-410n gespei-
chert werden, wird somit diese bestimmte Speicher-
region der vorab bestimmten Anzahl N an Eigner-
Speicherregionen hinzugefligt. Sobald die Anzahl N
an Eigner-Speicherregionen erreicht ist, verwendet
der Speichermechanismus 406 nur die Eigner-Spei-
cherregionen in der vorab bestimmten Anzahl N an
Eigner-Speicherregionen flr zuklnftige Speicherung
von Datenbldcken.

[0038] Falls der Speichermechanismus 406 ein 8-
KB-Datensegment schreibt oder liest, das in einer
anderen Eigner-Speicherregion als der Referrer-
Speicherregion 408 und/oder den Eigner-Speicher-
regionen 410a-410n in der vorab bestimmten Anzahl
N an Eigner-Speicherregionen vorhanden ist, stellt
der Speichermechanismus 406 fest, dass es sich
bei der Eigner-Speicherregion um keine der Eigner-
Speicherregionen in der vorab bestimmten Anzahl N
an Eigner-Speicherregionen handelt. In diesem Fall
schreibt der Speichermechanismus 406 das 8-KB-
Datensegment in die Referrer-Speicherregion 408.
Zwar kann dies das doppelt vorhandene 8-KB-Seg-
ment innerhalb der Referrer-Speicherregion 408 und
den zugehdorigen Eigner-Speicherregionen
410a-410n erzeugen, jedoch verringert das Erzeu-
gen des doppelt vorhandenen 8-KB-Segments die
fir den Speichermechanismus 406 anfallenden Ver-
waltungsdaten, indem nicht mehr als die vorab
bestimmte Anzahl N an Eigner-Speicherregionen
geladen wird. Mittels der ,Warteschlangenabarbei-
tung“-Richtlinie verringert somit der Speichermecha-
nismus 406 Verwaltungsdaten im Speicher oder in
der Verarbeitung und ist nicht von der Grof3e der
Nutzereingaben/ausgaben abhangig.

[0039] In einer zweiten Ausflihrungsform verwendet
der Speichermechanismus 406 eine ,Nutzungshau-
figkeit“-Richtlinie, die das Erzeugen von Deduplika-
tion auf Grundlage einer Nutzungshaufigkeit der
Referrer-Speicherregion 408 und der durch die
Referrer-Speicherregion 408 identifizierten zugehori-
gen Eigner-Speicherregionen 410a-410n ermdglicht.
Wenn das Hostsystem 402 im Datenverarbeitungs-
system 400 Daten in einer oder mehreren der Refer-
rer-Speicherregion 408 und der zugehdrigen Eigner-
Speicherregionen 410a-410n speichert, werden
auch hier wieder die Daten beispielsweise in 8-KB-
Datensegmenten gespeichert. Wenn das Hostsys-
tem 402 eine 16-KB-Datendatei in die Referrer-Spei-
cherregion 408 schreibt, erzeugt somit der Speicher-
mechanismus 406 einen Hashwert fir jedes der
beiden 8-KB-Segmente der 16-KB-Datendatei und
vergleicht den Hashwert fiir jedes 8-KB-Datenseg-
ment mit den Hashwerten fir andere in den Spei-
cherregionen 404a-404max referenzierte gespei-
cherte Datensegmente. Falls die Referrer-
Speicherregion 408 anzeigt, dass eines oder beide
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Ubereinstimmende Datensegmente bereits in der
Referrer-Speicherregion 408 oder einer oder mehre-
ren der Eigner-Speicherregionen 410a-410n vorhan-
den sind, stellt der Speichermechanismus 406,
anstatt die 8-KB-Datensegmente zu speichern, fest,
dass spatere Verweise auf diese Datensegmente
durch die Hashwertvergleiche mit der Referrer-Spei-
cherregion 408 oder einer oder mehreren der Eigner-
Speicherregionen 410a-410n identifiziert werden.
Falls jedoch der Vergleich mit den Speicherregionen
404a-404max anzeigt, dass eines oder keines der
Datensegmente bereits in der Referrer-Speicherre-
gion 408 oder den zugehdrigen Eigner-Speicherre-
gionen 410a-410n vorhanden sind, speichert der
Speichermechanismus 406 das noch nicht vorhan-
dene Datensegment in der Referrer-Speicherregion
408.

[0040] Gemal der ,Nutzungshaufigkeit‘-Richtlinie
verfolgt der Speichermechanismus 406 wahrend
des Schreibens und Lesens von Datensegmenten
aus den Speicherregionen 404a-404max Uber einen
Zahler, eine Datenstruktur oder dergleichen die Nut-
zungshaufigkeit jeder Eigner-Speicherregion. Wenn
der Wert der Nachverfolgung anzeigt, dass eine
bestimmte Eigner-Speicherregion oberhalb eines
Grenzwerts liegt, wird diese bestimmte Eigner-Spei-
cherregion der vorab bestimmten Anzahl N an Eig-
ner-Speicherregionen hinzugefigt. Die Haufigkeit
von Lese- und Schreibvorgdngen an die Eigner-
Speicherregionen in der vorab bestimmten Anzahl
N an Eigner-Speicherregionen zeigt somit an, dass
diese Eigner-Regionen diejenigen sein sollten, an
die neue Schreibvorgange gerichtet werden. Auch
hier muss der Speichermechanismus 406 jedes
Mal, wenn auf Daten in der Referrer-Speicherregion
408 und/oder den zugehdrigen Eigner-Speicherre-
gionen 410a-410n zugegriffen wird, diese Eigner-
Speicherregionen dort laden, wo die Daten vorhan-
den sind. Somit identifiziert gemaR den veranschau-
lichenden Ausflhrungsformen der Speichermecha-
nismus 406 die am meisten genutzten Eigner-
Speicherregionen, flugt diese Eigner-Speicherregio-
nen der vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen hinzu und nutzt diese Eigner-Speicher-
regionen in der vorab bestimmten Anzahl N an
Eigner-Speicherregionen fur zuklnftige Speicherung
von Datenbldcken.

[0041] Falls der Speichermechanismus 406 ein 8-
KB-Datensegment schreibt oder liest, das in einer
anderen Eigner-Speicherregion als der Referrer-
Speicherregion 408 und/oder den Eigner-Speicher-
regionen 410a-410n in der vorab bestimmten Anzahl
N an Eigner-Speicherregionen vorhanden ist, stellt
der Speichermechanismus 406 fest, dass es sich
bei der Eigner-Speicherregion um keine der Eigner-
Speicherregionen in der vorab bestimmten Anzahl N
an Eigner-Speicherregionen handelt. In diesem Fall
schreibt der Speichermechanismus 406 das 8-KB-
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Datensegment in die Referrer-Speicherregion 408.
Zwar kann dies das doppelt vorhandene 8-KB-Seg-
ment innerhalb der Referrer-Speicherregion 408 und
den zugehdrigen Eigner-Speicherregionen
410a-4104n erzeugen, jedoch verringert das Erzeu-
gen des doppelt vorhandenen 8KB-Segments die flr
den Speichermechanismus 406 anfallenden Verwal-
tungsdaten, indem nicht mehr als die vorab
bestimmte Anzahl N an Eigner-Speicherregionen
geladen wird. Mittels der ,Nutzungshaufigkeit‘-Richt-
linie verringert somit der Speichermechanismus 406
Verwaltungsdaten im Speicher oder in der Verarbei-
tung und ist nicht von der GrofRe der Nutzereingabe-
n/ausgaben abhangig.

[0042] In einer dritten Ausflihrungsform nutzt der
Speichermechanismus 406 eine Kombination aus
sowohl der ,Warteschlangenabarbeitung“-Richtlinie
als auch der ,Nutzungshaufigkeit“-Richtlinie. Bei-
spielsweise lasst der Speichermechanismus 406
das Hinzufligen einer Eigner-Speicherregion zu der
vorab bestimmten Anzahl N an Eigner-Speicherre-
gionen gemaly der ,Warteschlangenabarbeitung®-
Richtlinie zu. AnschlieRend kénnen mittels des der
»,Nutzungshaufigkeit“-Richtlinie zugehdrigen Grenz-
werts weitere Eigner-Speicherregionen M auf Grund-
lage der Nutzungshaufigkeit der Eigner-Regionen
hinzugefigt werden, bis eine vorab bestimmte
Anzahl N+M an Eigner-Speicherregionen vorhanden
ist. Falls jedoch der Speichermechanismus 406 so
konfiguriert ist, dass er nur die vorab bestimmte
Anzahl N an Eigner-Speicherregionen verwendet,
dann kann, sobald gemaf der ,Warteschlangenabar-
beitung“-Richtlinie die vorab bestimmte Anzahl N an
Eigner-Speicherregionen erreicht ist, der Speicher-
mechanismus 406 den der ,Nutzungshaufigkeit®-
Richtlinie zugehdérigen Grenzwert verwenden, um
zu ermitteln, ob eine (neue) potentielle Eigner-Spei-
cherregionen eintraglich genug ist, um als Ersatz fiur
eine bereits in der vorab bestimmten Anzahl N an
Eigner-Speicherregionen vorhandene Eigner-Spei-
cherregion hinzugefiigt zu werden.

[0043] Das heifdt, um ein Ersetzen weniger haufig
genutzter Eigner durch haufiger genutzte zu ermég-
lichen, gewahrleistet der Speichermechanismus 406
ein Abtrennen weniger haufig genutzter Eigner-Spei-
cherregionen, um Raum fiir haufiger genutzte bzw.
vorteilhaftere Eigner-Speicherregionen zu schaffen.
Dies ist besonders wertvoll, wenn die Anzahl an Eig-
nern sich der vorab bestimmten Anzahl N an Eigner-
Speicherregionen nahert oder diese bereits erreicht
hat. Auch hier unterhalt der Speichermechanismus
406 Uber einen Zahler, eine Datenstruktur oder der-
gleichen einen Nachverfolgungswert zur Nutzungs-
haufigkeit jeder Eigner-Speicherregion unabhangig
davon, ob die Eigner-Speicherregion Teil der vorab
bestimmten Anzahl N an Eigner-Speicherregionen
ist oder nicht.

[0044] Auf Grundlage dieser Informationen kann
entdeckt werden, dass eine Eigner-Speicherregion,
die nicht Teil der vorab bestimmten Anzahl N an Eig-
ner-Speicherregionen ist, einen Nutzungshaufig-
keitswert aufweist, der hoher ist als der einer Eig-
ner-Speicherregion, die Teil der vorab bestimmten
Anzahl N an Eigner-Speicherregionen ist. Falls eine
haufiger genutzte Eigner-Speicherregion identifiziert
wird, wird die am wenigsten genutzte Eigner-Region
in der vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen entfernt und die aktuell nicht in der
vorab bestimmten Anzahl N an Eigner-Speicherre-
gionen vorhandene, haufiger genutzte Eigner-
Region hinzugeflgt. Es ist zu beachten, dass die
Datenbldcke in der entfernten Eigner-Speicherregion
moglicherweise in eine der Eigner-Speicherregionen
in der vorab bestimmten Anzahl N an Eigner-Spei-
cherregionen geschrieben werden missen. Das
heif’t, es kann dazu kommen, dass der Speicherme-
chanismus 406 Duplikatkopien der 8-KB-Datenseg-
mente, die sich in der entfernten Eigner-Speicherre-
gion befanden, in eine der aktuell in der vorab
bestimmten Anzahl N an Eigner-Speicherregionen
vorhandenen Eigner-Speicherregionen schreibt.
Zwar kann dies das doppelt vorhandene 8-KB-Seg-
ment innerhalb der Referrer-Speicherregion 408 und
den zugehdrigen Eigner-Speicherregionen
410a-4104n erzeugen, jedoch verringert das Erzeu-
gen des doppelt vorhandenen 8 KB-Segments die fir
den Speichermechanismus 406 anfallenden Verwal-
tungsdaten, indem nicht mehr als die vorab
bestimmte Anzahl N an Eigner-Speicherregionen
geladen wird. Unter Verwendung einer Kombination
aus einer ,Warteschlangenabarbeitung®-Richtlinie
und einer ,Nutzungshaufigkeit“-Richtlinie verringert
somit der Speichermechanismus 406 Verwaltungs-
daten im Speicher oder in der Verarbeitung weiter
und ist nicht von der Grof3e der Nutzereingaben/aus-
gaben abhangig.

[0045] Bei der vorliegenden Erfindung kann es sich
um ein System, ein Verfahren und/oder ein Compu-
terprogrammprodukt handeln. Das Computerpro-
grammprodukt kann (ein) durch einen Computer les-
bare(s) Speichermedium (oder -medien) beinhalten,
auf dem/denen durch einen Computer lesbare Pro-
grammanweisungen gespeichert ist/sind, um einen
Prozessor dazu zu veranlassen, Aspekte der vorlie-
genden Erfindung auszufihren.

[0046] Bei dem durch einen Computer lesbaren
Speichermedium kann es sich um eine physische
Einheit handeln, die Anweisungen zur Verwendung
durch eine Einheit zur Ausflihrung von Anweisungen
behalten und speichern kann. Bei dem durch einen
Computer lesbaren Speichermedium kann es sich
zum Beispiel um eine elektronische Speichereinheit,
eine magnetische Speichereinheit, eine optische
Speichereinheit, eine elektromagnetische Speicher-
einheit, eine Halbleiterspeichereinheit oder jede
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geeignete Kombination daraus handeln, ohne auf
diese beschrankt zu sein. Zu einer nicht erschdpfen-
den Liste spezifischerer Beispiele des durch einen
Computer lesbaren Speichermediums gehoéren die
Folgenden: eine tragbare Computerdiskette, eine
Festplatte, ein Direktzugriffsspeicher (RAM), ein
Nur-Lese-Speicher (ROM), ein Iéschbarer program-
mierbarer Nur-Lese-Speicher (EPROM bzw. Flash-
Speicher), ein statischer Direktzugriffsspeicher
(SRAM), ein tragbarer Kompaktspeicherplatte-Nur-
Lese-Speicher (CD-ROM), eine DVD (digital versa-
tile disc), ein Speicher-Stick, eine Diskette, eine
mechanisch codierte Einheit wie zum Beispiel Loch-
karten oder gehobene Strukturen in einer Rille, auf
denen Anweisungen gespeichert sind, und jede
geeignete Kombination daraus. Ein durch einen
Computer lesbares Speichermedium soll in der Ver-
wendung hierin nicht als flichtige Signale an sich
aufgefasst werden, wie zum Beispiel Funkwellen
oder andere sich frei ausbreitende elektromagneti-
sche Wellen, elektromagnetische Wellen, die sich
durch einen Wellenleiter oder ein anderes Ubertra-
gungsmedium ausbreiten (z.B. durch ein Glasfaser-
kabel geleitete Lichtimpulse) oder durch einen Draht
Ubertragene elektrische Signale.

[0047] Hierin beschriebene, durch einen Computer
lesbare Programmanweisungen kdnnen von einem
durch einen Computer lesbaren Speichermedium
auf jeweilige Datenverarbeitungs-/Verarbeitungsein-
heiten oder Uber ein Netzwerk wie zum Beispiel das
Internet, ein lokales Netzwerk, ein Weitverkehrsnetz
und/oder ein drahtloses Netzwerk auf einen externen
Computer oder eine externe Speichereinheit herun-
tergeladen werden. Das Netzwerk kann Kupfertbert-
ragungskabel, Lichtwellentbertragungsleiter, draht-
lose Ubertragung, Leitwegrechner, Firewalls,
Vermittlungseinheiten, Gateway-Computer und/oder
Edge-Server aufweisen. Eine Netzwerkadapterkarte
oder Netzwerkschnittstelle in jeder Datenverarbei-
tungs-/Verarbeitungseinheit empfangt durch einen
Computer lesbare Programmanweisungen aus dem
Netzwerk und leitet die durch einen Computer lesba-
ren Programmanweisungen zur Speicherung in
einem durch einen Computer lesbaren Speicherme-
dium innerhalb der entsprechenden Datenverarbei-
tungs-/Verarbeitungseinheit weiter.

[0048] Bei durch einen Computer lesbaren Pro-
grammanweisungen zum Ausfihren von Arbeits-
schritten der vorliegenden Erfindung kann es sich
um Assembler-Anweisungen, ISA-Anweisungen
(Instruction-Set-Architecture), Maschinenanweisun-
gen, maschinenabhangige Anweisungen, Mikro-
code, Firmware-Anweisungen, zustandssetzende
Daten oder entweder Quellcode oder Objektcode
handeln, die in einer beliebigen Kombination aus
einer oder mehreren  Programmiersprachen
geschrieben werden, darunter objektorientierte Pro-
grammiersprachen wie Java, Smalltalk, C++ o0.a.

sowie herkdmmliche prozedurale Programmierspra-
chen wie die Programmiersprache ,,C* oder dhnliche
Programmiersprachen. Die durch einen Computer
lesbaren Programmanweisungen kdnnen vollstandig
auf dem Computer des Benutzers, teilweise auf dem
Computer des Benutzers, als eigenstandiges Soft-
ware-Paket, teilweise auf dem Computer des Benut-
zers und teilweise auf einem fernen Computer oder
vollstdndig auf dem fernen Computer oder Server
ausgefihrt werden. In letzterem Fall kann der ent-
fernt angeordnete Computer mit dem Computer des
Benutzers durch eine beliebige Art Netzwerk verbun-
den sein, darunter ein lokales Netzwerk (LAN) oder
ein Weitverkehrsnetz (WAN), oder die Verbindung
kann mit einem externen Computer hergestellt wer-
den (zum Beispiel Uber das Internet unter Verwen-
dung eines Internet-Dienstanbieters). In einigen Aus-
fuhrungsformen kdnnen elektronische Schaltungen,
darunter zum Beispiel programmierbare Logikschal-
tungen, vor Ort programmierbare Gatter-Anordnun-
gen (FPGA, field programmable gate arrays) oder
programmierbare Logikanordnungen (PLA, pro-
grammable logic arrays) die durch einen Computer
lesbaren Programmanweisungen ausfuhren, indem
sie Zustandsinformationen der durch einen Compu-
ter lesbaren Programmanweisungen nutzen, um die
elektronischen Schaltungen zu personalisieren, um
Aspekte der vorliegenden Erfindung durchzufthren.

[0049] Aspekte der vorliegenden Erfindung sind hie-
rin unter Bezugnahme auf Ablaufplane und/oder
Blockschaltbilder bzw. Schaubilder von Verfahren,
Vorrichtungen (Systemen) und Computerprogramm-
produkten gemaf’ Ausfiihrungsformen der Erfindung
beschrieben. Es wird darauf hingewiesen, dass jeder
Block der Ablaufplane und/oder der Blockschaltbilder
bzw. Schaubilder sowie Kombinationen von Blécken
in den Ablaufplanen und/oder den Blockschaltbildern
bzw. Schaubildern mittels durch einen Computer les-
barer Programmanweisungen ausgefiihrt werden
kénnen.

[0050] Diese durch einen Computer lesbaren Pro-
grammanweisungen kénnen einem Prozessor eines
Universalcomputers, eines Spezialcomputers oder
einer anderen programmierbaren Datenverarbei-
tungsvorrichtung bereitgestellt werden, um eine
Maschine zu erzeugen, so dass die Uiber den Prozes-
sor des Computers bzw. der anderen programmier-
baren Datenverarbeitungsvorrichtung ausgefihrten
Anweisungen ein Mittel zur Umsetzung der in dem
Block bzw. den Blocken der Ablaufplane und/oder
der Blockschaltbilder bzw. Schaubilder festgelegten
Funktionen/Schritte erzeugen. Diese durch einen
Computer lesbaren Programmanweisungen kénnen
auch auf einem durch einen Computer lesbaren
Speichermedium gespeichert sein, das einen Com-
puter, eine programmierbare Datenverarbeitungs-
vorrichtung und/oder andere Einheiten so steuern
kann, dass sie auf eine bestimmte Art funktionieren,
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so dass das durch einen Computer lesbare Speicher-
medium, auf dem Anweisungen gespeichert sind, ein
Herstellungsprodukt aufweist, darunter Anweisun-
gen, welche Aspekte der/des in dem Block bzw. den
Blécken des Ablaufplans und/oder der Blockschalt-
bilder bzw. Schaubilder angegebenen Funktion/S-
chritts umsetzen.

[0051] Die durch einen Computer lesbaren Pro-
grammanweisungen kénnen auch auf einen Compu-
ter, eine andere programmierbare Datenverarbei-
tungsvorrichtung oder eine andere Einheit geladen
werden, um das Ausfiihren einer Reihe von Prozess-
schritten auf dem Computer bzw. der anderen pro-
grammierbaren Vorrichtung oder anderen Einheit zu
verursachen, um einen auf einem Computer ausge-
fihrten Prozess zu erzeugen, so dass die auf dem
Computer, einer anderen programmierbaren Vorrich-
tung oder einer anderen Einheit ausgefuhrten Anwei-
sungen die in dem Block bzw. den Blécken der
Ablaufplane und/oder der Blockschaltbilder bzw.
Schaubilder festgelegten Funktionen/Schritte umset-
zen.

[0052] Fig. 5 zeigt ein Flussdiagramm der Arbeits-
schritte, die von einem Speichermechanismus
durchgefiihrt werden, der gemaR einer veranschau-
lichenden Ausfiihrungsform die Leistung verteilter,
ortsbezogener Deduplikation mit minimaler Auswir-
kung auf die Deduplikationseffizienz verbessert. Der
Vorgang beginnt damit, dass der Speichermechanis-
mus eine Anfrage zum Schreiben einer Datendatei in
eine Speicherregion innerhalb einer Menge aus
Speicherregionen empfangt (Schritt 502). Fir jedes
Datensegment der Datendatei erzeugt der Speicher-
mechanismus einen Hashwert fir das Datenseg-
ment (Schritt 504) und vergleicht den Hashwert mit
Hashwerten fir andere in der Menge aus Speicher-
regionen referenzierte gespeicherte Datensegmente
(Schritt 506). Falls in Schritt 506 der Vergleich
anzeigt, dass das Datensegment bereits in den
Referrer-Speicherregionen oder einer der der Refer-
rer-Speicherregion zugehdrigen Eigner-Speicherre-
gionen vorhanden ist, speichert der Speichermecha-
nismus einen Zeiger auf dieses Datensegment
(Schritt 508), und der Vorgang endet. Falls in Schritt
506 der Vergleich anzeigt, dass das Datensegment
nicht bereits in den beschriebenen Speicherregionen
vorhanden ist, d.h. in den Referrer-Speicherregionen
oder der einen oder den mehreren zugehdérigen Eig-
ner-Speicherregionen, speichert der Speicherme-
chanismus das Datensegment in der Referrer-Spei-
cherregion (Schritt 510), und der Vorgang endet.

[0053] Fig. 6 zeigt ein Flussdiagramm der Arbeits-
schritte, die gemaR einer veranschaulichenden Aus-
fihrungsform von einem Speichermechanismus
durchgefiihrt werden, wenn Deduplikation unter
einer Teilmenge aus Speicherregionen, d.h. den
Referrer-Speicherregionen und der einen oder den

mehreren zugehdrigen Eigner-Speicherregionen,
umgesetzt werden soll. Vor dem Speichern des
Datensegments einer Datendatei in einer Referrer-
Region, in welche die Daten durch das Hostsystem
geschrieben werden, ermittelt der Speichermecha-
nismus, ob die Daten in einer anderen Speicherre-
gion in der Menge aus Speicherregionen vorhanden
sind (Schritt 602). Falls in Schritt 602 die Daten nicht
in einer anderen Speicherregion in der Menge aus
Speicherregionen vorhanden sind, speichert der
Speichermechanismus die Daten in der Referrer-
Speicherregion (Schritt 604), und der Vorgang endet.

[0054] Falls in Schritt 602 die Daten in einer anderen
Speicherregion in der Menge aus Speicherregionen
vorhanden sind, ermittelt die Speichersteuerung, ob
eine vorab bestimmte Anzahl N an Eigner-Speicher-
regionen erreicht wurde (Schritt 606). Falls in Schritt
606 die vorab bestimmte Anzahl N an Eigner-Regio-
nen erreicht wurde, speichert der Speichermechanis-
mus das Datensegment in der Referrer-Speicherre-
gion in der vorab bestimmten Anzahl N an Eigner-
Speicherregionen (Schritt 608), und der Vorgang
endet. Falls in Schritt 606 die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, speichert der Speichermechanismus einen
Verweis auf das Datensegment in der Referrer-Spei-
cherregion (Schritt 610). Der Speichermechanismus
kann dann die Speicherregion der vorab bestimmten
Anzahl N an Speicherregionen hinzufligen, je nach-
dem, gemaf welcher Richtlinie der Speichermecha-
nismus aktuell arbeitet (Schritt 612), und der Prozess
endet.

[0055] Die Ablaufplane und die Blockschaltbilder
bzw. Schaubilder in den Figuren veranschaulichen
die Architektur, die Funktionalitat und den Betrieb
moglicher Ausfiihrungen von Systemen, Verfahren
und Computerprogrammprodukten gemaf verschie-
denen Ausflihrungsformen der vorliegenden Erfin-
dung. In diesem Zusammenhang kann jeder Block
in den Ablaufplanen oder Blockschaltbildern bzw.
Schaubildern ein Modul, ein Segment oder einen
Teil von Anweisungen darstellen, die eine oder meh-
rere ausfliihrbare Anweisungen zur Ausfiihrung der
bestimmten logischen Funktion(en) aufweisen. In
einigen alternativen Ausfiihrungen kdnnen die in
dem Block angegebenen Funktionen in einer ande-
ren Reihenfolge als in den Figuren gezeigt stattfin-
den. Zwei nacheinander gezeigte Blocke kdnnen
zum Beispiel in Wirklichkeit im Wesentlichen gleich-
zeitig ausgeflihrt werden, oder die Blocke kdnnen
manchmal je nach entsprechender Funktionalitat in
umgekehrter Reihenfolge ausgefiihrt werden. Es ist
ferner anzumerken, dass jeder Block der Block-
schaltbilder bzw. Schaubilder und/oder der Ablauf-
plane sowie Kombinationen aus Blécken in den
Blockschaltbildern bzw. Schaubildern und/oder den
Ablaufplanen durch spezielle auf Hardware beru-
hende Systeme umgesetzt werden kénnen, welche
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die festgelegten Funktionen oder Schritte durchfiih-
ren, oder Kombinationen aus Spezial-Hardware und
Computeranweisungen ausfiihren.

[0056] Somit stellen die veranschaulichenden Aus-
fihrungsformen Mechanismen zum Verbessern der
Leistung verteilter, ortsbezogener Deduplikation mit
minimaler Auswirkung auf die Deduplikationseffi-
zienz bereit. Durch intelligentes Erstellen von Dedu-
plikationsverknipfungen zwischen verschiedenen
Referrer- und Eigner-Speicherregionen werden
Speicheranforderungen zum Lesen aller referenzier-
ten Daten mit minimaler Auswirkung auf das Dedu-
plikationsverhaltnis minimiert, die Menge an Metada-
tenregionen fir Umlagerung mit minimaler
Auswirkung auf das Deduplikationsverhaltnis mini-
miert, die Menge an Datenaustausch zwischen dem
Speichermechanismus und den Eigner-Speicherre-
gionen mit minimaler Auswirkung auf das Deduplika-
tionsverhaltnis minimiert und/oder differenzierte
Steuerung der Verteilung von Deduplikationsver-
knipfungen Uber die Metadatenregionen des Sys-
tems bereitgestellt.

[0057] Wie vorstehend erwahnt, ist zu beachten,
dass die veranschaulichenden Ausfiihrungsformen
in Form einer reinen Hardware-Ausfihrungsform,
einer reinen Software-Ausfiihrungsform oder einer
sowohl Hardware- als auch Software-Elemente ent-
haltenden Ausfihrungsform vorliegen kénnen. In
einer beispielhaften Ausfihrungsform werden die
Mechanismen der veranschaulichenden Ausflih-
rungsformen in Software oder Programmcode imple-
mentiert, darunter, ohne jedoch hierauf einge-
schrankt zu sein, Firmware, systemeigene
Software, Mikrocode usw.

[0058] Ein zum Speichern und/oder Ausfiihren von
Programmcode geeignetes Datenverarbeitungssys-
tem beinhaltet mindestens einen Prozessor, der
durch einen Datenlbertragungsbus wie beispiels-
weise einen Systembus direkt oder indirekt mit
Arbeitsspeicherelementen verbunden ist. Zu den
Arbeitsspeicherelementen koénnen wahrend der
eigentlichen Ausfihrung des Programmcodes einge-
setzter lokaler Arbeitsspeicher, Grofsraumspeicher
und Cachespeicher zahlen, die eine kurzzeitige
Speicherung von zumindest einigem Programmcode
gewabhrleisten, um die Zahl von Abrufen von Code
aus dem GrolRraumspeicher wahrend der Ausflih-
rung zu verringern. Bei dem Arbeitsspeicher kann
es sich um verschiedene Arten handeln, darunter,
ohne jedoch hierauf eingeschrankt zu sein, ROM,
PROM, EPROM, EEPROM, DRAM, SRAM, Flash-
speicher, Solid-State-Speicher und dergleichen.

[0059] Eingabe/Ausgabe- bzw. E/A-Einheiten
(darunter, ohne jedoch hierauf eingeschrankt zu
sein, Tastaturen, Anzeigen, Zeigeeinheiten usw.)
kdnnen entweder direkt oder durch dazwischenlie-

gende drahtgebundene oder drahtlose E/A-Schnitt-
stellen und/oder Steuerungen oder dergleichen mit
dem System verbunden sein. E/A-Einheiten kénnen
neben herkdmmlichen Tastaturen, Anzeigen, Zeige-
einheiten und dergleichen in vielen verschiedenen
Formen vorliegen, beispielsweise Datenlbertra-
gungseinheiten, die durch drahtgebundene oder
drahtlose Verbindungen verbunden sind, darunter,
ohne jedoch hierauf eingeschrankt zu sein, Smart-
phones, Tablet-Computer, Einheiten mit beriihrungs-
empfindlichen Bildschirmen, Spracherkennungsein-
heiten und dergleichen. Jede bekannte oder kinftig
entwickelte E/A-Einheit soll vom Umfang der veran-
schaulichenden Ausfuhrungsformen umfasst sein.

[0060] Mit dem System kénnen auch Netzwerka-
dapter verbunden sein, um eine Verbindung des
Datenverarbeitungssystems mit anderen Datenver-
arbeitungssystemen oder entfernt angeordneten
Druckern oder Speichereinheiten durch dazwischen-
liegende private oder offentliche Netzwerke zu
ermdglichen. Modems, Kabelmodems und Ethernet-
karten sind nur einige der aktuell erhaltlichen Arten
von Netzwerkadaptern fir drahtgebundene Nach-
richtenibermittlung. Es kénnen auch auf drahtloser
Datenlibertragung beruhende Netzwerkadapter
genutzt werden, darunter, ohne jedoch hierauf einge-
schrankt zu sein, Adapter fir drahtlose Kommunika-
tion gemal 802.11 a/b/g/n, drahtlose Bluetooth-
Adapter und dergleichen. Alle bekannten oder kinf-
tig entwickelten Netzwerkadapter sollen vom Grund-
gedanken und Umfang der vorliegenden Erfindung
umfasst sein.

Patentanspriiche

1. Verfahren in einem Datenverarbeitungssys-
tem (200; 400) fur verteilte, ortsbezogene Daten-
speicherung, wobei das Verfahren Folgendes
umfasst:
durch einen Speichermechanismus (406) erfolgen-
des Empfangen (502) einer Anfrage von einem
Hostsystem (102; 402) zum Schreiben einer Daten-
datei in eine Referrer-Speicherregion (408) in einer
Menge aus Speicherregionen (404a, 404b, 404c,
404d, 404n, 404max) und
fur jedes Datensegment der Datendatei:
in Reaktion darauf, dass ein Vergleich (506) eines
Hashwerts fur das Datensegment mit anderen
Hashwerten flr andere in der Referrer-Speicherre-
gion referenzierte gespeicherte Datensegmente
anzeigt, dass das Datensegment in der Referrer-
Speicherregion nicht vorhanden ist, durch den Spei-
chermechanismus erfolgendes Ermitteln (602), ob
die Daten in einer anderen Speicherregion in der
Menge aus Speicherregionen vorhanden sind,
in Reaktion darauf, dass das Datensegment in einer
anderen Speicherregion in der Menge aus Speicher-
regionen vorhanden ist, durch den Speichermecha-
nismus erfolgendes Ermitteln, ob es sich bei der
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Speicherregion um eine aus einer vorab bestimmten
Anzahl N an der Referrer-Speicherregion zugehori-
gen Eigner-Speicherregionen (410a, 410b, 410c,
410n) handelt,

in Reaktion darauf, dass es sich bei der Speicher-
region nicht um eine aus der vorab bestimmten
Anzahl N an der Referrer-Speicherregion zugehori-
gen Eigner-Speicherregionen handelt, durch den
Speichermechanismus erfolgendes Ermitteln, ob
die Anzahl an Eigner-Speicherregionen in der
vorab bestimmten Anzahl N an Eigner-Speicherre-
gionen erreicht wurde (606), und

in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, durch den Speichermechanismus erfolgen-
des Speichern (610) eines Verweises auf das
Datensegment in der Referrer-Speicherregion.

2. \Verfahren nach Anspruch 1, ferner umfas-
send:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen erreicht
wurde, durch den Speichermechanismus erfolgen-
des Speichern (608) des Datensegments in der
Referrer-Speicherregion.

3. Verfahren nach Anspruch 1, ferner umfas-
send:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, durch den Speichermechanismus erfolgen-
des Ermitteln, ob die Speicherregion, in der das
Datenelement gespeichert wird, einen Nutzungs-
haufigkeitsgrenzwert erreicht hat, und
in Reaktion darauf, dass die Speicherregion, in der
das Datensegment gespeichert wurde, den Nut-
zungshaufigkeitsgrenzwert erreicht hat, durch den
Speichermechanismus erfolgendes  Hinzufiigen
(612) der Speicherregion zu der vorab bestimmten
Anzahl N an Eigner-Speicherregionen.

4. Verfahren nach Anspruch 1, ferner umfas-
send:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, durch den Speichermechanismus erfolgen-
des Hinzufligen (612) der Speicherregion zu der
vorab bestimmten Anzahl N an Eigner-Speicherre-
gionen.

5. Verfahren nach Anspruch 1, wobei die Eigner-
Speicherregionen innerhalb der vorab bestimmten
Anzahl N an Eigner-Speicherregionen auf Grund-
lage entweder einer ,Warteschlangenabarbeitung®-
Richtlinie oder einer ,Nutzungshaufigkeit“-Richtlinie
bestimmt werden.

6. Verfahren nach Anspruch 5, wobei gemaf der
.Warteschlangenabarbeitung“-Richtlinie die Spei-
cherregion der vorab bestimmten Anzahl N an Eig-

ner-Speicherregionen hinzugefugt wird, wenn Daten
in der Speicherregion gespeichert werden.

7. \Verfahren nach Anspruch 5, wobei gemaf der
»Nutzungshaufigkeit“-Richtlinie die Speicherregion
der vorab bestimmten Anzahl N an Eigner-Speicher-
regionen hinzugefiigt wird, wenn die Nutzungshau-
figkeit der Speicherregionen einen vorab bestimm-
ten Grenzwert erreichen, wobei das Erreichen des
vorab bestimmten Grenzwerts vorliegt, wenn eine
Anzahl an Lese- und/oder Schreibvorgéngen in die
Speicherregion den Grenzwert erreicht oder Uber-
schreitet.

8. \Verfahren nach Anspruch 7, wobei gemaf der
»,Nutzungshaufigkeit“-Richtlinie eine Eigner-Spei-
cherregion aus der vorab bestimmten Anzahl N an
Eigner-Speicherregionen entfernt wird, wenn eine
Nutzungshaufigkeit einer anderen Speicherregion
die Nutzungshaufigkeit einer am wenigsten genutz-
ten Eigner-Speicherregion Uberschreitet, die sich
bereits in der vorab bestimmten Anzahl N an Eig-
ner-Speicherregionen befindet, wenn die vorab
bestimmte Anzahl N an Eigner-Speicherregionen
voll ist.

9. Computerprogrammprodukt, welches ein
computerlesbares Speichermedium mit einem auf
diesem gespeicherten computerlesbaren Programm
aufweist, wobei das computerlesbare Programm bei
Ausfiihrung auf einer Datenverarbeitungseinheit
(200; 400) die Datenverarbeitungseinheit veran-
lasst:
von einem Hostsystem (102; 402) eine Anfrage zum
Schreiben einer Datendatei in eine Referrer-Spei-
cherregion (408) in einer Menge aus Speicherregio-
nen (404a, 404b, 404c, 404d, 404n, 404max) zu
empfangen (502) und
fur jedes Datensegment der Datendatei:
in Reaktion darauf, dass ein Vergleich (506) eines
Hashwerts fur das Datensegment mit anderen
Hashwerten flr andere in der Referrer-Speicherre-
gion referenzierte gespeicherte Datensegmente
anzeigt, dass das Datensegment in der Referrer-
Speicherregion nicht vorhanden ist, zu ermitteln
(602), ob die Daten in einer anderen Speicherregion
in der Menge aus Speicherregionen vorhanden sind,
in Reaktion darauf, dass das Datensegment in einer
anderen Speicherregion in der Menge aus Speicher-
regionen vorhanden ist, zu ermitteln, ob es sich bei
der Speicherregion um eine aus einer vorab
bestimmten Anzahl N an der Referrer-Speicherre-
gion zugehorigen Eigner-Speicherregionen (410a,
410Db, 410c, 410n) handelt,
in Reaktion darauf, dass es sich bei der Speicher-
region nicht um eine aus der vorab bestimmten
Anzahl N an der Referrer-Speicherregion zugehori-
gen Eigner-Speicherregionen handelt, zu ermitteln,
ob die Anzahl an Eigner-Speicherregionen in der
vorab bestimmten Anzahl N an Eigner-Speicherre-
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gionen erreicht wurde (606), und

in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, einen Verweis auf das Datensegment in der
Referrer-Speicherregion zu speichern (610).

10. Computerprogrammprodukt nach Anspruch
9, wobei das computerlesbare Programm ferner die
Datenverarbeitungseinheit veranlasst:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen erreicht
wurde, das Datensegment in der Referrer-Speicher-
region zu speichern (608).

11.  Computerprogrammprodukt nach Anspruch
9, wobei das computerlesbare Programm ferner die
Datenverarbeitungseinheit veranlasst:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, zu ermitteln, ob die Speicherregion, in der
das Datenelement gespeichert wird, einen Nut-
zungshaufigkeitsgrenzwert erreicht hat, und
in Reaktion darauf, dass die Speicherregion, in der
das Datensegment gespeichert wurde, den Nut-
zungshaufigkeitsgrenzwert erreicht hat, die Spei-
cherregion zu der vorab bestimmten Anzahl N an
Eigner-Speicherregionen hinzuzuflgen (612).

12. Computerprogrammprodukt nach Anspruch
9, wobei das computerlesbare Programm ferner die
Datenverarbeitungseinheit veranlasst:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, die Speicherregion zu der vorab bestimmten
Anzahl N an Eigner-Speicherregionen hinzuzufiigen
(612).

13. Computerprogrammprodukt nach Anspruch
9, wobei die Eigner-Speicherregionen innerhalb der
vorab bestimmten Anzahl N an Eigner-Speicherre-
gionen auf Grundlage entweder einer ,Warteschlan-
genabarbeitung“-Richtlinie oder einer ,Nutzungs-
haufigkeit“-Richtlinie bestimmt werden.

14. Computerprogrammprodukt nach Anspruch
13, wobei:
gemal der ,Warteschlangenabarbeitung®-Richtlinie
die Speicherregion der vorab bestimmten Anzahl N
an Eigner-Speicherregionen hinzugefugt wird, wenn
Daten in der Speicherregion gespeichert werden,
gemal der ,Nutzungshaufigkeit“-Richtlinie die Spei-
cherregion der vorab bestimmten Anzahl N an Eig-
ner-Speicherregionen hinzugeflgt wird, wenn die
Nutzungshaufigkeit der Speicherregionen einen
vorab bestimmten Grenzwert erreichen, wobei das
Erreichen des vorab bestimmten Grenzwerts vor-
liegt, wenn eine Anzahl an Lese- und/oder Schreib-
vorgangen in die Speicherregion den Grenzwert
erreicht oder Uberschreitet, oder
gemal der ,Nutzungshaufigkeit“-Richtlinie eine Eig-

ner-Speicherregion aus der vorab bestimmten
Anzahl N an Eigner-Speicherregionen entfernt
wird, wenn eine Nutzungshaufigkeit einer anderen
Speicherregion die Nutzungshaufigkeit einer am
wenigsten genutzten Eigner-Speicherregion uber-
schreitet, die sich bereits in der vorab bestimmten
Anzahl N an Eigner-Speicherregionen befindet,
wenn die vorab bestimmte Anzahl N an Eigner-Spei-
cherregionen voll ist.

15. Vorrichtung (200; 400), die Folgendes auf-
weist:
einen Prozessor und
einen mit dem Prozessor verbundenen Arbeitsspei-
cher, wobei der Arbeitsspeicher Anweisungen auf-
weist, die bei Ausfliihrung durch den Prozessor den
Prozessor veranlassen:
von einem Hostsystem (102; 402) eine Anfrage zum
Schreiben einer Datendatei in eine Referrer-Spei-
cherregion (408) in einer Menge aus Speicherregio-
nen (404a, 404b, 404c, 404d, 404n, 404max) zu
empfangen (502) und
fur jedes Datensegment der Datendatei:
in Reaktion darauf, dass ein Vergleich (506) eines
Hashwerts fiir das Datensegment mit anderen
Hashwerten flr andere in der Referrer-Speicherre-
gion referenzierte gespeicherte Datensegmente
anzeigt, dass das Datensegment in der Referrer-
Speicherregion nicht vorhanden ist, zu ermitteln
(602), ob die Daten in einer anderen Speicherregion
in der Menge aus Speicherregionen vorhanden sind,
in Reaktion darauf, dass das Datensegment in einer
anderen Speicherregion in der Menge aus Speicher-
regionen vorhanden ist, zu ermitteln, ob es sich bei
der Speicherregion um eine aus einer vorab
bestimmten Anzahl N an der Referrer-Speicherre-
gion zugehdrigen Eigner-Speicherregionen (410a,
410Db, 410c, 410n) handelt,
in Reaktion darauf, dass es sich bei der Speicher-
region nicht um eine aus der vorab bestimmten
Anzahl N an der Referrer-Speicherregion zugehdri-
gen Eigner-Speicherregionen handelt, zu ermitteln,
ob die Anzahl an Eigner-Speicherregionen in der
vorab bestimmten Anzahl N an Eigner-Speicherre-
gionen erreicht wurde (606), und
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, einen Verweis auf das Datensegment in der
Referrer-Speicherregion zu speichern (610).

16. Vorrichtung nach Anspruch 15, wobei die
Anweisungen den Prozessor ferner veranlassen:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen erreicht
wurde, das Datensegment in der Referrer-Speicher-
region zu speichern (608).

17. Vorrichtung nach Anspruch 15, wobei die
Anweisungen den Prozessor ferner veranlassen:
in Reaktion darauf, dass die vorab bestimmte
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Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, zu ermitteln, ob die Speicherregion, in der
das Datenelement gespeichert wird, einen Nut-
zungshaufigkeitsgrenzwert erreicht hat, und

in Reaktion darauf, dass die Speicherregion, in der
das Datensegment gespeichert wurde, den Nut-
zungshaufigkeitsgrenzwert erreicht hat, die Spei-
cherregion zu der vorab bestimmten Anzahl N an
Eigner-Speicherregionen hinzuzuflgen (612).

18. Vorrichtung nach Anspruch 15, wobei die
Anweisungen den Prozessor ferner veranlassen:
in Reaktion darauf, dass die vorab bestimmte
Anzahl N an Eigner-Speicherregionen nicht erreicht
wurde, die Speicherregion zu der vorab bestimmten
Anzahl N an Eigner-Speicherregionen hinzuzufiigen
(612).

19. Vorrichtung nach Anspruch 15, wobei die
Eigner-Speicherregionen innerhalb der vorab
bestimmten Anzahl N an Eigner-Speicherregionen
auf Grundlage entweder einer ,Warteschlangenab-
arbeitung“-Richtlinie oder einer ,Nutzungshaufig-
keit“-Richtlinie bestimmt werden.

20. Vorrichtung nach Anspruch 19, wobei:
gemal der ,Warteschlangenabarbeitung“-Richtlinie
die Speicherregion der vorab bestimmten Anzahl N
an Eigner-Speicherregionen hinzugefugt wird, wenn
Daten in der Speicherregion gespeichert werden,
gemal der ,Nutzungshaufigkeit‘-Richtlinie die Spei-
cherregion der vorab bestimmten Anzahl N an Eig-
ner-Speicherregionen hinzugefiigt wird, wenn die
Nutzungshaufigkeit der Speicherregionen einen
vorab bestimmten Grenzwert erreichen, wobei das
Erreichen des vorab bestimmten Grenzwerts vor-
liegt, wenn eine Anzahl an Lese- und/oder Schreib-
vorgangen in die Speicherregion den Grenzwert
erreicht oder Uberschreitet, oder
gemal der ,Nutzungshaufigkeit‘-Richtlinie eine Eig-
ner-Speicherregion aus der vorab bestimmten
Anzahl N an Eigner-Speicherregionen entfernt
wird, wenn eine Nutzungshaufigkeit einer anderen
Speicherregion die Nutzungshaufigkeit einer am
wenigsten genutzten Eigner-Speicherregion uber-
schreitet, die sich bereits in der vorab bestimmten
Anzahl N an Eigner-Speicherregionen befindet,
wenn die vorab bestimmte Anzahl N an Eigner-Spei-
cherregionen voll ist.

Es folgen 5 Seiten Zeichnungen
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