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Beschreibung

[0001] Die Erfindung betrifft ein Verfahren zum Trai-
nieren einer Steuerung fir ein Schienenfahrzeug. Die
Erfindung betrifft ferner eine Steuerung und ein Schie-
nenfahrzeug mit einer Steuerung.

[0002] Fir den automatischen Zugbetrieb ist eine
Steuerung erforderlich, die eine gewlinschte Trajektorie
von einer Ubergeordneten Planungseinheit in die zum
Fahren der Trajektorie erforderlichen Beschleunigungs-
und Bremsbefehle Ubersetzen kann. Typischerweise er-
fordern die verwendeten Steuerungen einen erheblichen
Abstimmungsaufwand, um sich an die spezifischen Ei-
genschaften der einzelnen Fahrzeuge anzupassen.
[0003] Typische Ansatze fir Steuerungen basieren auf
Proportional-Integral-Derivative (PID)-Reglern und Mo-
del Predictive Control (MPC)-Reglern. PID-Regler wer-
den sehr haufig verwendet, da sie sehr einfach zu imp-
lementieren sind. Sie erfordern jedoch einen erheblichen
Abstimmungsaufwand, wenn sie in einem neuen Fahr-
zeug eingesetzt werden. AuRerdem berlcksichtigen sie
nicht mehrals den aktuellen Zeitschritt und kénnen daher
bei Systemen, bei denen es eine Verzdgerung in der Re-
aktion des Systems auf die Steuereingaben gibt, eine
schlechte Leistung aufweisen. In diesen Fallen werden
typischerweise MPC-Regler eingesetzt. Die MPC-Steu-
erung setzt jedoch ein genaues Modell des zu steuern-
den Systems voraus. Bei komplexen Systemen kann die-
ses jedoch aufwandig sein beziehungsweise nicht mit
ausreichender Prazision erreicht werden.

[0004] Ausder EP 3552921 A1 isteine AUTONOME
GESCHWINDIGKEITS-PLANUNG EINES AUF EINEN
VORBESTIMMTEN PFAD BESCHRANKTEN BEWEG-
LICHEN AKTEURS bekannt.

[0005] Ferner ist in der DE 10 2017 215 802 A1 ein
Fahrerassistenzsystem fiir Schienenfahrzeuge be-
schrieben.

[0006] Weiterhin wird Gber das Design von Hochge-
schwindigkeitziigen in SHUANBAO YAO ET AL: "Opti-
mization design for aerodynamic elements of high speed
trains”", COMPUTERS AND FLUIDS, PERGAMON
PRESS, NEW YORK, NY, GB, Bd. 95, 3. Marz 2014
(2014-03-03), Seiten 56-73, berichtet.

[0007] Der Erfindung liegt die Aufgabe zugrunde, ein
verbessertes Verfahren zum Trainieren einer Steuerung
fur ein Schienenfahrzeug, eine verbesserte Steuerung
und ein Schienenfahrzeug mit einer Steuerung bereitzu-
stellen.

[0008] Diese Aufgabe wird erfindungsgemaf durchein
Verfahren zum Trainieren einer Steuerung eines Schie-
nenfahrzeugs, eine entsprechend trainierte Steuerung
und ein Schienenfahrzeug mit einer trainierten Steue-
rung gemaf den unabhangigen Anspriichen geldst. Vor-
teilhafte Ausgestaltungen sind in den Unteranspriichen
angegeben.

[0009] Nach einem Aspekt der Erfindung wird ein Ver-
fahren zum Trainieren einer Steuerung eines Schienen-
fahrzeugs bereitgestellt, wobei das Verfahren umfasst:
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- Bereitstellen von Trainingsdaten basierend auf
Sensordaten eines Schienenfahrzeugs;

- Trainieren eines Surrogat-Modells des Schienen-
fahrzeugs basierend auf den Trainingsdaten beziig-
lich einer Relation zwischen einer Ansteuerung ei-
nes Antriebs des Schienenfahrzeugs und einer re-
sultierenden Geschwindigkeit des Schienenfahr-
zeugs;

- Trainieren einer Aktionsauswahlregel basierend auf
den Trainingsdaten und dem Surrogat-Modell unter
Verwendung von maschinellem Lernen und unter
Berlicksichtigung wenigstens eines objektiven Steu-
erungsziels, wobei die Aktionsauswahlregel Steue-
rungsanweisungen zum Ansteuern des Antriebs des
Schienenfahrzeugs umfasst, die eingerichtet sind,
das Schienenfahrzeug aus einem ersten Geschwin-
digkeitszustand in einen zweiten Geschwindigkeits-
zustand zu beschleunigen; und

- Generieren einer trainierten Aktionsauswahlregel,
wobei die trainierte Aktionsauswahlregel Steue-
rungsanweisungen umfasst, die eingerichtet sind,
das Schienenfahrzeug zu beschleunigen und das
Steuerungsziel zu erfillen.

[0010] Hierdurch kann der technische Vorteil erreicht
werden, dass ein verbessertes Verfahren zum Trainieren
einer Steuerung eines Schienenfahrzeugs bereitgestellt
werden kann. Die Steuerung des Schienenfahrzeugs
wird hierbei unter Berilicksichtigung von Techniken des
Maschinenlernens trainiert. Hierzu werden auf Sensor-
daten eines Schienenfahrzeugs basierende Trainings-
daten bereitgestellt. Basierend auf den Trainingsdaten
wird darauffolgend ein Surrogat-Modell des Schienen-
fahrzeugs in Bezug auf eine Relation zwischen einer An-
steuerung eines Antriebs des Schienenfahrzeugs und ei-
ner hieraus resultierenden Geschwindigkeit des Schie-
nenfahrzeugs trainiert. Darauffolgend wird eine Aktions-
auswahlregel basierend aufden Trainingsdaten und dem
trainierten Surrogat-Modell mittels Techniken des be-
starkenden Lernens und unter Berticksichtigung wenigs-
tens eines Steuerungsziels trainiert und eine trainierte
Aktionsauswahlregel generiert. Basierend auf der trai-
nierten Aktionsauswahlregel kann das Schienenfahr-
zeug gesteuert und das jeweils vorbestimmte Steue-
rungsziel erreicht werden.

[0011] Ein Surrogat-Modell eines Schienenfahrzeugs
ist im Sinne der Anmeldung ein virtuelles Modell eines
realen Schienenfahrzeugs, das alle relevanten Merkma-
le des realen Schienenfahrzeugs darstellt. Ein Surrogat-
Modell kann analog zu einem virtuellen Zwilling einer re-
alen Maschine ausgebildet sein und den Betrieb einer
realen Maschine bzw. eines Schienenfahrzeugs virtuell
simulieren. Das Surrogat-Modell ist somit eingerichtet,
ein Verfahren eines Schienenfahrzeugs durch eine ent-
sprechende Ansteuerung zu simulieren. Das Surrogat-
Modell kann beispielsweise als ein entsprechend trai-
niertes neuronales Netz ausgebildet sein, und kann dar-
auf trainiert sein, das Fahrverhalten bzw. die steuerungs-
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relevanten Eigenschaften des Schienenfahrzeugs zu si-
mulieren bzw. darzustellen.

[0012] Eine Aktionsauswahlregel im Sinne der Anmel-
dungisteine Mehrzahl von Steuerungsanweisungen, die
eingerichtet sind, das Schienenfahrzeug aus einem ers-
ten Geschwindigkeitszustand in einen zweiten Ge-
schwindigkeitszustand zu beschleunigen. Die ersten und
zweiten Geschwindigkeitszustdande konnen hierbei ein
Ist-Zustand, in dem sich das Schienenfahrzeug zu einem
bestimmten Zeitpunkt befindet, und ein Soll-Zustand
sein, in den das Schienenfahrzeug durch Ansteuern des
Antriebs zu Uberfiihren ist. Die ersten und zweiten Ge-
schwindigkeitszustande koénnen alternativ hierzu zwei
zeitlich nacheinander folgende Zustéande des Schienen-
fahrzeugs sein, in die das Schienenfahrzeug beim An-
steuern durch die Steuerung tberfiihrt wird. Durch Aus-
fuhren der Steuerungsanweisungen der Aktionsaus-
wahlregel durch die Steuerung kann das jeweilige Schie-
nenfahrzeug somit unter Beriicksichtigung des zu errei-
chenden Steuerungsziels gesteuert werden.

[0013] Steuerungsanweisung sind im Sinne der An-
meldung Anweisung bzw. Befehle zum Steuern des
Schienenfahrzeugs. Steuerungsanweisungen kdénnen
beispielsweise das Beschleunigen oder Abbremsen des
Schienenfahrzeugs inklusive detaillierter Ansteuerung
des Antriebs umfassen. Darlber hinaus kénnen Steue-
rungsanweisungen das Schaltenin verschiedene Gange
oderin einen Energiesparmodus des Antriebs umfassen.
Dariber hinaus kénnen in den Steuerungsanweisungen
verschiedene steuerungsrelevante Aspekte in Form ent-
sprechender Anweisungen berlicksichtigt sein.

[0014] Steuerungsziele sind im Sinne der Anmeldung
Ziele, die durch das Ansteuern der Steuerung zu errei-
chen sind. Steuerungsziele kénnen beispielsweise eine
Geschwindigkeit sein, auf die durch Ansteuern der Steu-
erung das Schienenfahrzeug beschleunigt werden soll.
Steuerungsziele kénnen alternativ oder zusatzlich fir
verschiedene zukiinftige Zeitpunkte definiert sein, bei-
spielsweise uUber Geschwindigkeitstrajektorien definiert
sein. Alternativ kdnnen Steuerungsziele einen Energie-
verbrauch definieren, derbeider Ansteuerung des Schie-
nenfahrzeugs zu erreichen oder nicht zu Uberschreiten
ist. Die Steuerungsziele sind im Sinne der Anmeldung
basierend aufden Trainingsdaten definiert, die wiederum
basierend auf Sensordaten eines Schienenfahrzeugs
generiert sind. Steuerungsziele kénnen hierbei aus den
Sensordaten des Schienenfahrzeugs generiert sein. Die
Steuerungsziele kdnnen sich aus den Sensordaten er-
geben und beispielsweise zu erzielende Geschwindig-
keiten oder Energieverbrauche beschreiben, gemaf de-
nen das Schienenfahrzeug wahrend der Aufnahme der
Sensordaten gesteuert wiirde. Steuerungsziele kénnen
auch wahrend der Ausfiihrung der trainierten Aktions-
auswahlregel zur Steuerung des Schienenfahrzeugs
durch Ubergeordnete Systeme, beispielsweise entspre-
chende Planungsmodule zur Steuerung des Schienen-
fahrzeugs, definiert oder geandert werden.

[0015] Nach einer Ausfiihrungsformist das maschinel-
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le Lernen als bestarkendes Lernen ausgebildet.

[0016] Hierdurch kann der technische Effekt erreicht
werden, dass ein effizientes Trainieren der Aktionsaus-
wahlregel ermdglicht ist.

[0017] Bestarkendes Lernen (Reinforcement Lear-
ning) ist im Sinne der Anmeldung ein Bereich des ma-
schinellen Lernens, der sich mit dem Trainieren von ope-
rationellen Teilnehmern beschéaftigt, gewtinschte Aktio-
nen auszuftihren, um somit den Teilnehmer aus einem
Ist-Zustand in einen gewiinschten Soll-Zustand zu Uber-
fuhren. Das Trainieren des Teilnehmers wird hierbei un-
ter Beriicksichtigung eines Steuerungsziels getatigt, das
durch die Ausfiihrung der Handlung des Teilnehmers zu
erreichen ist. Das Training kann ein Maximieren einer
Belohnungsfunktion beriicksichtigen, durch diedem Teil-
nehmer die ausflihrende Handlung und das zu erreichen-
de Ziel dargestellt ist.

[0018] Nach einer Ausfiihrungsform umfasst das Trai-
nieren: Randomisiertes Abandern des wenigstens einen
auf den Trainingsdaten basierenden objektiven Steue-
rungsziels und Definieren von abgeanderten Steue-
rungszielen; und Trainieren der Aktionsauswahlregel in
Bezug auf Erfillung der abgednderten Steuerungsziele.
[0019] Hierdurch kann der technische Vorteil erreicht
werden, dass ein praziseres Training der Steuerung des
Schienenfahrzeugs bereitgestellt werden kann. Durch
das randomisierte Abandern des wenigstens einen Steu-
erungsziels und das damit verbundene Definieren von
abgeédnderten Steuerungszielen kénnen die Trainings-
daten zum Trainieren der Steuerung effektiver ausge-
nutzt werden. Durch das Abandern der Steuerungsziele
und das Generieren bzw. Definieren von abgeanderten
Steuerungszielen kénnen Steuerungsziele definiert wer-
den, die durch die Trainingsdaten gestitzt, jedoch nicht
auf diese beschrankt sind.

[0020] Diegeanderten Steuerungsziele ergeben somit
Steuerungsziele, die nicht auf Trainingsdaten basieren,
sondern Steuerungsziele darstellen, die Gber die Steue-
rungsziele hinausgehen, gemaR denen das Schienen-
fahrzeug wahrend der Aufnahme der Sensordaten an-
gesteuert wurde. Durch das Trainieren der Aktionsaus-
wahlregel basierend auf den abgeénderten Steuerungs-
zielen kann eine verbesserte trainierte Aktionsauswahl-
regel generiert werden, die Steuerungsanweisungen fir
eine erhdhte Anzahl verschiedener Steuerungsziele de-
finiert. Hierdurch kann eine verbesserte Steuerung be-
reitgestellt werden.

[0021] Nach einer Ausfiihrungsform umfasst das Trai-
nieren der Aktionsauswahlregel ein Maximieren einer
Belohnungsfunktion, wobei die Belohnungsfunktion fir
eine Aktionsauswahlregel maximal ist, die das objektive
Steuerungsziel und/oder die abgeédnderten Steuerungs-
ziele erfllt.

[0022] Hierdurch kann der technische Vorteil erreicht
werden, dass ein mdglichst prazises Training der Akti-
onsauswahlregel gemaR den Techniken des bestarken-
den Lernens erreicht werden kann.

[0023] Nach einer Ausfliihrungsform bertcksichtigt die
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Belohnungsfunktion eine Differenz zwischen einem
durch Ausfluihren einer Steuerungsaktion der Aktionsaus-
wahlregel erzielten Geschwindigkeitszustand und dem
objektiven Steuerungsziel und/oder den abgeanderten
Steuerungszielen.

[0024] Hierdurch kann der technische Vorteil erreicht
werden, dass ein effizientes Training der Aktionsaus-
wahlregel und eine prazise trainierte Aktionsauswahlre-
gel bereitgestellt werden kann, die prazise das zu errei-
chende Steuerungsziel erfilllt.

[0025] Nach einer Ausflihrungsform wird das Maximie-
ren der Belohnungsfunktion durch ein kinstliches neu-
ronales Netz ausgefihrt.

[0026] Hierdurch kann der technische Vorteil erreicht
werden, dass ein effizientes Training der Aktionsaus-
wahlregel bzw. der Steuerung des Schienenfahrzeugs
bereitgestellt werden kann.

[0027] Nach einer Ausflihrungsform umfasstdas Steu-
erungsziel eine Sollgeschwindigkeit des Schienenfahr-
zeugs und/oder einen Sollenergieverbrauch und/oder ei-
ne Sollbeschleunigung und/oder ein verschleilarmes
Beschleunigungs- und/oder Bremsverhalten.

[0028] Hierdurch kann der technische Vorteil erreicht
werden, dass eine effizient trainierte Aktionsauswahlre-
gel und damit verbunden eine effizient trainierte Steue-
rung eines Schienenfahrzeugs bereitgestellt werden
kann. Die derart trainierte Aktionsauswahlregel umfasst
hierbei Steuerungsanweisungen, die geeignet sind, das
Schienenfahrzeug unter Beriicksichtigung der genann-
ten Steuerungsziele zu steuern.

[0029] Nach einer Ausfiihrungsform werden die Trai-
ningsdaten wahrend eines Verfahrens des Schienen-
fahrzeugs aufgenommen und umfassen Sensordaten
von Zustandsvariablen, Steuerungsaktionen und Ge-
schwindigkeitstrajektorien, wobei die Zustandsvariablen
Geschwindigkeitsdaten, Beschleunigungsdaten, Orts-
daten, Spezifikationsdaten des Antriebs und/oder des
Schienenfahrzeugs umfassen, wobei die Steuerungsak-
tionen Antriebs- und/oder Bremsbetatigungen umfas-
sen, und wobei die Geschwindigkeitstrajektorien ent-
sprechende zeitliche Geschwindigkeitsentwicklungen
des Schienenfahrzeugs beschreiben.

[0030] Hierdurch kann der technische Vorteil erreicht
werden, dass durch umfassende Trainingsdaten ein pra-
zises Training der Steuerung ermdglicht ist.

[0031] Nach einem zweiten Aspekt der Erfindung wird
eine Steuerung fir ein Schienenfahrzeug bereitgestellt,
wobei die Steuerung nach einem Verfahren zum Trainie-
ren einer Steuerung eines Schienenfahrzeugs nach ei-
ner der voranstehenden Ausfiihrungsformen trainiert ist,
und wobei die Steuerung eingerichtet ist, das Schienen-
fahrzeug unter Ausfiihrung der trainierten Aktionsaus-
wahlregel zu steuern.

[0032] Hierdurch kann eine verbesserte Steuerung fiir
ein Schienenfahrzeug bereitgestellt werden, die unter
Verwendung von Methoden des maschinellen Lernens,
insbesondere des bestarkenden Lernens, trainiert ist.
Die Steuerung weist hierzu eine trainierte Aktionsaus-
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wahlregel auf, die gemal dem erfindungsgemafen Ver-
fahren zum Trainieren einer Steuerung eines Schienen-
fahrzeugs geman den oben genannten Ausflihrungsfor-
men trainiert ist. Basierend auf der trainierten Aktions-
auswabhlregel, die eine Mehrzahl von Steuerungsanwei-
sungen zum Steuern des Schienenfahrzeugs unter Be-
ricksichtigung verschiedener Steuerungsziele aufweist,
kann das Schienenfahrzeug zum Erreichen der jeweili-
gen Steuerungsziele angesteuert werden. Durch das
Trainieren der Aktionsauswahlregel basierend auf dem
Surrogat-Modell des Schienenfahrzeugs kann die Steu-
erung flr beliebige Schienenfahrzeuge, die dem Surro-
gat-Modell entsprechen, trainiert werden, sodass bei ei-
nem neuen Schienenfahrzeug eine aufwandige Anpas-
sung des zur Steuerung verwendeten Modells einer
Steuerung, wie dies bei einem Model Predictive Control
(MPC)-Regler notwendig ist, entfallen kann. Hierdurch
kann eine prazise, zuverlassige und variable Steuerung
fur Schienenfahrzeuge bereitgestellt werden.

[0033] Nach einem dritten Aspekt wird ein Schienen-
fahrzeug mit einer Steuerung nach einer der voranste-
henden Ausfiihrungsformen bereitgestellt.

[0034] Hierdurch kann ein Schienenfahrzeug mit einer
verbesserten Steuerung mit den obengenannten Vortei-
len bereitgestellt werden.

[0035] Nach einem vierten Aspekt wird ein Computer-
programmprodukt umfassend Befehle bereitgestellt, die
bei der Ausfihrung des Programms durch eine Daten-
verarbeitungseinheit diese veranlassen, das Verfahren
zum Trainieren einer Steuerung fiir ein Schienenfahr-
zeug nach einer der voranstehenden Ausflihrungsfor-
men auszufihren.

[0036] Dieobenbeschriebenen Merkmale und Vorteile
dieser Erfindung sowie die Art und Weise, wie diese er-
reicht werden, werden klarer und deutlicher verstandlich
durch die Erlauterungen der folgenden, stark vereinfach-
ten, schematischen Darstellungen bevorzugter Ausfiih-
rungsbeispiele. Hierbei zeigen:

FIG1  einFlussdiagramm eines Verfahrens zum Trai-
nieren einer Steuerung eines Schienenfahr-
zeugs gemal einer Ausfiihrungsform;

FIG2 eine schematische Darstellung eines Schie-
nenfahrzeugs mit einer Steuerung nach einer
Ausfiihrungsform; und

FIG3 eine schematische Darstellung eines Compu-
terprogrammprodukts.

[0037] FIG 1 zeigt ein Flussdiagramm eines Verfah-
rens 100 zum Trainieren einer Steuerung 200 eines
Schienenfahrzeugs 201 gemaR einer Ausfihrungsform.
[0038] Zum Trainieren der Steuerung 200 des Schie-
nenfahrzeugs 201 werden zunachst in einem ersten Ver-
fahrensschritt 101 Trainingsdaten bereitgestellt. Die
Trainingsdaten basieren hierbei auf Sensordaten eines
Schienenfahrzeugs 201 und umfassen in der gezeigten
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Ausfiihrungsform Zustandsvariablen 217, Steuerungs-
aktionen 219 und Geschwindigkeitstrajektorien 221. Die
Trainingsdaten 203, insbesondere die Sensordaten des
Schienenfahrzeugs 201, kdnnen beispielsweise wah-
rend eines Fahrens des Schienenfahrzeugs 201 oder ei-
nes vergleichbaren Schienenfahrzeugs durch eine ent-
sprechende Sensorik aufgenommen sein.

[0039] Zustandsvariablen 217 beschreiben im Sinne
der Anmeldung Punkte innerhalb eines Zustandsraums,
der verschiedene Zustande des Schienenfahrzeugs 201
beschreibt. Insbesondere kdnnen die Zustandsvariablen
217 Geschwindigkeitsdaten, Beschleunigungsdaten
und/oder Ortsdaten des Schienenfahrzeugs 201 umfas-
sen, die wahrend des Verfahrens des Schienenfahr-
zeugs 201 oder des vergleichbaren Schienenfahrzeugs
aufgenommen wurden. Das vergleichbare Schienen-
fahrzeug kann beispielsweise ein Schienenfahrzeug
identischen Typs sein. Dartiber hinaus kénnen die Zu-
standsvariablen 217 Spezifikationsdaten des Antriebs
und/oder des Schienenfahrzeugs 201 umfassen, die bei-
spielsweise die Artdes Antriebs, maximale Leistung bzw.
Drehzahl und andere Parameter des Antriebs oder eine
GroRe bzw. ein Gewichtdes Schienenfahrzeugs 201 um-
fassen.

[0040] Steuerungsaktionen 219 sind im Sinne der An-
meldung Aktionen, die wahrend des Verfahrens des
Schienenfahrzeugs 201 zum Steuern des Schienenfahr-
zeugs 201 durch die Steuerung 200 ausgefiihrt werden.
Steuerungsaktionen 219 kdnnen beispielsweise die Be-
tatigung des Gaspedals oder des Steuerungshebels ei-
nes Schienenfahrzeugs bzw. die Betatigung der Bremse
des Schienenfahrzeugs 201 umfassen.

[0041] Geschwindigkeitstrajektorien221 sindim Sinne
der Anmeldung durch den Zustandsraum verlaufende
Spuren von zeitlich aufeinander folgenden Geschwindig-
keitswerten, die wahrend des Verfahrens des Schienen-
fahrzeugs 201 erreicht wurden.

[0042] Nach Bereitstellen der Trainingsdaten 203 wird
in einem weiteren Verfahrensschritt 103 ein Surrogat-
Modell 205 des Schienenfahrzeugs 201 generiert bzw.
trainiert und dem Surrogat-Modell 205 eine Relation zwi-
schen Ansteuerungen eines Antriebs 207 des Schienen-
fahrzeugs 201 und einer hieraus resultierenden Ge-
schwindigkeit des Schienenfahrzeugs 201 gelernt.
[0043] Basierend auf den Trainingsdaten 203, die
wahrend des Verfahrens des Schienenfahrzeugs 201
aufgenommen wurden, wird dem Surrogat-Modell 205,
das eine virtuelle Kopie des Schienenfahrzeugs 201 dar-
stellt, mittels Methoden des Maschinenlernens trainiert,
welche Steuerungsaktionen 219, Betatigung des Gas-
pedals oder Betatigung der Bremse, zu welchen Endge-
schwindigkeiten des Schienenfahrzeugs 201, die basie-
rend auf den entsprechenden Zustandsvariablen 217 er-
mittelt werden, fihren. Das derart trainierte Surrogat-Mo-
dell 205 ermdglicht somit eine Simulation der Steuerung
200 des Schienenfahrzeugs 201, bei der durch Ausfiih-
rung entsprechender Steuerungsfunktionen 219 ent-
sprechende Geschwindigkeitstrajektorien 221 erzielt
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werden kénnen.

[0044] In einem weiteren Verfahrensschritt 105 wird
eine Aktionsauswahlregel 209 basierend auf den Trai-
ningsdaten 203 und dem trainierten Surrogat-Modell 205
unter Verwendung von Methoden des bestarkenden Ler-
nens und unter Berlicksichtigung wenigstens eines ob-
jektiven Steuerungsziels 211 trainiert. Die Aktionsaus-
wahlregel 209 umfasst hierbei Steuerungsanweisungen
zum Steuern des Antriebs 207 des Schienenfahrzeugs
201. Die Steuerungsanweisungen sind hierbei eingerich-
tet, das Schienenfahrzeug 201 aus einem ersten Ge-
schwindigkeitszustand in einen zweiten Geschwindig-
keitszustand zu beschleunigen.

[0045] Die Steuerungsanweisungen kénnen beispiels-
weise den Steuerungsaktionen 219 entsprechen, die als
Trainingsdaten 203 wahrend des Verfahrens des Schie-
nenfahrzeugs 201 aufgenommen wurden, und das Be-
schleunigen bzw. Abbremsen des Schienenfahrzeugs
umfassen. Die Aktionsauswahlregel 209 kann hierzu ei-
ne Mehrzahl von Steuerungsanweisungen aufweisen,
mittels denen der Antrieb 207 des Schienenfahrzeugs
201 angesteuert werden kann. Die Steuerungsanwei-
sungen sind hierbei derart ausgebildet, dass wahrend
des Ansteuerns des Antriebs 207 des Schienenfahr-
zeugs 201 das objektive Steuerungsziel 211 erreicht
wird. Das objektive Steuerungsziel 211 kann hierbei bei-
spielsweise eine zu erreichende Endgeschwindigkeit,
ein gewlinschter Energieverbrauch oder eine maximale
Beschleunigung des Schienenfahrzeugs 201 sein, die
jeweils wahrend des Ansteuerns des Schienenfahrzeugs
201 zu erreichen bzw. einzuhalten sind. Das objektive
Steuerungsziel 211 kann ebenfalls durch die Trainings-
daten 203 bereitgestellt sein. Beispielsweise kann das
Steuerungsziel 211 durch die aufgezeichneten Ge-
schwindigkeitstrajektorien 221 der Trainingsdaten 203
dargestellt sein.

[0046] Die ersten und zweiten Geschwindigkeitszu-
stéande kénnen hierbei jeweils ein Ist-Zustand bzw. ein
Soll-Zustand des Schienenfahrzeugs 201 sein, wobei
das Schienenfahrzeug 201 durch das Ansteuern geman
den Steuerungsanweisungen der Aktionsauswahlregel
209 aus dem Ist-Zustand in den Soll-Zustand zu Uber-
fihren ist. Alternativ hierzu kénnen die ersten und zwei-
ten Geschwindigkeitszustande zwei zeitlich nacheinan-
der eintretende Zustande des Zustandsraums sein, in
die das Schienenfahrzeug 201 durch Ansteuern geman
den Steuerungsanweisungen der Aktionsauswahlregel
zu Uberflhren ist.

[0047] Zum Trainieren der Aktionsauswahlregel 209
durch bestarkendes Lernen wird eine beliebig ausge-
wahlte Aktionsauswahlregel mit beliebigen Steuerungs-
anweisungen basierend auf den Trainingsdaten 203 in-
klusive der Zustandsvariablen 217 des Zustandsraums
des Schienenfahrzeugs 201 und unter Bertcksichtigung
des jeweils ausgewahlten Steuerungsziels 211 trainiert
bzw. optimiert, sodass die Aktionsauswahlregel 209 ein-
gerichtet ist, das ausgewahlte Steuerungsziel 211 zu er-
reichen. In der gezeigten Ausfihrungsform wird das Trai-
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ning der beliebig gewahlten Aktionsauswahlregel 209 in
einem weiteren Verfahrensschritt 111 durch ein Maxi-
mieren einer entsprechend eingerichteten Belohnungs-
funktion ausgefiihrt. Die Belohnungsfunktion kann hier-
bei beispielsweise eine Differenz zwischen einem durch
Ausfiihren einer Steuerungsaktion 219 der Aktionsaus-
wahlregel 209 erzielten Geschwindigkeitszustand und
dem objektiven Steuerungsziel 211 definiert sein. Das
Training der Aktionsauswahlregel 209 erfolgt somit da-
durch, dass die Steuerungsanweisungen bzw. die Akti-
onsauswabhlregel 209 derart modifiziert werden, dass die
entsprechend definierte Belohnungsfunktion einen ma-
ximalen Wert erreicht. Eine Aktionsauswahlregel 209 mit
einer maximalen Belohnungsfunktion ist demzufolge in
der Lage, das ausgewabhlte Steuerungsziel 211 zu errei-
chen. Durch das derartige Trainieren der Aktionsaus-
wahlregel 209 kann der durch die Trainingsdaten 203
definierte Zustandsraum des Schienenfahrzeugs 201, in
dem verschiedene Zustande des Schienenfahrzeugs
201 angefuhrt sind, durchquert werden, um die optimale
Aktionsauswahlregel 209 zu bestimmen, die eingerichtet
ist, durch Ausfiihrung der entsprechenden Steuerungs-
anweisungen das Schienenfahrzeug 201 in einer opti-
mierten Trajektorie in Zustande zu Uberfihren, die eine
optimale Steuerung 200 und das Erreichen des vorbe-
stimmten objektiven Steuerungsziels 211 gewahrleisten.
[0048] GemalR der gezeigten Ausfiihrungsform wird
zum Trainieren der Aktionsauswahlregel 209 in einem
Verfahrensschritt 109 das objektive Steuerungsziel 211
randomisiert gedndert und geanderte Steuerungsziele
215 generiert. Durch das randomisierte Andern des Steu-
erungsziels 211 kénnen geanderte Steuerungsziele 215
generiert werden, die von den Trainingsdaten 203 ab-
weichen kdnnen.

[0049] Beispielsweise kann das objektive Steuerungs-
ziel 211 durch eine Geschwindigkeitstrajektorie 221 der
Trainingsdaten 203 gebildet sein. Die jeweilige Ge-
schwindigkeitstrajektorie 221 kann hierbei durch die
Sensordaten des Schienenfahrzeugs 201 gestutzt sein,
die wahrend des Verfahrens des Schienenfahrzeugs 201
aufgenommen wurden. Durch Verandern einzelner Wer-
te der Geschwindigkeitstrajektorie 221 kénnen somit ab-
geanderte Geschwindigkeitstrajektorien 221 als abgeéan-
derte Steuerungsziele 215 generiert werden, wobei die
abgednderten Geschwindigkeitstrajektorien 221 nicht
vollstdndig durch die Trainingsdaten 203 gestiitzt sind
und Geschwindigkeitswerte aufweisen, die wahrend des
Verfahrens des Schienenfahrzeugs 201 und der Aufnah-
me der jeweiligen Geschwindigkeitswerte des Schienen-
fahrzeugs 201 abweichen. Durch das Andern der Ge-
schwindigkeitstrajektorie 221 kénnen somit Punkte im
Zustandsraum des Schienenfahrzeugs 201 erreicht wer-
den, fur die keine expliziten Trainingsdaten 203 generiert
wurden.

[0050] Alternativ hierzu kdnnen auch mehrere Steue-
rungsziele 211, 215 beim Training der Aktionsauswahl-
regel 209 beriicksichtigt werden, sodass die Aktionsaus-
wahlregel 209 eingerichtet ist, eine Mehrzahl von Steu-
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erungszielen 211, 215 zu erfillen. Die Steuerungsziele
kénnen hierbei neben der zu erreichenden Endge-
schwindigkeit des Schienenfahrzeugs 201 beispielswei-
se ein Energieverbrauch des Schienenfahrzeugs 201
oder eine maximal zulassige Beschleunigung des Schie-
nenfahrzeugs 201 umfassen, die wahrend der Steuerung
200 des Schienenfahrzeugs 201 zu erfiillen bzw. zu be-
ricksichtigen sind.

[0051] Nach dem Trainieren der Aktionsauswahiregel
209 im Verfahrensschritt 105 wird basierend auf der Aus-
gangs-Aktionsauswahlregel 209 eine entsprechend trai-
nierte Aktionsauswahlregel 213 generiert, die Steue-
rungsanweisungen umfasst, die eingerichtet sind, das
Schienenfahrzeug 201 zu beschleunigen und das Steu-
erungsziel 211 bzw. die abgednderten Steuerungsziele
215 zu erfillen.

[0052] Das Trainieren der Aktionsauswahlregel 209
bzw. das Maximieren der Belohnungsfunktion kann
durch eine trainierte kinstliche Intelligenz, beispielswei-
se durch ein entsprechend trainiertes neuronales Netz,
durchgefiihrt werden. Durch Maximieren der entspre-
chend eingerichteten Belohnungsfunktion kann somit ei-
ne Aktionsauswahlregel 213 generiert werden, die die
entsprechenden Steuerungsziele 211, 215 erfiillt und so-
mit eine optimierte Steuerung 200 des Schienenfahr-
zeugs 201 gewahrleistet.

[0053] FIG 2 zeigt eine schematische Darstellung ei-
nes Schienenfahrzeugs 201 mit einer Steuerung 200
nach einer Ausfiihrungsform.

[0054] Fig. 2 zeigt ein Schienenfahrzeug 201 mit einer
Steuerung 200, wobei die Steuerung 200 eine gemaf
dem erfindungsgemafen Verfahren 100 zum Trainieren
einer Steuerung 200 eines Schienenfahrzeugs 201 trai-
nierte Aktionsauswahlregel 213 umfasst. Das Schienen-
fahrzeug 201 umfasst ferner einen Antrieb 207 und einen
Sensor 223. Uber den Sensor 223 kénnen Sensorwerte
des Antriebs 207 aufgenommen werden, um eine An-
steuerung des Antriebs 207 mittels der Steuerung 200
zu verfolgen. Das Schienenfahrzeug 201 umfasst ferner
eine Planungseinheit 225, die mit der Steuerung 200 ver-
bunden ist. Zur Ansteuerung des Schienenfahrzeugs
201 kann somit die Steuerung 200 von der Planungsein-
heit 225 eine entsprechende Geschwindigkeitstrajekto-
rie 221 empfangen, die einen geplanten Geschwindig-
keitsverlauf des Verfahrens des Schienenfahrzeugs 201
beschreibt. Durch Ausflihren der durch die trainierte Ak-
tionsauswahlregel 213 definierten Steuerungsanweisun-
gen kann somit die Steuerung 200 die entsprechenden
Steuerungsanweisungen ausfiihren, die geeignet sind,
das Schienenfahrzeug 201 gemaR der geplanten Ge-
schwindigkeitstrajektorie 221 der Planungseinheit 225
zu beschleunigen. Die Steuerung 200 des Schienenfahr-
zeugs 201 kann hierbei verschiedene Steuerungsziele
211, 215 beriicksichtigen. Beispielsweise kann das
Schienenfahrzeug 201 unter einem vorbestimmten ma-
ximalen Energieverbrauch angesteuert werden. Alterna-
tiv oder zusatzlich hierzu kann das Schienenfahrzeug
201 unter Berlcksichtigung einer maximal zuldssigen
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Beschleunigung angesteuert werden. Indem die entspre-
chend trainierte Aktionsauswahlregel 213 fur eine Viel-
zahl verschiedener Steuerungsziele 211, 215 entspre-
chende Steuerungsanweisungen umfasst, die geeignet
sind, das Schienenfahrzeug 201 unter Berticksichtigung
der jeweiligen Steuerungsziele 211, 215 anzusteuern,
kénnen wahrend des Betriebs des Schienenfahrzeugs
201 und insbesondere bei bereits installierter Steuerung
200 entsprechende Steuerungsziele 211, 215 abgeéan-
dert werden, die wahrend des Steuerns des Schienen-
fahrzeugs 201 erreicht werden sollen. Eine Anderung der
Steuerung 200 und insbesondere eine Anpassung der
jeweiligen definierten Steuerungsanweisungen ist auf-
grund des Trainings der trainierten Aktionsauswahlregel
213 nicht erforderlich.

[0055] FIG 3 zeigt eine schematische Darstellung ei-
nes Computerprogrammprodukts 300.

[0056] Figur 3 zeigt ein Computerprogrammprodukt
300, umfassend Befehle, die bei der Ausfiihrung des Pro-
gramms durch eine Recheneinheit dieses veranlassen,
das Verfahren 100 nach einer der oben genannten Aus-
fuhrungsformen auszufiihren. Das Computerprogramm-
produkt 300 ist in der gezeigten Ausfihrungsform auf
einem Speichermedium 301 gespeichert. Das Speicher-
medium 301 kann hierbei ein beliebiges aus dem Stand
der Technik bekanntes Speichermedium sein.

[0057] Obwohl die Erfindung im Detail durch das be-
vorzugte Ausfihrungsbeispiel naher illustriert und be-
schrieben wurde, so ist die Erfindung nicht durch die of-
fenbarten Beispiele eingeschrankt und andere Variatio-
nen kdnnen vom Fachmann hieraus abgeleitet werden,
ohne den Schutzumfang der Erfindung zu verlassen, der
durch die Anspriiche definiert ist.

Patentanspriiche

1. Verfahren (100) zum Trainieren einer Steuerung
(200) eines Schienenfahrzeugs (201), umfassend:

- Bereitstellen (101) von Trainingsdaten (203)
basierend auf Sensordaten eines Schienenfahr-
zeugs (201);

- Trainieren (103) eines Surrogat-Modells (205)
des Schienenfahrzeugs (201) basierend aufden
Trainingsdaten (203) bezliglich einer Relation
zwischen einer Ansteuerung eines Antriebs
(207) des Schienenfahrzeugs (201) und einer
resultierenden Geschwindigkeit des Schienen-
fahrzeugs (201);

- Trainieren (105) einer Aktionsauswahlregel
(209) basierend auf den Trainingsdaten (203)
und dem Surrogat-Modell (205) unter Verwen-
dung von maschinellem Lernen und unter Be-
ricksichtigung wenigstens eines objektiven
Steuerungsziels (211), wobei die Aktionsaus-
wahlregel (209) Steuerungsanweisungen zum
Ansteuern des Antriebs (207) des Schienen-
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fahrzeugs (201) umfasst, die eingerichtet sind,
das Schienenfahrzeug (201) aus einem ersten
Geschwindigkeitszustand in einen zweiten Ge-
schwindigkeitszustand zu beschleunigen; und
- Generieren (107) einer trainierten Aktionsaus-
wahlregel (213), wobei die trainierte Aktionsaus-
wahlregel (213) Steuerungsanweisungen um-
fasst, die eingerichtet sind, das Schienenfahr-
zeug (201) zu beschleunigen und das Steue-
rungsziel (211) zu erfillen.

Verfahren (100) nach Anspruch 1, wobei das ma-
schinelle Lernen als bestéarkendes Lernen ausgebil-
det ist.

Verfahren (100) nach Anspruch 1 oder 2, wobei das
Trainieren (105) der Aktionsauswahlregel (209) um-
fasst:

Randomisiertes Abandern (109) des wenigs-
tens einen auf den Trainingsdaten (203) basie-
renden objektiven Steuerungsziels (211) und
Definieren von abgeanderten Steuerungszielen
(215); und

Trainieren der Aktionsauswahlregel (209) in Be-
zug auf Erflllung der abgeanderten Steue-
rungsziele (215).

Verfahren (100) nach Anspruch 3, wobei das Trai-
nieren (105) der Aktionsauswahlregel (209) umfasst:
Maximieren (111) einer Belohnungsfunktion, wobei
die Belohnungsfunktion fiir eine Aktionsauswahlre-
gel (209) maximal ist, die das objektive Steuerungs-
ziel (211) und/oder die abgeanderten Steuerungs-
ziele (215) erfllt.

Verfahren (100) nach Anspruch 4, wobei die Beloh-
nungsfunktion eine Differenz zwischen einem durch
Ausfiihren einer Steuerungsanweisung der Aktions-
auswahlregel (209) erzielten Geschwindigkeitszu-
stand und dem objektiven Steuerungsziel (211)
und/oder den abgeanderten Steuerungszielen (215)
berucksichtigt.

Verfahren (100) nach Anspruch 1 oder 2, wobei das
Trainieren (105) der Aktionsauswahlregel (209) um-
fasst:

Maximieren (111) einer Belohnungsfunktion, wobei
die Belohnungsfunktion fiir eine Aktionsauswahlre-
gel (209) maximal ist, die das objektive Steuerungs-
ziel (211) erfullt.

Verfahren (100) nach Anspruch 6, wobei die Beloh-
nungsfunktion eine Differenz zwischen einem durch
Ausfiihren einer Steuerungsanweisung der Aktions-
auswahlregel (209) erzielten Geschwindigkeitszu-
stand und dem objektiven Steuerungsziel (211) be-
ricksichtigt.
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Verfahren (100) nach einem der Anspriiche 4 bis 7,
wobei das Maximieren (111) der Belohnungsfunkti-
ondurch ein kiinstliches neuronales Netz ausgefiihrt
wird.

Verfahren (100) nach einem der voranstehenden
Anspriiche 3, 4 oder 5, wobei das Steuerungsziel
(211) und/oder die abgeanderten Steuerungsziele
(215) eine Sollgeschwindigkeit des Schienenfahr-
zeugs (201) und/oder einen Sollenergieverbrauch
und/oder eine Sollbeschleunigung und/oder ein ver-
schleiBarmes Beschleunigungs- und/oder Brems-
verhalten umfasst.

Verfahren (100) nach einem der voranstehenden
Anspriiche 6, 7 oder 8, wobei das Steuerungsziel
(211) eine Sollgeschwindigkeit des Schienenfahr-
zeugs (201) und/oder einen Sollenergieverbrauch
und/oder eine Sollbeschleunigung und/oder ein ver-
schleiBarmes Beschleunigungs- und/oder Brems-
verhalten umfasst.

Verfahren (100) nach einem der voranstehenden
Anspriiche, wobeidie Trainingsdaten (203) wahrend
eines Verfahrens des Schienenfahrzeugs (201) auf-
genommen werden und Sensordaten von Zustands-
variablen (217), Steuerungsaktionen (219) und Ge-
schwindigkeitstrajektorien (221) umfassen, wobei
die Zustandsvariablen (217) Geschwindigkeitsda-
ten, Beschleunigungsdaten, Ortsdaten, Spezifikati-
onsdaten des Antriebs und/oder des Schienenfahr-
zeugs (201) umfassen, wobei die Steuerungsaktio-
nen (219) Antriebs- und/oder Bremsbetatigungen
umfassen, und wobei die Geschwindigkeitstrajekto-
rien (221) entsprechende zeitliche Geschwindig-
keitsentwicklungen des Schienenfahrzeugs (201)
beschreiben.

Steuerung (200) fiir ein Schienenfahrzeug (201),
wobei die Steuerung (200) nach einem Verfahren
(100) zum Trainieren einer Steuerung (200) eines
Schienenfahrzeugs (201) nach einem der voranste-
henden Anspriiche 1 bis 11 trainiert ist, und wobei
die Steuerung (200) eingerichtet ist, das Schienen-
fahrzeug (201) unter Ausfiihrung der trainierten Ak-
tionsauswahlregel (213) zu steuern.

Schienenfahrzeug (201) mit einer Steuerung (200)
nach Anspruch 12.

Computerprogrammprodukt (300) umfassend Be-
fehle, die bei der Ausfiihrung des Programms durch
eine Datenverarbeitungseinheit diese veranlassen,
das Verfahren (100) nach einem der voranstehen-
den Anspriiche 1 bis 11 auszufiihren.
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Claims

Method (100) for training a controller (200) of a rail
vehicle (201) including:

- providing (101) training data (203) based on
sensor data for a rail vehicle (201);

- training (103) a surrogate model (205) of the
rail vehicle (201) based on the training data
(203) with respect to a relationship between an
actuation of a drive (207) of the rail vehicle (201)
and a resulting speed of the rail vehicle (201);
- training (105) an action selection rule (209)
based on the training data (203) and the surro-
gate model (205) using machine learning and
taking into account at least one objective control
target (211), wherein the action selection rule
(209) includes control instructions for actuating
the drive (207) of the rail vehicle (201) config-
ured to accelerate the rail vehicle (201) from a
first speed state into a second speed state; and
- generating (107) a trained action selection rule
(213), wherein the trained action selection rule
(213) includes control instructions configured to
accelerate the rail vehicle (201) and to meet the
control target (211).

Method (100) according to claim 1, wherein the ma-
chine learning is embodied as reinforcement learn-

ing.

Method (100) according to claim 1 or 2, wherein the
training (105) of the action selection rule (209) in-
cludes:

randomised modification (109) of the at least
one objective control target (211) based on the
training data (203) and the definition of modified
control targets (215); and

training the action selection rule (209) in terms
of meeting the modified control targets (215).

Method (100) according to claim 3, wherein the train-
ing (105) of the action selection rule (209) includes:
maximising (111) a reward function, wherein the re-
ward function is maximum for an action selection rule
(209) that meets the objective control target (211)
and/or the modified control targets (215).

Method (100) according to claim 4, wherein the re-
ward function takes account of a difference between
a speed state achieved by executing a control in-
struction of the action selection rule (209) and the
objective control target (211) and/or the modified
control targets (215).

Method (100) according to claim 1 or 2, wherein the
training (105) of the action selection rules (209) in-
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cludes: maximising (111) a reward function, wherein
the reward function is maximum for an action selec-
tion rule (209) that meets the objective control target
(211).

Method (100) according to claim 6, wherein the re-
ward function takes into account a difference be-
tween a speed state achieved by executing a control
instruction of the action selection rule (209) and the
objective control target (211).

Method (100) according to one of claims 4 to 7,
wherein the maximisation (111) of the reward func-
tion is executed by an artificial neural network.

Method (100) according to one of the preceding
claims 3, 4 or 5, wherein the control target (211)
and/or the modified control targets (215) include a
target speed of the rail vehicle (201) and/or a target
energy consumption and/or a target acceleration
and/or low-wear acceleration behaviour and/or brak-
ing behaviour.

Method (100) according to one of the preceding
claims 6, 7 or 8, wherein the control target (211) in-
cludes a target speed of the rail vehicle (201) and/or
a target energy consumption and/or a target accel-
eration and/or low-wear acceleration behaviour
and/or braking behaviour.

Method (100) according to one of the preceding
claims, wherein the training data (203) is recorded
while the rail vehicle (201) is moving and includes
sensor data for state variables (217), control actions
(219) and speed trajectories (221), wherein the state
variables (217) include speed data, acceleration da-
ta, location data, specification data for the drive
and/or the rail vehicle (201), wherein the control ac-
tions (219) include drive and/or brake actuations,
and wherein the speed trajectories (221) describe
corresponding temporal speed developments of the
rail vehicle (201).

Controller (200) for a rail vehicle (201), wherein the
controller (200) is trained in accordance with a meth-
od (100) for training a controller (200) of a rail vehicle
(201) according to one of the preceding claims 1 to
11, and wherein the controller (200) is configured to
control the rail vehicle (201) by executing the trained
action selection rule (213).

Rail vehicle (201) with a controller (200) according
to claim 12.

Computer program product (300) including com-
mands which, when the program is executed by a
data processing unit, cause it to execute the method
(100) according to one of the preceding claims 1 to
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11.

Revendications

Procédé (100) d’apprentissage d’un dispositif (200)
de commande d’'un véhicule (201) ferroviaire,
comprenant :

-se procurer (101) des données (203) d’appren-
tissage reposant sur des données de capteur
d’un véhicule (201) ferroviaire ;

- faire subir un apprentissage (103) a un modele
(205) de substitution du véhicule (201) ferroviai-
re sur la base des données (203) d’apprentis-
sage en ce qui concerne une relation entre une
commande d’'un entrainement (207) du véhicule
(201) ferroviaire et une vitesse qui s’ensuit du
véhicule (201) ferroviaire ;

- faire subir un apprentissage (105) a une regle
(209) de sélection d’action sur la base des don-
nées (203) d’apprentissage et du modele (205)
de substitution en utilisant de I'enseignement
automatique et en tenant compte d’au moins
une cible (211) de commande objective, dans
lequel la regle (209) de sélection d’action com-
prend des instructions de commande pour la
commande de I'entrainement (207) du véhicule
(201) ferroviaire, qui sont agencées pour accé-
lérer le véhicule (201) ferroviaire d’'un premier
état de vitesse a un deuxiéme étatde vitesse ; et
- création (107) d’une régle (213) de sélection
d’action ayant subi un apprentissage, dans le-
quel la regle (213) de sélection d’action ayant
subi un apprentissage comprend des instruc-
tions de commande, qui sontagencées pour ac-
célérer le véhicule (201) ferroviaire et satisfaire
la cible (211) de commande.

2. Procédé (100) suivant la revendication 1, dans le-

quel 'apprentissage automatique est constitué sous
la forme d’un apprentissage par renforcement.

Procédé (100) suivant la revendication 1 ou 2, dans
lequel I'apprentissage (105) de la regle (209) de sé-
lection d’action comprend :

modification (109) aléatoire de la cible (211) de
commande objective reposant sur les données
(203) d’apprentissage et définition de cibles
(215) de commande modifiées ;

et

faire subir un apprentissage a la regle (209) de
sélection d’action par rapport a la satisfaction
des cibles (215) de commande modifiées.

4. Procédé (100) suivant la revendication 3, dans le-

quel l'apprentissage (105) de la régle (209) de sé-
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lection d’action comprend :

rendre maximum (111) une fonction de rétribution,
dans lequel la fonction de rétribution est maximum
pour une regle (209) de sélection d’action, qui satis-
fait la cible (211) de commande objective et/ou les
cibles (215) de commande modifiées.

Procédé (100) suivant la revendication 4, dans le-
quel la fonction de rétribution tient compte d’une dif-
férence entre un état de vitesse atteint en exécutant
une instruction de commande de la regle (209) de
sélection d’action et la cible (211) de commande ob-
jective et/ou les cibles (215) de commande modi-
fiées.

Procédé (100) suivant la revendication 1 ou 2, dans
lequel 'apprentissage (105) subi par la regle (209)
de sélection d’action comprend :

rendre maximum (111) une fonction de rétribution,
dans lequel la fonction de rétribution est maximum
pour une regle (209) de sélection d’action, qui satis-
fait la cible (211) de commande objective.

Procédé (100) suivant la revendication 6, dans le-
quel la fonction de rétribution tient compte d’une dif-
férence entre un état de vitesse obtenu en exécutant
une instruction de commande de la regle (209) de
sélection d’action et la cible (211) de commande ob-
jective.

Procédé (100) suivant 'une des revendications 4 a
7, dans lequel on rend maximum (111) la fonction
de rétribution par un réseau neuronal artificiel.

Procédé (100) suivant 'une des revendications 3, 4
ou 5 précédentes, dans lequel la cible (211) de com-
mande et/ou les cibles (215) de commande modi-
fiées comprennent une vitesse de consigne du vé-
hicule (201) ferroviaire et/ou une consommation
d’énergie de consigne et/ou une accélération de con-
signe et/ou un comportement d’accélération et/ou
de freinage avec peu d’usure.

Procédé (100) suivant 'une des revendications 6, 7
ou 8 précédentes, dans lequel la cible (211) de com-
mande comprend une vitesse de consigne du véhi-
cule (201) ferroviaire et/ou une consommation
d’énergie de consigne et/ou une accélération de con-
signe et/ou un comportement en accélération et/ou
en freinage avec peu d’usure.

Procédé (100) suivant I'une des revendications pré-
cédentes, dans lequel on enregistre les données
(203) d’apprentissage pendant un déplacement du
véhicule (201) ferroviaire et des données de capteur
comprennent des variables (217) d’état, des actions
(219) de commande et des trajectoires (221) de vi-
tesse, dans lequel les variables (217) d’état com-
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12.

13.

14.

18

prennentdes données de vitesse, des données d’ac-
célération, des données de localisation, des don-
nées de spécification de I'entrainement et/ou du vé-
hicule (201) ferroviaire, dans lequel les actions (219)
de commande comprennent des actionnements
d’entrainement et/ou de frein, et dans lequel les tra-
jectoires (221) de vitesse décrivent des déroule-
ments de vitesse correspondants dans le temps du
véhicule (201) ferroviaire.

Dispositif (200) de commande d’un véhicule (201)
ferroviaire, dans lequel le dispositif (200) de com-
mande subit un apprentissage par un procédé (100)
d’apprentissage d’un dispositif (200) de commande
d’un véhicule (201) ferroviaire suivant 'une des re-
vendications 1 a 11 précédentes, et dans lequel le
dispositif (200) de commande est agencé pour com-
mander le véhicule (201) ferroviaire en exécutant la
régle (213) de sélection d’action ayant subi un ap-
prentissage.

Véhicule (201) ferroviaire comprenant un dispositif
(200) de commande suivant la revendication 12.

Produit (300) de programme d’ordinateur, compre-
nant des instructions qui, lors de I'exécution du pro-
gramme par une unité de traitement de données, fait
que celle-ci exécute le procédé (100) suivant 'une
des revendications 1 a 11 précédentes.
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