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AUTOMATICALLY RETRAINING A SPEECH RECOGNITION SYSTEM

FIELD OF THE INVENTION

The invention relates generally to speech recognition systems, and relates more

specifically to an approach for automatically retraining a speech recognition system.

BACKGROUND OF THE INVENTION

Most speech recognition systems are “trained” for specific applications or contexts.
Training a speech recognition system generally involves generating a statistical model for a
sample set of speech utterances that are representative of a specific application or context.
The sample set of speech utterances is typically referred to as a “training set.” Generating a
statistical model for a training set involves two fundamental steps. First, measurements are
performed on the training set to generate a body of measurement data for the training set that
specifies attributes and characteristics of the training set. Some training sets require a large
amount of measurement data because of the number and character of speech utterances
contained in the training set. Furthermore, a large amount of measurement data is often
desirable since the accuracy of statistical models generally increases as the amount of
measurement data increases. Human review and confirmation of measurement results is
often employed to improve the accuracy of the measurement data, which can be very labor
intensive and can take a long time.

Once the measurement data has been generated, statistical analysis is performed on
the measurement data to generate statistical model data that defines a statistical model for the
measurement data. The statistical model is a multi-dimensional mathematical representation
derived from the training set.

Once a statistical model has been generated, a received speech utterance is evaluated
against the statistical model in an attempt to match the received speech utterance to a speech
utterance from the training set. Sometimes separate statistical models are used for different

applications and contexts to improve accuracy.
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Statistical models periodically require retraining to account for changes in the
applications or contexts for which the statistical models were originally determined. For
example, a particular application may use new words or subjects that are not represented in
the statistical model for the particular application. As a result, the statistical model méy not
provide a high level of accuracy with respect to the new words or subjects. Retraining allows
the statistical model to reflect the new words or subjects.

Conventional retraining is usually performed in a manual, offline process by
supplementing the training data with the new words or subjects and then rebuilding the
statistical model from the supplemented training data. One problem with this approach is
that manual retraining can be very labor intensive (requiring substantial human supervision)
and take a long time to implement. This means that statistical models cannot be quickly
updated to recognize changes in utterances. Another problem with conventional retraining
techniques is that the amount of measurement data that must be maintained continues to grow
over time as the number and size of training sets increases. As a result, the measurement data
requires an ever increasing amount of system resources, e.g., non-volatile storage such as
disks, to store the data. For speech recognition systems requiring a large number of statistical
models, e.g., for different applications, different users, or different subject matter, the amount
of measurement data can be enormous.

Yet another problem with conventional retraining approaches is that new
measurement data is often not adequately represented in statistical models. This occurs, for
example, during retraining when a relatively small amount of new measurement data is
processed with a relatively larger amount of prior measurement data to generate new
statistical model data. The relatively larger amount of prior measurement data tends to dilute
the effect of the relatively smaller amount of new measurement data. As a result, speech
utterances associated with the new measurement data may not be adequately represented in

the new statistical model data, resulting in a lower level of accuracy.
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Based on the foregoing, there is a need for an approach for retraining speech
recognition systems that avoids the limitations in the prior approaches.

There is a particular need for a computer-implemented approach for automatically
retraining a speech recognitioh system that requires a reduced amount of human supervision.
There is also a need for an approach for retraining a speech recognition system that reduces
the amount of prior measurement data that must be maintained.

There is a further need for a retraining approach that addresses the problem of new

measurement data dilution.
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SUMMARY OF THE INVENTION

The foregoing needs, and other needs and objects that will become apparent from the
following description, are achieved by the present invention, which comprises, in one aspect,
a method for automatically retraining a speech recognition system. According to the method,
prior measurement data that was determined for a prior set of speech utterances is retrieved.
New measurement data is determined for a new set of speech utterances. A weighting factor
is applied to the new measurement data to generate weighted new measurement data. New
statistical model data is generated using the prior measurement data and the weighted new
measurement data.

According to another aspect, a method is provided for automatically retraining a
speech recognition system. Prior measurement data that was determined for a prior set of
speech utterances is retrieved. New measurement data is determined for a new set of speech
utterances. A weighting factor is applied to the prior measurement data to generate weighted
prior measurement data. New statistical model data is generated using the weighted prior
measurement data and the new measurement data.

According to another aspect, a method is provided for automatically retraining a
speech recognition system. A first set of speech utterances is retrieved. Then, first
measurement data is determined for the first set of speech utterances. First statistical model
data is determined based upon the first measurement data. A statistical model is determined
based upon the first statistical model data. A second set of speech utterances is retrieved.
Second measurement data is determined for the second set of speech utterances. Second
statistical model data is determined based upon the second measurement data. Finally, an
updated statistical model is determined using the first statistical model data and the second
statistical model data and without using either the first measurement data or the second
measurement data.

According to another aspect a speech recognition system comprises a storage medium

and a retraining mechanism communicatively coupled to the storage medium. The retraining
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mechanism is configured to retrieve prior measurement data determined for a prior set of
speech utterances from the storage medium. The retraining mechanism is also configured to
determine new measurement data for a new set of speech utterances. The retraining
mechanism is further configured to apply a weighting factor to the new measurement data to
generate weighted new measurement data. The retraining mechanism is configured to
generate new statistical model data using the prior measurement data and the weighted new

measurement data.
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BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments are illustrated by way of example, and not by way of limitation, in the
figures of the accompanying drawings in which like reference numerals refer to similar
elements and in which:

FIG. 1 is a block diagram of a system for retraining a speech recognition system
according to an embodiment.

FIG. 2A is a flow diagram of a conventional approach for retraining a speech
recognition system.

FIG. 2B is a flow diagram of a process of performing retraining using variable
weighting according to an embodiment.

FIG. 2C is a flow diagram of a process of performing retraining using variable
weighting according to another embodiment.

FIG. 3A is a graph illustrating a variable weighting factor determined according to an
embodiment.

FIG. 3B is a graph illustrating a variable weighting factor determined according to
another embodiment.

FIG. 4 is a flow diagram of a process for retraining a speech recognition system using
variable weighting.

FIG. 5 is a flow diagram of a process for retraining a speech recognition system using
incremental retraining.

FIG. 6 is a block diagram of a computer system on which embodiments may be

implemented.
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DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT

In the following description, for the purposes of explanation, specific details are set
forth in order to provide a thorough understanding of the invention. However, it will be
apparent that the invention may be practiced without these specific details. In some
instances, well-known structures and devices are depicted in block diagram form in order to
avoid unnecessarily obscuring the invention.

Various aspects and features of example embodiments are described in more detail in
the following sections: (1) introduction; (2) system overview; (3) retraining using variable

weighting; (4) incremental retraining; and (5) implementation mechanisms.

1. INTRODUCTION

An approach for automatically retraining a speech recognition system is described. In
general, variable weighting is used to change the relative influence of new measurement data
on statistical model data. In addition, an incremental retraining approach is employed to
reduce the amount of prior measurement data that must be maintained and processed by
reusing prior statistical model data. Incremental retraining may also be implemented in

combination with variable weighting.

2. SYSTEM OVERVIEW

FIG. 1 illustrates a system 100 used herein to describe various aspects and features of
the invention. System 100 includes an application 102 that interacts with a speech
recognition system (SRS) 104. Application 102 is any entity that uses the speech recognition
services of SRS ‘104. Examples of application 102 include, but are not limited to, a voice-
activated system or a telephone-based service. Application 102 is communicatively coupled
to SRS 104 via a link 106.

SRS 104 includes a recognizer 108, a non-volatile storage 110, such as one or more
disks, containing measurement data 112, a non-volatile storage 114, containing statistical

model data 116 and a retrainer 118. Recognizer 108 is communicatively coupled to non-
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volatile storage 110 via link 120. Recognizer 108 is communicatively coupled to non-
volatile storage 114 via link 122. Retrainer 118 is communicatively coupled to non-volatile
storage 110 via link 124. Retrainer 118 is communicativeiy coupled to non-volatile storage
114 via link 126. Links 106, 120, 122, 124 and 126 may be implemented using any
mechanism to provide for the exchange of data between their respective connected entities.
Exarhples of links 106, 126, 122, 124 and 126 include, but are not limited to, network
connections, wires, fiber-optic links and wireless communications links.

Recognizer 108 is a mechanism that is configured to analyze and match received
speech utterances to known speech utterances based upon statistical model data 116.
Statistical model data 116 defines characteristics or attributes of known speech utterances.
Statistical model data 116 is generated by performing one or more statistical analyses of
measurement data 112 that is obtained from measurémenﬁ performed on known speech
utterances. To analyze received speech utterances, characteristics of the received speech
utterances are determined and compared to the statistical model data 116 to determine
specific known speech utterances that match the received speech utterances. Recognizer 108
may be implemented as any type of recognizer and embodiments are not limited to a
particular type of recognizer.

According to an embodiment of the invention, retrainer 118 provides automatic
retraining of SRS 104. Specifically, retrainer 118 automatically updates statistical model
data 116 to reflect changes made to measurement daté 112 according to the variable
weighting and incremental retraining approaches described in more detail herein. Changes to
measurement data 112 may include changes to existing data contained in measurement data
112 or may include new data added to measurement data 112. According to one
embodiment, retrainer 118 may select a subset of measurement data 112 for updating
statistical model data 116 based upon a set of measurement data selection criteria. This

subset consists of those utterances which are likely to have been recognized correctly by
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recognizer 108, and therefore the output of recognizer 108 may be used for training instead of
a manual transcription.
The invention is not limited to any particular measurement data selection criteria and

may include, for example, confidence scores or measurements, confirmation data, or any

‘other data that is useful in selecting a subset of measurement data 112 for retraining. The

selection of a subset of measurement data 112 for retraining may also be performed external
to retrainer 118, for example by a separate filtering mechanism, or by recognizer 108.

SRS 104 may include other components not illustrated and described herein so as to
not obscure the various aspects and features of the invention. For example, SRS 104 may
include various software development tools and application testing tools available to aid in
the development process. One such tool is a commercially-available package of reusable

™

software modules known as DialogModules™, provided by Speechworks International, Inc.

of Boston, Massachusetts.

3. RETRAINING USING VARIABLE WEIGHTING

According to one embodiment, an approach referred to herein as “variable
weighting” is used during retraining to change the relative influence of particular
measurement data to be reflected in a statistical model. For purposes of explanation, the
variable weighting approach is described in the context of building new statistical
measurement model data based upon both prior measurement data and new measurement
data. As used herein, the term “prior measurement data” refers to measurement data
determined from measurements performed on a prior set of speech utterances and upon which
a current statistical model data is based. Furthermore, as used herein, the term “new
measurement data” refers to measurement data determined from measurements performed on
a new set of speech utterances which, when combined with prior measurement data, is used

to determine the new statistical model data.
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The variable weighting approach allows statistical model data to reflect recent
changes in measurement data, while compensating for differences in the amount of new
measurement data compared to prior measurement data. For example, in some situations, the
amount of data in prior measurement data may be many times the amount of data in ne;v
measurement data. In these situations, when the prior measurement data and the new
measurement data are combined and then analyzed to determine new statistical model data,
the effect of the new measurement data may be diluted by the prior measurement data. As a
result, speech utterances represented by the new measurement data may not be adequately
represented in the new statistical model data. This under-representation can result in reduced
accuracy for the new speech utterances.

Variable weighting may be applied to any data to be reflected in a statistical model
and the invention is not limited to applying variable weighting to any particular data. For
example, variable weighting may be applied to either prior measurement data or new
measurement data. When applied to the prior measurement data, variable weighting has the
effect of changing the influence of prior measurement data relative to new measurement data.
When applied to new measurement data, variable weighting has the effect of changing the
relative influence of the new measurement data relative to prior measurement data.

The variable weighting approach for retraining statistical model data is now described
with reference to FIGS. 2A-2C. FIG. 2A is a flow diagram 200 that illustrates a conventional
retraining approach for updating statistical model data in a speech recognition system. Prior
measurement data 202 and new measurement data 204 are combined and processed using
statistical analysis to generate new statistical model data 206. New statistical model data 206
defines attributes and characteristics of speech utterances that prior measurement data 202
and new measurement data 204 are based upon. It should be noted that the “+” symbol used
in FIGS. 2A-2C is used to represent any type of combining and is not limited to a simple

addition.
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FIG. 2B is a flow diagram 208 that illustrates an approach for retraining a speech
recognition system using variable weighting according to an embodiment. Prior
measurement data 202 is first weighted using a weighting factor 210 to generate weighted
prior measurement data 212. Weighting factor 210 may cause prior measurement data 202 to
have a relatively lesser or a relatively greater influence on new statistical model data 214.
Weighted prior measurement data 212 is then combined with new measurement data 204 and
processed using statistical analysis to generate new statistical model data 214.

FIG. 2C is a flow diagram 216 that illustrates an approach for retraining a speech
recognition system using variable weighting according to an embodiment. New
measurement data 204 is weighted using a weighting factor 218 to generate weighted new
measurement data 220. Weighting factor 218 may cause new measurement data 204 to have
arelatively lesser or a relatively greater influence on new statistical model data 222.
Weighted new measurement data 220 is then combined with prior measurement data 202 and
processed using statistical analysis to generate new statistical model data 222.

Weighting factors 210, 218 may be the same or different and the approaches
illustrated in FIGS. 2B and 2C may result in new statistical model data 214 being
mathematically equivalent to new statistical model data 222. In addition, weighting factors
210, 218 may be constant, or may vary, linearly or non-linearly, depending upon specified
weighting criteria. According to one embodiment, the weighting criteria specifies a constant.
In this situation, weighting factors 210, 218 are constants applied to prior measurement data
202 and new measurement data 204, respectively, regardless of the amount of data contained
in prior measurement data 202 and new measurement data 204.

According to another embodiment, the weighting criteria accounts for the ambunt of
data contained in prior measurement data 202 and new measurement data 204. For example,
referring to a graph 300 of FIG. 3A, line 302 illustrates how the magnitude of weighting
factor 218, represented by axis 304, varies with the amount of data contained in prior

measurement data 202, represented by axis 306. Specifically, weighting factor 218 increases
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(non-linearly) as the amount of data in prior measurement data 202 increases. This approach
increases the relative influence of new measurement data 204 on new statistical model data
222 as the amount of data in prior measurement data 202 increases.

According to another embodiment, weighting criteria accounts for a ratio of the
amount of data in prior measurement data 202 to the amount of data in new measurement
data 204, respectively. For example, referring to a graph 310 of FIG. 3B, line 312 illustrates
how the magnitude of weighting factor 218, represented by axis 314, varies with the ratio of
the amount of data in prior measurement data 202 to the amount of data in new measurement
data 204, represented by axis 316. According to this approach, weighting factor 218
increases as the ratio of data in prior measurement data 202 to data in new measurement data
204 increases to compensate for a relatively larger amount of prior measurement data 202.

Many other types of weighting criteria may be used. For example, the weighting
criteria may specify certain weighting factors for certain subjects. Thus, if the new set of
speech utterances relates to subject A, then weighting factor A is applied. If the new set of
speech utterances relates to subject B, then weighting factor B is applied. This is particularly
useful, for example, when new speech utterances that pertain to particular subjects are known
to be more or less susceptible to statistical dilution.

FIG. 4 is a flow diagram 400 that illustrates an approach for retraining a speech
recognition system using variable weighting gccording to an embodiment. After starting in
step 402, in step 404, prior measurement data 202 is retrieved. In step 406, new
measurement data is retrieved 204. Prior measurement data 202 and new measurement data
204 are typically retrieved from non-volatile storage such as a disk.

In step 408, a determination is made whether weighting factor 210, 218 is to be
applied to new measurement data 204. If so, then in step 410, weighting factor 218, as
determined by specified weighting criteria, is applied to new measurement data 204 to

generate weighted new measurement data 220. Then, in step 412, new statistical model data
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222 is determined based upon prior measurement data 202 and weighted new measurement
data 220.

If in step 408, a determination is made that weighting factor 210, 218 is not to be
applied to new measurement data 204, then in step 414, weighting factor 210 is applied to
prior measurement data 202 to generate weighted prior measurement data 212. Then, in step
416, new statistical model data 214 is determined based upon weighted prior measurement
data 212 and new measurement data 204. The process is then complete in step 418. As
previously described herein, the weighting factor may be applied to either prior measurement
data or new measurement data depending upon the requirements of a particular application

and may be mathematically equivalent depending upon the weighting factors used.

4. INCREMENTAL RETRAINING

In general, incremental retraining is an approach for retraining a speech recognition
system by updating a statistical model using prior statistical model data to reduce the amount
of prior measurement data and prior speech utterance data that must be maintained and
processed. According to one embodiment, when a statistical model needs to be updated to
reflect characteristics and attributes of new speech utterances, measurements are performed
on the new speech utterances to generate new measurement data. New statistical model data
is then generated from the new measurement data by performing statistical analysis only on
the new measurement data. Then the prior statistical model data and the new statistical
model data are processed together to generate the new statistical model. At this point, the
new speech utterance data, i.e., the waveform data for the new speech utterances, is not
needed and may be discarded.

This approach differs substantially from conventional retraining approaches that
combine prior speech utterances with the new speech utterances, generate measurement data
for the combined speech utterances and then perform statistical analysis on all of the

measurement data to generate new statistical model data. Incremental retraining may be used
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with any type of statistical model data and embodiments of the invention are not limited to
any particular type of statistical model data.

As an example of incremental training, suppose that measurements are performed on
an initial set of speech utterances. Specifically, N number of measurements are performed on
a set of one or more initial speech utterances. Then, the mean and variance of the N number

of measurements is determined for the set of one or more initial speech utterances as follows:

MU+ M2+ . MN
N

(M1-Mean)'+(M 2—Mean)’ +..(MN —Mean)’
N

Mean =

Variance=

The N number of measurements are then processed using statistical analysis to
generate initial statistical model! data for the set of one or more initial speech utterances.
When a set of one or more new speech utterances is to be reflected in the statistical model,
first N’ number of measurements are performed on only the set of one or more new speech
utterances to generate new measurement data. Then, statistical analysis is performed on the
new measurement data to generate new statistical model data. A new statistical model is then
generated from the initial statistical model data and the new statistical model data without
having to repeat the. measurements on the set of one or more initial speech utterances or
repeat the statistical analysis on the initial measurement data. Thus, the initial speech
utterances, i.e., the wave form data, and the initial measurement data, do not have to be
maintained and can be discarded.

The incremental training approach is applicable to statistical models that include
separate statistical data for each speech utterance that the statistical models are built upon. In
addition, the incremental training approach is applicable to statistical models that include

cumulative statistical data for each speech utterance that the statistical models are built upon.
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For this situation, the cumulative statistical data is updated to account for statistical results
determined for new speech utterances.

FIG. 5 is a flow diagram 500 that illustrates an approach for retraining a speech
recognition system using incremental retraining according to an embodiment. After starting
in step 502, in step 506, measurements are retrieved for the initial body of speech utterances.
In step 508, initial statistical model data is determined based upon the initial measurement
data. In step 512, measurements are retrieved for the body of new speech utterances. In step
514, new statistical data is determined based upon the new measurement data. In step 516, a
new statistical model is determined based upon both the initial statistical model data and the
new statistical model data without having to remeasure the initial body of speech utterances
or having to regenerate the initial statistical model data. Thus, the utterance data, i.e., the
waveform data, does not have to be maintained and can be discarded. The process is
complete in step 518.

Retraining of a speech recognition system may be performed using both the
incremental retraining and variable weighting approaches described herein. Specifically, the
relative influence of the initial statistical model data or the new statistical model data may be
changed by applying a weighting factor thereto as previously described herein.

It should be noted that although various embodiments may have been described
herein in the context of specific types of measurement data, the invention is not limited to
any particular type of measurement data and may be used with any type of measurement data.
Furthermore, although various embodiments may have been described herein in the context
of specific statistical analysis data and processes, the invention is not limited to any particular
statistical analysis data and processes and may be used with any statistical analysis data and

processes.
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3. IMPLEMENTATION MECHANISMS

A. OVERVIEW

The approach described herein for automaticaily retraining a speech recognition
system may be implemented in computer software, in hardware circuitry, or as a combination
of computer software and hardware circuitry. Accordingly, the invention is not limited to a
particular computer software or hardware circuitry implementation. For example, the
approach may be implemented in retrainer 118 as part of speech recognition system 104.
Alternatively, the approach may be implemented as part of recognizer 108. As another
example, the approach may be implemented as a stand-alone mechanism that is periodically
used to update statistical model data 116 to accurately reflect measurement data 112. The
approach may be implemented with any type of speech recognition system, for example a

telephone-based interactive speech recognition system.

B. EXAMPLE IMPLEMENTATION HARDWARE

FIG. 6 is a block diagram that illustrates an example computer system 600 upon which
an embodiment of the invention may be implemented. Computer system 600 includes a bus
602 or other communication mechanism for communicating information, and a processor 604
coupled with bus 602 for processing information. Computer system 600 also includes a main
memory 606, such as a random access memory (RAM) or other dynamic storage device,
coupled to bus 602 for storing information and instructions to be executed by processor 604.
Main memory 606 also may be used for storing temporary variables or other intermediate
information during execution of instructions to be executed by processor 604. Computer
system 600 further includes a read only memory (ROM) 608 or other static storage device
coupled to bus 602 for storing static information and instructions for processor 604. A storage
device 610, such as a magnetic disk or optical disk, is provided and coupled to bus 602 .for

storing information and instructions.
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Computer system 600 may be coupled via bus 602 to a display 612, such as a cathode
ray tube (CRT), for displaying information to a computer user. An input device 614, including
alphanumeric and other keys, is coupled to bus 602 for communicating information and
command selections to processor 604. Another type of user input device is cursor control 616,
such as a mouse, a trackball, or cursor direction keys for communicating direction information
and command selections to processor 604 and for controlling cursor movement on display 612.
This input device typically has two degrees of freedom in two axes, a first axis (e.g., x) and a
second axis (e.g., y), that allows the device to specify positions in a plane.

The invention is related to the use of computer system 600 for automatically
retraining a speech recognition system. According to one embodiment of the invention, the
retraining of a speech recognition system is provided by computer system 600 in response to
processor 604 executing one or more sequences of one or more instructions contained in
main memory 606. Such instructions may be read into main memory 606 from another
computer-readable medium, such as storage device 610. Execution of the sequences of
instructions contained in main memory 606 causes processor 604 to perform the process
steps described herein. One or more processors in a multi-processing arrangement may also
be employed to execute the sequences of instructions contained in main memory 606. In
altefnative embodiments, hard-wired circuitry may be used in place of or in combination with
software instructions to implement the invention. Thus, embodiments of the invention are
not limited to any specific combination of hardware cifcuitry and software.

The term “computer-readable medium” as used herein refers to any medium that
participates in providing instructions to processor 604 for execution. Such 2 medium may take
many forms, including but not limited to, non-volatile media, volatile media, and transmission
media. Non-volatile media includes, for example, optical or magnetic disks, such as storage
device 610. Volatile media includes dynamic memory, such as main memory 606.
Transmission media includes coaxial cables, copper wire and fiber optics, including the wires

that comprise bus 602. Transmission media can also take the form of acoustic or light waves,
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such as those generated during radio wave and infrared data communications.

Common forms of computer-readable media include, for example, a floppy disk, a
flexible disk, hard disk, magnetic tape, or any other magnetic medium, a CD-ROM, any other
optical medium, punch cards, paper tape, any other physical medium with patterns of holes, a
RAM, a PROM, and EPROM, a FLASH-EPROM, any other memory chip or cartridge, a
carrier wave as described hereinafter, or any other medium from which a computer can read.

Various forms of computer readable media may be involved in carrying one or more
sequences of one or more instructions to processor 604 for execution. For example, the
instructions may initially be carried on a magnetic disk of a remote computer. The remote
computer can load the instructions into its dynamic memory and send the instructions over a
telephone line using a modem. A modem local to computer system 600 can receive the data on
the telephone line and use an infrared transmitter to convert the data to an infrared signal. An
infrared detector coupled to bus 602 can receive the data carried in the infrared signal and place
the data on bus 602. Bus 602 carries the data to main memory 606, from which processor 604
retrieves and executes the instructions. The instructions received by main memory 606 may
optionally be stored on storage device 610 either before or after execution by processor 604.

Computer system 600 also includes a communication interface 618 coupled to bus
602. Communication interface 618 provides a two-way data communication coupling to a
network link 620 that is connected to a local network 622. For example, communication
interface 618 may be an integrated services digital network (ISDN) card or a modem to
provide a data communication connection to a correspénding type of telephone line. As
another example, communication interface 618 may be a local area network (LAN) card to
provide a data communication connection to a compatible LAN. Wireless links may also be
implemented. In any such implementation, communication interface 618 sends and receives
electrical, electromagnetic or optical sigﬁals that carry digital data streams representing

various types of information.
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Network link 620 typically provides data communication through one or more
networks to other data devices. For example, network link 620 may provide a connection
through local network 622 to a host computer 624 or to data equipment operated by an
Internet Service Provider (ISP) 626. ISP 626 in turn provides data communication services
through the world wide packet data communication network now commonly referred to as
the “Internet” 628. Local network 622 and Internet 628 both use electrical, electromagnetic
or optical signals that carry digital data streams. The signals through the various networks
and the signals on network link 620 and through communication interface 618, which carry
the digital data to and from computer system 600, are exemplary forms of carrier waves
transporting the information. |

Computer system 600 can send messages and receive data, including program code,

through the network(s), network link 620 and communication interface 618. In the Internet

“example, a server 630 might transmit a requested code for an application program through

Internet 628, ISP 626, local network 622 and communication interface 618. In accordance
with the invention, one such downloaded application provides for automatically retraining a
speech recognition system as described herein.

The received code may be executed by processor 604 as it is received, and/or stored
in storage device 610, or other non-volatile storage for later execution. In this manner,
computer system 600 may obtain application code in the form of a carrier wave.

The approach deséribed in this document for automatically retraining a speech
recognition system provides several advantages over prior retraining approaches. In
particular, the computer-based implementation described herein reduces the amount of
human resources, e.g., human supervision, required to retrain a speech recognition system.
This provides the benefit of being able to quickly retrain a speech recognition system to
recognize a new set of utterances or changes to existing utterances. Variable weighting
allows the relative influence of particular measurement data to be changed, providing more

flexible retraining, particularly when a small amount of new measurement data is to be
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included in a new statistical model. In addition, incremental training reduces the amount of
prior utterance data, i.e., wave form data, and measurement data that must be maintained by
using prior statistical data associated with the prior measurement data.
In the foregoing specification, particular embodiments have been described. It will,
however, be evident that various modifications and changes may be made thereto without
departing from the broader spirit and scope of the invention. The specification and drawings

are, accordingly, to be regarded in an illustrative rather than a restrictive sense.
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CLAIMS
What is claimed is:
1. A method for automatically retraining a telephone-based interactive speech

recognition system, the method comprising the computer-implemented steps of:

selecting a portion of prior measurement data for a prior set of speech utterances
based upon a set of measurement data selection criteria;

retrieving the portion of prior measurement data;

determining new measurement data for a new set of speech utterances;

applying a weighting factor to the new measurement data to generate weighted new
measurement data; and

generating new statistical model data using the portion of prior measurement data and

the weighted new measurement data.

2. A method as recited in Claim 1, further comprising determining the weighting factor

based upon weighting criteria.

3. A method as recited in Claim 2, wherein
the weighting criteria includes an amount of data contained in the portion of prior
measurement data, and
the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon an amount of data contained in

the portion of prior measurement data.
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4, A method as recited in Claim 2, wherein

the weighting criteria includes a ratio of an amount of data contained in the portion of
prior measurement data to an amount of data contained in the new
measurement data, and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon a ratio of an amount of data
contained in the portion of prior measurement data to an amount of data

contained in the new measurement data.

5. A method as recited in Claim 4, wherein
the measurement data selection criteria includes a confidence that a particular
utterance was correctly recognized, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

6. A method as recited in Claim 4, wherein
the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition result of a particular utterance

was confirmed by a user.
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7. A method as recited in Claim 2, wherein
the weighting criteria includes the subject matter of the new set of speech utterances,
and
the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon the subject matter of the new set

of speech utterances.

8. A method as recited in Claim 1, wherein
the measurement data selection criteria includes a confidence that a particular
utterance was correctly recognized, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

9. A method as recited in Claim 1, wherein
the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition result of a particular utterance

was confirmed by a user.

10. A method for automatically retraining a telephone-based interactive speech

recognition system, the method comprising the computer-implemented steps of:
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24-

selecting a portion of prior measurement data for a prior set of speech utterances
based upon a set of measurement data selection criteria;

retrieving the portion of prior measurement data ;

determining new measurement data for a new set of speech utterances;

applying a weighting factor to the portion of prior measurement data to generate
weighted prior measurement data; and

generating and storing new statistical model data using the weighted prior

measurement data and the new measurement data.

A method as recited in Claim 10, further comprising determining the weighting factor

based upon weighting criteria.

A method as recited in Claim 11, wherein

the weighting criteria includes an amount of data contained in the portion of prior
measurement data, and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon an amount of data contained in

the portion of prior measurement data.

A method as recited in Claim‘ll, wherein

the weighting criteria includes a ratio of an amount of data contained in the portion of
prior measurement data to an amount of data contained in the new
measurement data, and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon a ratio of an amount of data
contained in the portion of prior measurement data to an amount of data

contained in the new measurement data.
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14, A method as recited in Claim 13, wherein
the measurement data selection criteria includes a confidence that a particular
utterance was correctly recognized, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

15. A method as recited in Claim 13, wherein
the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition result of a particular utterance

was confirmed by a user.

16. A method as recited in Claim 11, wherein
the weighting criteria includes the subject matter of the new set of speech utterances,

and
the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon the subject matter of the new set

of speech utterances.
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17. A method as recited in Claim 10, wherein
the measurement data selection criteria includes a confidence that a particular
utterance was correctly recognized, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

18. A method as recited in Claim 10, wherein
the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition resullt of a particular utterance

was confirmed by a user.

19. A method for automatically retraining a telephone-based interactive speech
recognition system, the method comprising the computér—implemented steps of:
determining first measurement data for a first set of speech utterances;
determining first statistical model data based upon the first measurement data;
determining a statistical model based upon the first statistical model data;
determining second measurement data for a second set of speech utterances;
determining second statistical model data based upon the second measurement data;

and
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27-

determining an updated statistical model using the first statistical model data and the
second statistical model data without using either the first measurement data

or the second measurement data.

A method as recited in Claim 19, wherein:

the step of determining first statistical model data includes determining first mean
data and first variance data,

the step of determining second statistical model data includes determining second
mean data and second variance data,

the step of determining an updated statistical model includes
determining third mean data based upon the first mean data and the second

mean data, and

determining third variance data based upon the first variance data and the

second variance data.

A method as recited in Claim 19, wherein:

the step of determining first statistical model data includes determining first mean
data and determining weighted first variance data by applying a weighting
factor to first variance data,

the step of determining second statistical model data includes deteﬁnining second
mean data and second variaﬁce data, |

the step of determining an updated statistical model includes
determining third mean data based upon the first mean data and the second

mean data, and

determining third variance data based upon the weighted first variance data

and the second variance data.



10
11

O 00 NN

WO 01/63596 PCT/US01/05713

22.

23.

24.

~28-

A method as recited in Claim 19, wherein:

the step of determining first statistical model data includes determining first mean
data and first variance data,

the step of determining second statistical model data includes determining second
mean data and determining weighted second variance data by applying a
weighting factor to second variance data,

the step of determining an updated statistical model includes
determining third mean data based upon the first mean data and the second

mean data, and

determining third variance data based upon the first variance data and the

weighted second variance data.

A method as recited in Claim 19, further comprising dynamically storing the first
measurement data and the second measurement data on a storage medium
substantially as the first measurement data and the second measurement data are

determined.

A computer-readable medium carrying one or more sequences of one or more
instructions for automatically retraining a telephone-based interactive speech
recognition system, the one or more sequences of one or more instructions including

instructions which, when executed by one or more processors, cause the one or more

‘processors to perform the steps of:

selecting a portion of prior measurement data for a prior set of speech utterances
based upon a set of measurement data selection criteria;
retrieving the portion of prior measurement data ;

determining new measurement data for a new set of speech utterances;
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applying a weighting factor to the new measurement data to generate weighted new
measurement data; and
generating new statistical model data using the portion of prior measurement data and

the weighted new measurement data.

A computer-readable medium as recited in Claim 24, further comprising instructions
which, when executed by the one or more processors, cause the one or more

processors to determine the weighting factor based upon weighiting criteria.

A computer-readable medium as recited in Claim 25, wherein

the weighting criteria includes an amount of data contained in the portion of prior
measurement data, and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon an amount of data contained in

the portion of prior measurement data.

A computer-readable medium as recited in Claim 25, wherein ‘

the weighting criteria includes a ratio of an amount of data contained in the portion of
prior measurement data to an amount of data contained in the new
measurement data, and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon a ratio of an amount of data
contained in the portion of prior measurement data to an amount of data

contained in the new measurement data.
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28. A computer-readable medium as recited in Claim 27, wherein
the measurement data selection criteria includes a confidence that a particular
utterance was correctly recognized, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

29. A computer-readable medium as recited in Claim 27, wherein
the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition result of a particular utterance

was confirmed by a user.

30. A computer-readable medium as recited in Claim 25, wherein
the weighting criteria includes the subject matter of the new set of speech utterances,

and
the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon the subject matter of the new set

of speech utterances.
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31. A method as recited in Claim 24, wherein

the measurement data selection criteria includes a confidence that a particular
utterance was correctly recognized, and

the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

32. A computer-readable medium as recited in Claim 24, wherein
the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and
the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition result of a particular utterance

was confirmed by a user.

33.  Atelephone-based interactive speech recognition system comprising:

a storage medium; and

a retraining mechanism communicatively coupled to the storage medium, wherein the

retraining mechanism is configured to

select a portion of prior measurement data for a prior set of speech utterances
based upon a set of measurement data selection criteria;

retrieve the portion of prior measurement data from the storage medium;

determine new measurement data for a new set of speech utterances;
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apply a weighting factor to the new measurement data to generate weighted
new measurement data; and
generate new statistical model data using the portion of prior measurement

data and the weighted new measurement data.

34.  Atelephone-based interactive speech recognition system as recited in Claim 33,
wherein the retraining mechanism is further configured to determine the weighting

factor based upon weighting criteria.

35.  Atelephone-based interactive speech recognition system as recited in Claim 34,
wherein
the weighting criteria includes an amount of data contained in the portion of prior
measurement data, and
the retraining mechanism is further configured to determine the weighting factor
based upon weighting criteria includes determining the weighting factor based

upon an amount of data contained in the portion of prior measurement data.

36. A telephone-based interactive speech recognition system as recited in Claim 34,

wherein

the weighting criteria includes a ratio of an amount of data contained in the portion of
prior measurement data to an amount of data contained in the new
measurement data, and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon a ratio of an amount of data
contained in the portion of prior measurement data to an amount of data

contained in the new measurement data.
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39.
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A telephone-based interactive speech recognition system as recited in Claim 34,

wherein

the weighting criteria includes the subject matter of the new set of speech utterances,
and

the step of determining the weighting factor based upon weighting criteria includes
determining the weighting factor based upon the subject matter of the new set

of speech utterances.

A telephone-based interactive speech recognition system as recited in Claim 33,

wherein

the measurement data selection criteria includes a confidence that a ;;articular
utterance was correctly recognized, and

the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon the confidence that the particular utterance was

correctly recognized.

A telephone-based interactive speech recognition system as recited in Claim 33,

wherein ‘

the measurement data selection criteria includes whether a recognition result of a
particular utterance was confirmed by a user, and

the step of selecting a portion of prior measurement data for a prior set of speech
utterances based upon a set of measurement data selection criteria includes
selecting a portion of prior measurement data for a prior set of speech
utterances based upon whether a recognition result of a particular utterance

was confirmed by a user.
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40. A telephone-based interactive speech recognition system comprising:

41.

a storage medium; and
a retraining mechanism communicatively coupled to the storage medium, wherein the
retraining mechanism is configured to
retrieve a first set of speech utterances from the storage medium;
determine first measurement data for the first set of speech utterances;
determine first statistical model data based upon the first measurement data;
determine a statistical model based upon the first statistical model data;
retrieve a second set of speech utterances from the storage medium;
determine second measurement data for the second set of speech utterances;
determine second statistical model data based upon the second measurement
data; and
determine an updated statistical model using the first statistical model data and
the second statistical model data and without using either the first

measurement data or the second measurement data.

A telephone-based interactive speech recognition system as recited in Claim 40,

wherein the retraining mechanism is further configured to:

determine first mean data and first variance data,

determine second mean data and second variance data,

determine third mean data based upon the first mean data and the second mean data,
and

determine third variance data based upon the first variance data and the second

variance data.



WO 01/63596

PCT/US01/05713

177

FIG. 1 10\:

APPLICATION 102

—~-106
SPEECH RECOGNITION SYSTEM
| 104

RECOGNIZER [~108 | RETRAINER |~118

122 124~
MEASUREMENT 112 STATISTICAL H-116
DATA MODEL DATA

110 114

S

UBSTITUTE SHEET (RULE 26)



PCT/US01/05713

WO 01/63596

vl 702 L 0Lz 202
v.LvYQ 13A0N Y1¥Q m HOLOVA v.1va
WOUSIYLS | < | IN3W3dNSvaw | + ooy | * | LNINIHNSYIN
M3N M3N _ | ¥ORId
A a7 DIA
80¢
@omj vom/ Nomj
v.1v¥Q T300W v1va V1vQ
WOUSIYIS | <1 | INIW3¥NSYIW | + | INFWIENSYIN
A3IN M3N ¥ORId
002 VT OIA

LT

SUBSTITUTE SHEET (RULE 26)



PCT/US01/05713

WO 01/63596

mmwﬂ/

v1vd 130a0NW
WOLLSILVLS
M3N

v0¢ ™

w ' HOLOVA
< m ONILHOIEM

v1vd@
INFWISNSVYIN
M3N

L/t

V1va
ININIYNSVIN
HOld

2T "OId

SUBSTITUTE SHEET (RULE 26)



WO 01/63596

FIG. 3A

A
304—"]

WEIGHTING
FACTOR

PCT/US01/05713

4/7
300

302

FIG. 3B

314—""

WEIGHTING
FACTOR

A

SIZE OF PRIOR \

MEASUREMENT
DATA

306

310

312

RATIO OF PRIOR \
MEASUREMENT
DATATO NEW

MEASUREMENT
DATA

316

SUBSTITUTE SHEET (RULE 26)



WO 01/63596

FIG. 4

PCT/US01/05713

404

%ETRIEVE PRIOR MEASUREMENT DATA,

406

/?ETRIEVE NEW MEASUREMENT DATA

YES

\ 410

APPLY
WEIGHTING
FACTOR TO NEW
MEASUREMENT
DATA?

408

APPLY WEIGHTING FACTOR
TO NEW MEASUREMENT DATA
TO GENERATE WEIGHTED
NEW MEASUREMENT DATA

v 414

APPLY WEIGHTING FACTOR
TO PRIOR MEASUREMENT DATA
TO GENERATE WEIGHTED
PRIOR MEASUREMENT DATA

J, 412

DETERMINE NEW STATISTICAL
MODEL DATA BASED UPON PRIOR
MEASUREMENT DATA AND
WEIGHTED NEW MEASUREMENT
DATA

DETERMINE NEW STATISTICAL
MODEL DATA BASED UPON
WEIGHTED PRIOR
MEASUREMENT DATA AND
NEW MEASUREMENT DATA

SUBSTITUTE SHEET (RULE 26)




WO 01/63596 PCT/US01/05713

6/7
FIG. 5

500

START
502

Y

RETRIEVE MEASUREMENTS FOR INITIAL
BODY OF SPEECH UTTERANCES 506

Y

DETERMINE INITIAL STATISTICAL MODEL DATA ™~ 503

Y

RETRIEVE MEASUREMENTS FOR NEW
BODY OF SPEECH UTTERANCES 512

Y

DETERMINE NEW STATISTICAL MODEL DATA 514

Y

DETERMINE NEW STATISTICAL MODEL BASED UPON
INITIAL STATISTICAL MODEL DATA AND NEW STATISTICAL N
MODEL DATA 516.

END
518

SUBSTITUTE SHEET (RULE 26)



PCT/US01/05713

717

WO 01/63596

¥29

SUBSTITUTE SHEET (RULE 26)

1SOH
RS
028 409 |
A xyz: | 319 !
| .ﬁ.od |
xwwwmmZ SYRTNENR 3OVYILNI T a0 _ 575
| NOLLYDINNWNOD | uuuuuvu TOYLNOD
_ | HOSHND
| |
i |
| |
| }
| |
| i |
|
929 | 759 A“ _ N 719
| sns _ /| 30I1A30 LNdN
d _ _
i |
] |
[ |
L3INY3LNI | "
| J
| {
- T 809 909 R SN
¥INIS | . . |

9 "Old



	Abstract
	Bibliographic
	Description
	Claims
	Drawings

