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(57) ABSTRACT 

This invention relates to methods and apparatus for improv 
ing communications between humans and devices. The 
invention provides a method of modulating operation of a 
device, comprising: providing an attentive user interface for 
obtaining information about an attentive state of a user; and 
modulating operation of a device on the basis of the obtained 
information, wherein the operation that is modulated is initi 
ated by the device. Preferably, the information about the 
user's attentive state is eye contact of the user with the device 
that is sensed by the attentive user interface. 
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METHOD AND APPARATUS FOR 
COMMUNICATION BETWEEN HUMANS 

AND DEVICES 

FIELD OF THE INVENTION 

0001. This invention relates to attentive user interfaces for 
improving communication between humans and devices. 
More particularly, this invention relates to use of eye contact/ 
gaze direction information by technological devices and 
appliances to more effectively communicate with users, in 
device or Subject initiated communications. 

BACKGROUND OF THE INVENTION 

0002 Interaction with technological devices is becoming 
an ever-increasing part of everyday life. However, effective 
ness and efficiency of such interaction is generally lacking. In 
particular, when seeking user input, devices such as comput 
ers, cellular telephones and personal digital assistants (PDAS) 
are often disruptive, because such devices cannot assess the 
user's current interest or focus of attention. More efficient, 
user-friendly interaction is desirable in interactions with 
household appliances and electronic equipment, computers, 
and digital devices. 
0003. One way that human-device interactions can be 
improved is by employing user input such as Voice and/or eye 
contact, movement, or position to allow users to control the 
device. Many previous attempts relate to controlling com 
puter functions by tracking eye gaze direction. For example, 
U.S. Pat. No. 6,152,563 to Hutchinson et al. and U.S. Pat. No. 
6,204.828 to Amir et al. teach systems for controlling a cursor 
on a computer screen based on user eye gaze direction. U.S. 
Pat. Nos. 4,836,670 and 4,973.49 to Hutchinson, U.S. Pat. 
No. 4,595,990 to Garwin et al., U.S. Pat. No. 6,437,758 to 
Nielsen et al., and U.S. Pat. No. 6,421,064 and U.S. Patent 
Application No. 2002/0105482 to Lemelson et al. relate to 
controlling information transfer, downloading, and Scrolling 
on a computer based on the direction of a user's eye gaZe 
relative to portions of the computer screen. U.S. Pat. No. 
6,456,262 to Bell provides an electronic device with a micro 
display in which a displayed image may be selected by gazing 
upon it. U.S. Patent Application No. 2002/0141614 to Lin 
teaches enhancing the perceived video quality of the portion 
of a computer display corresponding to a user's gaze. 
0004. Use of eye and/or voice information for interaction 
with devices other than computers is less common. U.S. Pat. 
No. 6,282.553 teaches activation of a keypad for a security 
system, also using an eye tracker. Other systems employ 
detection of direct eye contact. For example, U.S. Pat. No. 
4,169,663 to Murr describes an eye attention monitor which 
provides information simply relating to whether or not a user 
is looking at a target area, and U.S. Pat. No. 6,397,137 to 
Alpert et al. relates to a system for selecting left or right 
side-view mirrors of a vehicle for adjustment based on which 
mirror the operator is viewing. U.S. Pat. No. 6,393,136 to 
Amir et al. teaches an eye contact sensor for determining 
whether a user is looking at a target area, and using the 
determination of eye contact to control a device. The Amir et 
al. patent suggests that eye contact information can be used 
together with Voice information, to disambiguate voice com 
mands when more than one voice-activated devices are 
present. 
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0005 While it is evident that considerable effort has been 
directed to improving user-initiated communications, little 
work has been done to improve device-initiated interactions 
or communications. 

SUMMARY OF THE INVENTION 

0006. According to a first aspect of the invention there is 
provided a method of modulating operation of a device, com 
prising: providing an attentive user interface for obtaining 
information about an attentive state of a user, and modulating 
operation of a device on the basis of said obtained informa 
tion, wherein said operation that is modulated is initiated by 
said device. 
0007. In a preferred embodiment, said information about 
said user's attentive state is eye contact of said user with said 
device that is sensed by said attentive user interface. In 
another embodiment, said information about said user's 
attentive state is eye contact of said user with a subject that is 
sensed by said attentive user interface. In one embodiment, 
said subject is human, and said information about said user's 
attentive state is eye contact of said user with said human that 
is sensed by said attentive user interface. In another embodi 
ment, said Subject is another device. In accordance with this 
embodiment, when said user's attention is directed toward 
said other device, said modulating step comprises routing a 
notification to said other device. In various embodiments, 
said information about an attentive state of said user is based 
on one or more indices selected from the group consisting of 
eye contact, eye movement, eye position, eye gaZe direction, 
Voice, body presence, body orientation, head and/or face ori 
entation, user activity, and brain activity/arousal. 
0008. In one embodiment of the method said sensing of 
eye contact comprises: obtaining Successive full-frame video 
fields of alternating bright and dark Video images of said 
user's pupils; and Subtracting said images between frames to 
locate said pupils; wherein locating said pupils confirms eye 
contact of said user. In a preferred embodiment, said sensing 
ofeye contact further comprises: detectingaglint in the user's 
eyes; and confirming eye contact of said user when said glint 
is aligned with said pupils. 
0009. In accordance with the first aspect of the invention, 
when said users attention is not directed toward said device, 
said modulating step comprises notifying said user progres 
sively, from a less interruptive notification to a more interrup 
tive notification. In various embodiments, said notification is 
of at least one type selected from the group consisting of 
audio, visual, and tactile. 
0010. In various embodiments, said attentive user inter 
face may be attached to or embedded in said device, or 
attached to or embedded in a member of the group consisting 
of clothing, eyewear, jewelry, and furniture. In some embodi 
ments, the device may be a personal computer, a cellular 
telephone, a telephone, a personal digital assistant (PDA), or 
an appliance. 
0011. In various embodiments, said modulating step may 
comprise forwarding said obtained information to another 
device or a network of devices, modulating a notification 
being sent to said user, or forwarding said obtained informa 
tion to another device or a network of devices. 
0012. According to a second aspect of the invention there 

is provided a method of modulating operation of a network of 
devices, comprising: providing each device of a network of 
devices with an attentive user interface for obtaining infor 
mation about an attentive state of a user with respect to each 
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device; and modulating operation of said devices on the basis 
of said obtained information, wherein said operation that is 
modulated is initiated by at least one of said devices. 
0013. In various embodiments, said operation that is 
modulated may comprise notification, communication, infor 
mation transfer, and a combination thereof, or routing said 
notification, communication, information transfer, or combi 
nation thereof, to a device with which said user is engaged. 
The modulating operation may further comprise modulating 
notification of said user progressively, from a less interruptive 
notification to a more interruptive notification. In a preferred 
embodiment, said information about said users attentive 
state is eye contact of said user with each said device, said eye 
contact being sensed by said attentive user interface. 
0014. According to a third aspect of the invention there is 
provided a method of modulating communication over a net 
work of at least two devices, comprising: providing a first 
device of a network of devices with an attentive user interface 
for obtaining information about a first user's attentive state 
toward said first device; providing a second device of a net 
work of devices with an attentive user interface for obtaining 
information about a second user's attentive state toward said 
second device; providing said first device of said network 
with a proxy for communicating to said first user said infor 
mation about said second users attentive state toward said 
second device; providing said second device of said network 
with a proxy for communicating to said second user said 
information about said first user's attentive state toward said 
first device; relaying to said network said information about 
said first and second users attentive states toward said respec 
tive first and second devices; wherein communication 
between said first and second devices is modulated on the 
basis of the attentive states of said first and second users 
toward their respective devices. 
0.015. In one embodiment, communication between said 

first and second devices is enabled when respective proxies 
indicate that attentive states of said first and second users are 
toward respective devices. In other embodiments, the device 
may be a telephone, and the proxy may be a representation of 
a user's eyes. Inafurther embodiment, the network comprises 
more than two devices. 
0016. According to a fourth aspect of the invention there is 
provided a method of modulating operation of a cellular 
telephone, comprising: providing an attentive user interface 
for obtaining information about an attentive state of a user; 
and modulating operation of a cellular telephone on the basis 
of said obtained information, wherein said operation that is 
modulated is initiated by said cellular telephone. In a pre 
ferred embodiment, said information about said user's atten 
tive state is eye contact of said user with said cellular tele 
phone that is sensed by said attentive user interface. 
0017. According to a fifth aspect of the invention there is 
provided a method of modulating operation of a graphical 
user interface, comprising: providing a graphical user inter 
face for displaying one or more images to a user, determining 
said user's eye gaze direction to obtain information about 
which image is being viewed by said user, and using said 
information to enlarge, on said graphical user interface, said 
image being viewed by said user, and to shrink, on said 
graphical user interface, one or more images not being viewed 
by said user, wherein said enlarging of an image does not 
obscure said one or more images not being viewed. 
0018. According to a sixth aspect of the invention there is 
provided an apparatus for detecting eye contact of a subject 
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looking at a user, comprising an eye contact sensor worn by 
said user that indicates eye contact of a Subject looking at the 
user. In a preferred embodiment, the apparatus comprises 
eyeglasses. 
0019. According to a seventh aspect of the invention there 

is provided an eye contact sensor, comprising: an image sen 
sor for obtaining successive full-frame video fields of alter 
nating bright and dark Video images of a user's pupils; and 
means for Subtracting said images between frames to locate 
said pupils; wherein said located pupils indicate eye contact 
of said user. In a preferred embodiment, the eye contact 
sensor further comprises means for detecting alignment of a 
glint in said user's eyes with said user's pupils; wherein 
alignment of said glint with said pupils indicates eye contact 
of said user. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020 Embodiments of the invention are described below, 
by way of example, with reference to the accompanying 
drawings, wherein: 
0021 FIG. 1 is a schematic diagram of an eye contact 
Sensor, 

0022 FIG.2 depicts an algorithm for an eye contact sensor 
in accordance with an embodiment of the invention; 
0023 FIG. 3 depicts an algorithm for an attentive user 
interface in accordance with an embodiment of the invention; 
0024 FIG. 4 shows eye glasses equipped with an eye 
contact sensor in accordance with an embodiment of the 
invention; 
0025 FIG. 5 is a schematic diagram of a device equipped 
with a mechanical eye proxy and an eye contact sensor in 
accordance with an embodiment of the invention; and 
0026 FIG. 6 depicts a scheme for telephone eye proxy in 
accordance with an embodiment of the invention. 

DETAILED DESCRIPTION OF THE INVENTION 

0027. The present invention is based, at least in part, on the 
recognition that human-device interaction can be improved 
by implementing in devices some of the basic Social rules that 
govern human face-to-face conversation. Such social rules 
are exemplified in the following scenario: Person A is in 
conversation with person B (or engaged in a task), and person 
C wishes to gain. As attention. There are a number of ways in 
which C may do so without interfering with A's activities. 
Firstly, C may position himself such that A becomes periph 
erally aware of his presence. Secondly, C may use proximity, 
movement, gaze or touch to capture A's attention without 
using verbal interruption. The use of nonverbal visual cues by 
Callows A to finish his conversation/task before acknowl 
edging C's request for attention, e.g., by making eye contact. 
If A does not provide acknowledgement, C may choose to 
withdraw his request by moving out of A's visual field. 
Indeed, Frolich (1994) found that initiators of conversations 
often wait for visual cues of attention, in particular, the estab 
lishment of eye contact, before launching into their conver 
sation during unplanned face-to-face encounters. Face-to 
face interaction is therefore different from the way we 
typically interact with most technological devices in that it 
provides a rich selection of both verbal and nonverbal com 
munication channels. This richness is characterized by (i) 
flexibility in choosing alternate channels of communication 
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to avoid interference or interruption, (ii) a continuous nature 
of the information conveyed, and (iii) a bi-directionality of 
communication. 
0028 Electronic devices that require user input or atten 
tion do not follow Such social rules in communicating with 
users. As a result they often generate intrusive and annoying 
interruptions. With the advent of devices such as cell phones 
and personal digital assistants (PDAs, e.g., Blackberry(R), 
PalmPilot(R), users are regularly interrupted with requests for 
their attention. The present invention solves this problem by 
augmenting devices with attentive user interfaces: user inter 
faces that negotiate the attention they receive from or provide 
to users by negotiations through peripheral channels of inter 
action. Attentive user interfaces according to the invention 
follow social rules of human group communication, where, 
likewise, many people might simultaneously have an interest 
in speaking. In human group conversations, eye contact func 
tions as a nonverbal visual signal that peripherally conveys 
who is attending to whom without interrupting the verbal 
auditory channel. With it, humans achieve a remarkably effi 
cient process of conversational turn-taking. Without it, turn 
taking breaks down. Thus, an attentive user interface accord 
ing to the invention applies such social rules to device 
initiated interactions or communications, by assessing a 
users attentive state, and making a determination as to 
whether, when, and how to interrupt (e.g., notify) the user on 
the basis of the user's attentive state. 
0029. To facilitate turn-taking between devices and users 
in a non-intrusive manner, an attentive user interface accord 
ing to the invention assesses a user's attentive state by sensing 
one or more parameters of the user. Such parameters are 
indicative of the user's attentive state, and include, but are not 
limited to, eye contact, eye movement, eye position, eye gaZe 
direction, Voice, body presence, body orientation, head and/ 
or face orientation, activity, and brain activity/arousal. In the 
case of eye contact, movement, or position, an attentive user 
interface senses the eyes of the user, or between the user and 
a subject (e.g., another human), to determine when, whether, 
and how to interrupt the user. For example, notification by a 
PDA seeking user input can be modulated on the basis of 
whether the user is engaged with the PDA, with another 
device, or a subject. The PDA then can decide whether, when, 
and how to notify; for example, directly, or indirectly via 
another device with which the user is engaged. Body presence 
can be sensed in various ways. Such as, for example, a motion 
detector, a radio frequency (RF) ID tag worn by a user and 
sensed using, e.g., BlueTooth R, a visual tag, electro-mag 
netic sensors for sensing presence/location? orientation of a 
user within a magnetic field, and a global positioning system 
(GPS). 
0030. As used herein, the term “user' is intended to mean 
the entity, preferably human, who is using a device. 
0031. As used herein, the term “device' is intended to 
mean any digital device, object, machine, or appliance that 
requires, Solicits, receives, or competes for a user's attention. 
The term “device' includes any device that typically is not 
interactive, but could be made more user-friendly by provid 
ing interaction with a user as described herein. 
0032. As used herein, the term “subject' is intended to 
mean the human, device, or other object with which a user 
might be engaged. 
0033. As used herein, the term “attentive user interface' is 
intended to mean any hardware and/or software that senses, 
receives, obtains, and negotiates a users attention by sensing 
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one or more indices of a users attentive state (e.g., eye con 
tact, eye movement, eye position, eye gaze direction, Voice, 
body presence, body orientation, head and/or face orienta 
tion, activity, brain activity/arousal), with appropriate hard 
ware and associated algorithms and/or software for interfac 
ing the attentive user interface with a device or a network of 
devices. An attentive user interface comprises portions for 
sensing user attentive state and for processing and interfac 
ing/relaying information about the users attentive state to a 
device. Such portions can be housed as a unit or as multiple 
units. Interfacing an attentive user interface with a device 
comprises providing an output from the attentive user inter 
face to the device, which controls operation of the device. An 
attentive user interface of the invention can perform one or 
more tasks, such as, but not limited to, making decisions 
about user presence/absence, making decisions about the 
state of user attention, prioritizing communications in rela 
tion to current priorities in user attention as sensed by the 
attentive user interface, modulating channels and modes of 
delivery of notifications and/or information and/or commu 
nications to the user, modulating presentation of visual or 
auditory information, and communicating information (e.g., 
indices) about user attention to other subjects. 
0034. As used herein, the term “attentive state' is intended 
to mean a measure or index of a user's engagement with or 
attention toward a Subject. Examples of Such indices are eye 
contact, eye movement, eye position, eye gaze direction, 
Voice, body presence, body orientation, head and/or face ori 
entation, activity, and brain activity/arousal. 
0035. As used herein, the term “notify” or “notification” is 
intended to mean the signalling or soliciting, usually by a 
device, for a users attention. For example, notification can 
employ any cue(s) that act on a user's senses to Solicit the 
users attention, such as one or more of audio, visual, tactile, 
and olfactory cues. 
0036. As used herein, the term “modulating” is intended to 
mean controlling, enabling and/or disabling, or adjusting 
(e.g., increasing and/or decreasing). With respect to notifica 
tion, modulating includes, for example, turning notification 
on or off, delaying notification, changing the Volume or type 
of notification, and the like. For example, notification can be 
gradually modulated from less interruptive (e.g., quiet) to 
more interruptive (e.g., loud), as time passes without user 
acknowledgement. Modulating also refers to changing the 
vehicle or channel for notification, communication, or data 
transfer, for example, by routing Such through a network to a 
more appropriate device. For example, in the case of an urgent 
notification, modulation might encompass routing the notifi 
cation to a device with which the user is engaged, increasing 
the likelihood that the user receives the notification (see 
Example 4, below). 
0037. As used herein, the terms “mediated communica 
tion' and “mediated conversation” refer to communication or 
conversation that takes place through a medium such as video 
or audio devices/systems, such that there is no face-to-face 
conversation between the participants. In most mediated 
communications, participants involved are remotely located 
relative to one another. 

0038. In one embodiment of the invention, an attentive 
user interface dynamically prioritizes the information it pre 
sents, and the way it is presented, to a user, Such that infor 
mation processing resources of both user and system are 
optimally used. This might involve, for example, optimally 
distributing resources across a set of tasks. An attentive user 
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interface does this on the basis of knowledge—consisting of 
a combination of measures and models—of the present, and 
preferably also the past and/or future states of the user's 
attention, taking into account the availability of system 
resources. Attentive user interfaces may employ one or more 
of eye contact, eye movement, eye position, eye gaze direc 
tion, Voice, body presence, body orientation, head and/or face 
orientation, activity, brain activity/arousal to detect attentive 
state. Attentive user interfaces may store any of the above 
measures as a model, used to govern decisions about the 
users attentive state. 
0039. In a preferred embodiment, an attentive user inter 
face employs eye contact and/or eye gaze direction informa 
tion, optionally in combination with any further measures of 
user presence mentioned above. Eye contact sensors as used 
in the invention are distinguished from eye trackers, in that 
eye contact sensors detect eye contact when a Subject or user 
is looking at the sensor, whereas eye trackers detect eye 
movement to determine the direction a subject or user is 
looking. 
0040. In some embodiments, an attentive user interface 
employs an eye contact sensor based on bright-dark pupil 
detection using a video camera (see, for example, U.S. Pat. 
No. 6,393,136 to Amir et al.). This technique uses intermittent 
on-camera axis and off-camera axis illumination of the eyes 
to obtain an isolated camera image of the user's pupil. The 
on-axis illumination during one video field results in a clear 
reflection of the retina through the pupil (i.e., the bright pupil 
effect). This reflection does not occur when the eyes are 
illuminated by the off-axis light source in the next video field. 
By alternating on-axis with off-axis illumination, synchro 
nized with the camera clock, Successive video fields produce 
alternating bright and dark images of the pupil. By Subtract 
ing these images in real time, pupils can easily be identified 
within the field of view of a low-cost camera. Preferably, eyes 
are illuminated with infrared (IR) light, which does not dis 
tract the user. 
0041. However, accuracy of the eye contact sensor can be 
improved by measuring the glint, or first purkinje image, of 
the eyes. The glint is a reflection of light on the outer side of 
the cornea, that acts as a relative reference point, which can be 
used to eliminate the confounding effects of head move 
ments. The glint moves with the head, but does not rotate with 
the pupil because the eye is spherical. Thus, the position of the 
glint relative to the pupil can be used to determine the direc 
tion a user or Subject is looking. For example, when the user 
is looking at the camera and the glint is inside the pupil, the 
pupil, glint, and camera are aligned on the camera axis, indi 
cating that the user is looking at the camera, and hence eye 
contact is detected. 
0042. We have used this technique in attentive user inter 
faces to identify eye contact of users at approximately 3 
meters distance, using standard 320x240 CCD cameras with 
analog NTSC imaging. The ability to obtain a reliable esti 
mate of the pupils at larger distances is limited by the reso 
lution of Such cameras. Use of mega-pixel CCD cameras, 
although expensive, make possible the detection of pupils at 
greater distances. Alternatively, high-resolution CMOS 
imaging technology (e.g., Silicon Imaging MegaPixel Cam 
era SI-3170U or SI-3200U) allows the manufacture of low 
cost high-resolution eye contact sensors. 
0043. An example of a high-resolution eye contact sensor 

is shown in FIG.1. The high-resolution eye contact sensor 40 
comprises an image sensor (i.e., a camera). Such as a black 
and white high-resolution CCD or CMOS image sensor (3 
Mpixels or more), with a multifocus lens 48. Preferably, 
infrared light is used to illuminate the eyes, and accordingly 
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an infrared filter is disposed beneath the lens 48. The output of 
the image sensor is connected to circuitry which uses the 
camera frame sync signal to illuminate the space in front of 
the camera with on-axis light produced by, e.g., an array of 
infrared LEDs 42, and off-axis light produced by, e.g., two 
arrays of infrared LEDs 44.52. On-axis and off-axis light is 
produced alternately with odd and even frames. For example, 
on-axis light is produced each odd frame and off-axis light is 
produced every even frame. Images are processed to locate 
the users/subject's eyes, and corresponding information is 
relayed to hardware/software of an attentive user interface. 
The information is used by the attentive user interface to 
determine, whether, how, when, etc., to interrupt or send a 
notification to a user. In some embodiments the image pro 
cessing circuitry and Software may reside in the eye contact 
sensor unit 40, whereas in other embodiments the circuitry 
and Software are remote (e.g., associated with a host com 
puter) and Suitably connected to the eye contact sensor unit 40 
using, e.g., a high-bandwidth video link, which can be wire 
less, such as Apple(R) FireWire R or USB 2 based. As shown in 
the eye protocol specification below, information relating to 
eye contact may include whether eyes are found in the image, 
where the eyes are, how many eyes are present, whether the 
eyes are blinking, and if the unit is calibrated, what the eyes 
are looking at in screen coordinates. The information may 
also include a flag for each eye when the eyes are looking 
straight at the camera. 

Eye Protocol Specification 

{ }=Data set 

()=Subset 
0044) 1. EYE NOT FOUND 

ID End 

O CR & LF 

ASCIICR = 77 or 4D 

2. HEAD FOUND 

0045 

ID D1 D2 End 

1 Number of Heads {(T L BR)... (T L BR): CR & LF 

D1: Number of Heads D1 = 1,..., 9} 
D2: Head Boundary Box D2 = {(Top Left Bottom Right), ..., (Top Left Bottom Right)o 
Numbers in ASCII format (unsigned int) separated by ASCII space 

3. EYE FOUND 

0046) 

ID D1 D2 End 

2. Number of {(X, Y, X, Y) 1... (X YX- Y)o CR & LF 
Eyes 

D1: Number of Eyes D1 = 1,..., 9} 
D2: Glint and pupil Coordinate D2 = (CX YX,Y)1,..., (XYX, Y).9) 
Numbers in ASCII format (unsigned int) separated by ASCII space 



US 2016/010348.6 A1 

4. EYE BLINK 

0047 

ID D1 D2 End 

3 Number of Eyes {F ... Fo CR & LF 

D1: Number of Eyes D1 = 1,..., 9} 
D2: Blink D2 F = {0, 1}0 = NOT BLINK 1 =BLINK 
Numbers in ASCII format (unsigned int) separated by ASCII space 

5. EYE CONTACT 

0048 

ID D1 D2 End 

4 Number of Eyes {F ... Fo CR & LF 

D1: Number of Eyes D1 = 1,..., 9} 
D2: Eye Contact D2 F = {0,5}0 = No Contact5 = Contact 
Numbers in ASCII format (unsigned int) separated by ASCII space 

6. CALIBRATED SCREEN COORDINATE 

ID D1 End 

5 (x,y) CR & LF 

D1: Screen Coordinate (x,y) 
Numbers in ASCII format (unsigned int) separated by ASCII space 

0049 Preferably, the eye contact sensor determines the 
orientation of pupils with a spatial accuracy of for example, 
1 meter at 5 meters distance (about 10 degrees of arc) and a 
head movement tolerance of for example, 20 degrees of arc, 
at a distance of 5 meters or more. For best performance, the 
frame rate of the eye contact sensors camera should be as 
high as possible, and in the order of 100 Hz. The effective 
sampling rate of the sensor preferably corresponds to at least 
20 Hz, given that the minimum human fixation time is in the 
order of 100 ms. 

0050. It should be noted that the use of a subtraction algo 
rithm to locate pupils results in a tradeoff between temporal 
and spatial resolution. In one embodiment, in which image 
subtraction occurs within frames (see, e.g., U.S. Pat. No. 
6,393,136 to Amir et al.), resulting in an effective spatial 
resolution of the sensor of only half that of the camera. Here, 
the image processing algorithm and LEDs are synchronized 
with half-frame fields generated by an NTSC or other inter 
laced camera technology. 
0051. However, the invention provides, in one aspect, a 
method and apparatus for obtaining eye contact information 
in which image Subtraction occurs between frames (by Sub 
tracting an odd frame from an even frame, or vice versa), as 
shown in the algorithm of FIG. 2. This allows the use of the 
full camera resolution, and thus a greater tracking range, 
while reducing the effective frame or sampling rate by half. 
The subtraction algorithm and LEDs are synchronized with a 
full frame clock generated by the camera and the minimum 
sampling frequency of the camera is preferably in the order of 
about 30 to about 40 Hz. 

0.052. In other embodiments an attentive user interface 
uses eye gaze direction as input about a users attentive state. 
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Eye gaze direction is detected by an eye tracker, Such as that 
described in detail in U.S. Pat. No. 6,152,563 to Hutchinson 
et al. 

0053 An attentive user interface of the invention may be 
applied to user-initiated control of a device using, for 
example, eye contact and/or eye gaze direction, with or with 
out further input, Such as Voice, body presence, and the like. 
However, the invention is particularly applicable to device 
initiated communication with a user, Such as, for example, 
notifying a user of an incoming message, or of a task requiring 
user input. As shown in FIG. 3, an attentive user interface, 
running on a such a device, senses and evaluates one or more 
indices of user attention (e.g., eye contact, eye movement, eye 
position, eye gaze direction, Voice, body presence, body ori 
entation, head and/or face orientation, activity, brain activity/ 
arousal) to determine whether, when, and how to notify, inter 
rupt, respond or respond to the user, open/close 
communication channels, an the like. By progressively sam 
pling the users attention, and appropriately signaling notifi 
cations, the user can be notified with minimal interruption. 
For example, as shown in FIG. 3, an attentive user interface 
might progressively signal for the users attention. Initially 
this may happen through a channel that is peripheral to the 
user's current activity. The interface may then wait for user 
acknowledgement, provided through, e.g., an input device, 
before opening a direct channel to the user. If, however, no 
user acknowledgement is received within a given period, the 
attentive user interface may proceed to a more direct channel 
to the user, increase the urgency level of the notification, or 
defer notification. 

0054. In one embodiment, information obtained about a 
users attentive state is communicated to one or more Subjects 
who might wish to contact the user. Such communication can 
be through any network by which the user and subject(s) are 
connected, such as a local area network, a wide area network 
(e.g., the internet), or hard-wired or wireless (e.g., cellular) 
telephone network. Subjects can evaluate the information 
about the users attentive state, and, using rules of Social 
engagement, decide whether or not to contact the user. For 
example, in telephonic communications (as described in 
detail in Example 1), information about the user's current 
attentive state is communicated to a subject attempting to 
telephone the user. The subject can decide whether to proceed 
with the telephone call on the basis of such information. 
0055. Further, the invention provides for an environment 
in which multiple devices, each equipped with attentive user 
interfaces, are networked. Such that information concerning 
to which device the user's attention is directed is available to 
all devices on the network. By progressively signaling noti 
fications (e.g., in the case of a cellphone, the phone starts by 
ringing quietly and progressively rings louder depending on 
urgency of the call and/or proximity to the user; or, an icon on 
the cellphone's screen changes as urgency increases), and by 
determining which device the user is currently attending to, a 
notification and/or message can be forwarded to the appro 
priate device so that the message is received with minimal 
interruption of the user's primary task. 
0056. There are numerous applications of an attentive user 
interface according to the invention, in addition to those dis 
cussed above. In some embodiments, the hardware compo 
nent of the attentive user interface is Small and light weight, 
such that it can be embedded in or attached to a personal 
electronic device Such as a cell phone, jewelry, clothing, or 
eyeglasses, and the like. For example, FIG. 4 shows a front 
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view of a pair of eye glasses having an eye contact sensor 
attached thereto. The eyeglasses 2 have a frame 4 and lenses 
6 and 8. A camera lens 10 is embedded in the frame 4 of the 
glasses, pointing outward. Surrounding the camera lens 10 is 
an array of on-axis LED illuminators 12. Two rows of off-axis 
LED illuminators 14.16 are positioned near the outer periph 
eries of the lenses 6,8. The camera feed as well as the LED 
arrays are connected through wires to a control unit worn by 
the user. This control unit contains power and circuitry for 
illumination of the LEDs and camera synchronization. In one 
embodiment, the control unit performs computer vision pro 
cessing according to an algorithm using an embedded pro 
cessor board. In Such an embodiment, data is sent over a 
wireless or wired network link to a host. In another embodi 
ment, camera images are sent over a wireless or wired net 
work to an external computer vision processing facility. Eye 
contact glasses can be used, for example, to open/close com 
munication channels between co-located but distant users, or 
for regulating messaging to a user or between two or more 
USCS. 

0057. One application of eye contact glasses is to track 
how many individuals have looked at the user during a speci 
fied period. These data or statistics can be made available on 
the user through an LCD display, or sent to a networking 
device for further processing or display. Combined with com 
puter vision or other means, the eye contact glasses can deter 
mine who has looked at the user, for how long, and when. In 
one embodiment, the eye contact glasses provides a personal 
attention sensor (i.e., a “hit counter), which indicates to a 
user when he/she is being looked at by a Subject. For example, 
a counter could be incremented whenever the user has been 
looked at by a Subject, to provide information about the num 
ber of “hits”. Such an embodiment can provide amusement to 
users in certain social settings. 
0.058. In other embodiments, an attentive user interface of 
the invention includes a sensor for detecting one or more 
indices of user attentive state in combination with a “proxy”. 
0059. As used herein, the term “proxy” is intended to 
mean any hardware or virtual (e.g., an image on a computer 
screen) representation of a (remote) Subjects attention. For 
example, a proxy can be a pair of eyes, either mechanical or 
virtual (e.g., pictured on a computer screen), that inform a 
user of the state of attention of a subject with which the user 
is attempting to establish mediated communication (e.g., via 
telephone). Eye proxies are preferred because of what they 
represent; that is, the establishment of eye contact is related to 
the establishment of communication between individuals. 

0060. In such embodiment, an attentive user interface, 
including a proxy, is used not only to obtain information 
about the attention of its user, but also functions to commu 
nicate robot, machine, or remote user attention directed 
towards a user. For example, an eye contact sensor can be 
mounted on a robotic actuation device that allows rotation of 
the eye contact sensor in 3 orientation directions. The eye 
contact sensor functions as virtual eyes directing the robotic 
device in establishing eye contact with the user when the 
attentive user interface's attention is directed towards that 
user. To convey attention, the robotic device may feature a 
pair of mechanical eyes, oran image or video of a remote user 
or computer agent. FIG. 5 shows an embodiment in which a 
pair of robotic mechanical eyes 60 and an eye contact sensor 
with camera lens 62, on-axis LED array 64, and off-axis LED 
arrays 66.68 are mounted on a device 70, such as a telephone. 
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0061. In accordance with this embodiment, an attentive 
user interface with a sensor Such as an eye contact sensor oran 
eye tracker can be used with any device to sense whether a 
user is available for communication, and whether a user is 
communicating with that device, via any route Such as a 
keyboard, speech recognition, or manual interactions. Con 
versely, a proxy can signal the device's attention to the userby 
alignment of the eye contact sensor and/or virtual eyes with 
the user's eyes. If the device has not recently received visual 
attention from the user, it chooses an unobtrusive method to 
signal the user (i.e., by vibrating, rotating its eyeballs to 
obtain attention or any other nonverbal means). A device 
remains in the periphery of user activity until the user has 
acknowledged the device's request for attention. At that time 
that the device receives user attention, as measured with the 
eye contact sensor or through other means, a mediated com 
munication channel with the user is established, including, 
for example, speech production or display of information. 
Example 2 describes an example of this embodiment in detail. 
0062. In further embodiments, an attentive user interface 
can be embedded in digital devices such as computers, per 
Sonal digital assistants (PDAs), pvr/tvi/vcrtcameras, tele 
phones, household appliances, furniture, vehicles, and any 
other location where information about a user's attentive state 
can advantageously be used to modulate their behavior (see 
the Examples, below). An attentive user interface can be used 
to control video and audio recording and transmission, or to 
sense attention during remote or colocated meeting for retro 
active automated editing (i.e., a virtual director), or for video 
conferencing camera selection and remote personal attention 
sensing (see Example 3, below). Yet other applications 
include, but are not limited to, remote (instant) messaging 
(i.e., open/close communication with a user at a distance, 
Such as during remote arbitrage); colocated messaging (i.e., 
open/close communication with a userataphysical distance); 
dynamic email filter based on time spent reading; intelligent 
agent communication of attention; robot communication of 
attention; avatar/remote person communication of attention; 
presence detection for any kind of messaging system; receipt 
of message acknowledgement for any kind of system; notifi 
cation negotiation (i.e., user acknowledgement of informa 
tion presentation); notification optimization (i.e., forwarding 
to current device); optimization of information presentation 
(i.e., present notification or other information on device or 
part of device where user is looking); for pointing to items on 
displays; to determine target of keyboard commands; look to 
talk: eye telepointing systems (i.e., presentation and remote 
collaboration); vehicle navigation system operation (selec 
tion of information retrieval system); vehicle phone call 
answering; vehicle operator fatigue sensor; visualization and 
monitoring of user attention (see Example 4); attentive rea 
soning networks for telecommunication for telemarketeering 
purposes (e.g., determine where users are and what they pay 
attention to (see Example 5), to forward calls, or to data-mine 
Subjects in users attention); displaying networks of attention 
between users or between users and subjects; surveillance 
and security camera monitoring; and modifying the size, 
resolution, or content of a window on a graphical user inter 
face (see Examples 6 and 7). 
0063. The contents of all cited patents, patent applications, 
and publications are incorporated herein by reference in their 
entirety. 
0064. The invention is further described by way of the 
following non-limiting examples. 
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Example 1 

Attentive Cell Phone 

0065. In this example, an attentive user interface was used 
to apply some of the basic Social rules that Surround human 
face-to-face conversation (discussed above) to a personal 
electronic device, in this case a cell phone. However, the 
embodiment described in this example could be implemented 
in any electronic device or appliance. 
0066. The subtlety of interruption patterns typically used 
during human face-to-face communication is completely lost 
when using cell phones. Firstly, a person making a call usu 
ally is unaware of the status of interruptability of the user 
being called. Secondly, there is limited freedom in choosing 
alternative channels of interruption. Thirdly, the channels that 
do exist do not allow for any subtlety of expression. In this 
example, an attentive cell phone was created by augmenting 
a Compaq iPAQ handheld with an attentive user interface 
employing a low-cost wearable eye contact sensor for detect 
ing when a user is in a face-to-face conversation with another 
human. 
0067 Wearable microphone headsets are becoming 
increasingly common with cellphones. The signal from Such 
microphones is available with high fidelity even when the 
user is not making a call. We modified the cellphone to accept 
Such input, allowing it to monitor user speech activity to 
estimate the chance that its user is engaged in a face-to-face 
conversation. Wireless phone functionality was provided by 
voice-over-ip software connected through a wireless LAN to 
a desktop-based call router. An attentive state processor run 
ning on the same machine sampled the energy level of the 
Voice signal coming from the cell phone. To avoid triggering 
by non-speech behavior we used a simplified version of a turn 
detection algorithm described by Vertegaal (1999). That is, 
when more than half the samples inside a one-second window 
indicate speech energy, and those samples are evenly bal 
anced across the window, the probability of speech activity by 
its user is estimated at 100%. For each second that the user is 
silent, 5% is subtracted from this estimate, until Zero prob 
ability is reached. Thus we achieved a short-term memory of 
20 seconds for speech activity by its user. 
0068 Speech detection works well in situations where the 
user is the active speaker in conversation. However, when the 
user is engaged in prolonged listening, speech detection alone 
does not suffice. Given that there is no easy way to access the 
speech activity of an interlocutor without violating privacy 
laws, we used an alternative source of input, eye contact. 
0069. According to Vertegaal (1999), eye tracking pro 
vides an extremely reliable source of information about the 
conversational attention of users. In dyadic conversations, 
speakers look at the eyes of their conversational partner for 
about 40% of the time. The eye contact sensor detected eye 
gaze toward a user by an interlocutor (i.e., a subject) to deter 
mine when the user was engaged in a conversation with the 
Subject. In one embodiment, the contact sensor was worn on 
a cap worn on the user's head. In another embodiment, the 
sensor was embedded in the eyeglasses worn by the user (see 
above and FIG. 4). The sensor consisted of a video camera 
with a set of infrared LEDs mounted on-axis with the camera 
lens. Another set of LEDs was mounted off-axis. 
0070. By synchronizing the LEDs with the camera clock, 
bright and dark pupil effects were produced in alternate fields 
of each video frame. A simple algorithm found any eyes in 
front of the user by subtracting the even and odd fields of each 
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video frame (Morimoto, 2000). The LEDs also produced a 
reflection from the cornea of the eyes. These glints appeared 
near the center of the detected pupils when the subject was 
looking at the user, allowing the sensor to detect eye contact 
without calibration. By mounting the sensor on the head, 
pointing outwards, the sensor's field of view was always 
aligned with that of the user. Sensor data was sent over a 
TCP/IP connection to the attentive state processor, which 
processes the data using an algorithm similar to that used for 
speech to determine the probability that the user received 
gaze by an onlooker in the past 20 seconds. 
0071. The attentive state processor determined the prob 
ability that the user was in a conversation by Summating the 
speech activity and eye contact estimates. The resulting prob 
ability was applied in two ways. Firstly, it set the default 
notification level of the user's cell phone. Secondly, it was 
communicated over the network to provide information about 
the status of the user to potential callers. 

Communicating Attentive State to Callers 

0072. When the user opens his/her contact list to make a 
phone call, the attentive phone updates the attentive state 
information for all visible contacts. In this example, below the 
contacts name a menu shows the preferred notification chan 
nel. Notification channels are listed according to their inter 
ruption level: message; vibrate; private knock; public knock; 
and public ring. Users can set their preferred level of inter 
ruption for any attentive state. They can also choose whether 
to allow callers to override this choice. When contacts are 
available for communication, their portraits display eye con 
tact. A typical preferred notification channel in this mode is a 
knocking Sound presented privately through the contacts 
head set. When a user is busy, his/her portrait shows the back 
of his/her head. A preferred notification channel in this mode 
is a vibration through a pager unit. When a request times out, 
callers may choose a different notification strategy, if 
allowed. However, in this mode the contacts phone will 
never ring in public. Users can press a “Don’t Answer” button 
to manually forestall notifications by outside callers for a set 
time interval. This is communicated to callers by turning the 
contacts portrait into a gray silhouette. Offline communica 
tion is still possible in this mode, allowing the user to leave 
Voicemail or a text message. 
0073. The above example demonstrates how the interrup 
tiveness of notification of a device such as a cellphone can be 
reduced by allowing a) the device to sense the attentive state 
of the user, b) the device to communicate this attentive state to 
Subjects, and c) subjects to follow social rules of engagement 
on the basis of this information. Secondly, interruptiveness is 
reduced by the device making intelligent decisions about its 
notification method on the basis of obtained information 
about the user's attentive state. 

Example 2 

Telephone Proxy 

0074 Mediated communications systems such as a tele 
phone typically require callers to interrupt remote individuals 
before engaging into conversation. While previous research 
has focused on Solving this problem by providing awareness 
cues about the other person's availability for communication, 
there has been little work on Supporting the negotiation of 
availability that typically precedes communication in face-to 
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face situations. Face-to-face interactions provide a rich selec 
tion of verbal and non-verbal cues that allow potential inter 
locutors to negotiate the availability of their attention with 
great Subtlety. 
0075. In this example we present a mechanism for initiat 
ing mediated conversations through eye contact. In our atten 
tive telephone, referred to herein as “eyePHONE, tele 
phones were equipped with an attentive user interface 
including an eye proxy and an eye contact sensor. The eye 
proxy serves as a Surrogate that indicates to a user the avail 
ability and attention of a remote user for communication, and 
the eye contact sensor conveys information about the user's 
attention to the remote user. Users initiate a call by jointly 
looking at each other's eye proxy. This allows users to imple 
ment some of the basic Social rules of face-to-face conversa 
tions in mediated conversations. This example relates to use 
of only two devices (telephones); however, it will be under 
stood that this technology could be applied to any number of 
devices on a network. 

0076. The eye proxy consisted of a pair of StyrofoamR) 
eyes, actuated by a motorized Sony EVI-D30 camera. The 
eyes were capable of rotating 180° horizontally and 80° ver 
tically around their base. Eye contact of a user looking at the 
eye proxy was detected by an eye contact sensor, as described 
above (see FIG. 5), mounted above the eyes. Once the pupils 
of a user were located, the proxy maintained eye contact by 
adjusting the orientation of the eyes Such that pupils stayed 
centered within the eye contact sensor image. Audio commu 
nication between eyePHONES was established through a 
voice-over-IP connection. 

0077. To communicate the negotiation of mutual atten 
tion, we developed a set of gestures for eyePHONEs, shown 
in FIG. 6. With reference to FIG. 6, the following scenario 
illustrates how users may gradually negotiate connections 
through these eye gestures: Connor wishes to place a call to 
Alex. He looks at Alex’s proxy, which begins setting up a 
voice connection after a user-configurable threshold of 1.5 s 
of prolonged eye contact. The proxy communicates that it is 
busy by iteratively glancing up—and looking back at Connor 
(see FIG. 6b). On the other side of the line, Connor's proxy 
starts moving its eyes, and uses the eye contact sensor to find 
the pupils of Alex (see FIG. 6a). Alex observes the activity of 
Connor's proxy on his desk, and starts looking at the proxy's 
eye balls. When Connor's proxy detects eye contact with 
Alex, the eyePHONES establish a voice connection (see FIG. 
6c). If Alex does not want to take the call, he either ignores the 
proxy or looks away after having made brief eye contact. 
Alex’s proxy on Connor's desk conveys Alex's unavailability 
by shaking its eyes, breaking eye contact, and notestablishing 
a voice connection (see FIG. 6d). If Connor decides his call is 
too urgent, he may choose to press a button that produces an 
audible ring. Optionally, calls may be set to complete auto 
matically when proxies determine a lack of eye contact over 
a user-configurable time period. 
0078 EyePHONES were also used to represent multiple 
participants during conference calls. Unlike regular confer 
ence calls, the negotiation of connections using nonverbal 
cues allows group members to enter at different times without 
interrupting the meeting. Furthermore, we implemented a 
“cocktail party’ feature to facilitate the establishment of side 
conversations. When this is active, the speaker volume of a 
person’s proxy depends on the amount of eye contact 
received from that person. 
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Example 3 

Audio/Video Applications 
0079 Attentive user interfaces using eye contact sensors 
may function to direct video cameras, or recording facilities, 
or to deliver audiovisual content. By mounting an eye contact 
sensor on a camera, and connecting its signal to the recording 
of this camera, an automated direction system can automati 
cally Switch to the camera currently looked at by a presenter. 
0080. Similarly, televisions and other audiovisual content 
delivery systems can be augmented with eye contact sensors 
to determine whether that content is being viewed, and to take 
appropriate action when it is no longer viewed. In combina 
tion with a personal video recording system, this may involve 
tracking user attention automatically for various shows, skip 
ping commercials on the basis of perceived attentiveness, 
modulating Volume level or messages delivered through that 
medium, or live pausing of audiovisual material. 
0081. In a video conferencing system, eye contact sensors 
or related eye tracking technologies may be used to ensure 
that eye contact with a user is captured at all times, by Switch 
ing to one of multiple cameras positioned behind a virtual 
display Such that the camera closest to which the user is 
looking is always selected for broadcast. Quality of service of 
network connection, including resolution of audio and video 
data can be modulated according to which person is being 
looked at, as measured by an eye contact sensor or other eye 
tracking device. 

Example 4 

Attention Monitor 

0082. As an attention monitor, an attentive user interface 
includes an eye contact sensor, optionally in conjunction with 
other sensors for measuring otherindices of the attentive state 
of a user, and Software to monitor what device, person, or task 
a user is attending to. This information can be used, for 
example, to determine the optimal channel of delivering 
information, prioritize the delivery and notification of mes 
sages, appointments, and information from multiple devices 
or users across a network, and generally manage the user's 
attention space. 
I0083. As used herein, the term “attention space” refers to 
the limited attention a user has available to process/respond to 
stimuli, given that the capacity of a user to process informa 
tion simultaneously from various sources is limited. 
I0084 Software augmented with sensing systems includ 
ing eye contact sensors function as an intermediary to the 
management of a user's physical attention. Thus, miniatur 
ized eye contact sensors can be embedded in, and augment, 
Small electronic devices such as PDAs, cellphones, personal 
entertainment systems, appliances, or any other object to 
deliver information when a user is paying attention to the 
device, deferring that information's delivery when the user's 
attention is directed elsewhere. This information may be 
used, for example, to dynamically route audio or video calls, 
instant messages, email messages, or any other communica 
tions to the correct location of the user's current attention, and 
to infer and modulate quality of service of the network. 
I0085. In environments with many potential subjects 
requesting a users attention, attentive user interfaces need a 
dynamic model of the user's attentive context to establish a 
gradual and appropriate notification process that does not 
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overload the user. This context includes which task, device, or 
person the user is paying attention to, the importance of that 
task, and the preferred communication channel to contact the 
user. The invention provides a personalized communications 
server, referred to herein as “eyeREASON”, that negotiates 
all remote interactions between a user and attentive devices 
by keeping track of the users attentive context. In one 
embodiment, eyeREASON is an advanced personal unified 
messaging filter, not unlike an advanced spam filter. 
EyeREASON decides, on the basis of information about the 
user's prior, current, and/or future attentive state, the priority 
of a message originating from a subject in relationship to that 
of tasks the user is attending to. By examining parameters of 
the message and user task(s), including attentive states of 
Subjects pertaining to that message, eyeREASON makes 
decisions about whether, when, and how to forward notifica 
tions to the user, or to defer message delivery for later retrieval 
by the user. A message can be in any format, such as email, 
instant messaging or Voice connection, speech recognition, or 
messages from sensors, asynchronous or synchronous. In the 
embodiment of speech recognition and production interface, 
any speech communication between a user and device(s) can 
be routed through a wired or wireless headset worn by the 
user, and processed by a speech recognition and production 
system on the server. As the user works with various devices, 
eyeREASON switches its vocabulary to the lexicon of the 
focus device, sending commands through that devices in/out 
(1/O) channels. Each device reports to the eyeREASON 
server when it senses that a user is paying attention to it. 
EyeREASON uses this information to determine when and 
how to relay messages from devices to the user. Using infor 
mation about the attentive state of the user, Such as what 
devices the user is currently operating, what communication 
channels with the user are currently occupied, and the priority 
of the message relative to the tasks the user is engaged in, 
eyeREASON dynamically chooses an optimal notification 
device with appropriate channels and levels of notification. 
Notifications can migrate between devices, tracking the atten 
tion of the user, as is illustrated by the below scenario. One 
application of eyeREASON is the management of prioritized 
delivery of unified messages. 
I0086. The following scenario illustrates interactions of a 
user with various devices enabled with attentive user inter 
faces, employing eye contact sensing capability, through 
eyeREASON's attentive reasoning system. It shows how 
awareness of a users attentive context may facilitate turn 
taking between the user and remote ubiquitous devices. Alex 
enters his living room, which senses his presence (e.g., via the 
RF ID tag he is wearing) and reports his presence to his 
eyeREASON server. He turns on his television, which has 
live pausing capability (e.g., TiVo, personal video recorder 
(PVR)). The television is augmented with an attentive user 
interface having an eye contact sensor, which notifies the 
server that it is being watched. The eyeREASON server 
updates the visual and auditory interruption levels of all 
people present in the living room. Alex goes to the kitchen to 
get himself a cold drink from his attentive refrigerator, which 
is augmented with a RF ID tag reader. As he enters the 
kitchen, his interruption levels are adjusted appropriate to his 
interactions with devices in the kitchen. In the living room, 
the TV pauses because its eye contact sensor reports that no 
one is watching. Alex queries his attentive fridge and finds 
that there are no cold drinks within. He gets a bottle of soda 
from a cupboard in the kitchen and puts it in the freezer 
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compartment of the fridge. Informed by a RFID tag on the 
bottle, the fridge estimates the amount of time it will take for 
the bottle to freeze and break. It records Alex’s tag and posts 
a notification with a timed priority level to his eyeREASON 
server. Alex returns to the living room and looks at the TV. 
which promptly resumes the program. When the notification 
times out, Alex’s eyeREASON server determines that the TV 
is an appropriate device to use for notifying Alex. It chooses 
the visual communication channel, because it is less disrup 
tive than audio. Abox with a message from the fridge appears 
in the corner of the TV. As time progresses, the priority of the 
notification increases, and the box grows in size on the screen, 
demonstrating with increased urgency that Alex's drink is 
freezing. Alex gets up, the TV pauses and he sits down at his 
computer to check his email. His eyeREASON server deter 
mines that the priority of the fridge notification is greater than 
that of his current email, and moves the alert to his computer. 
Alex acknowledges this alert, and retrieves his drink, causing 
the fridge to withdraw the notification. Had Alex not 
acknowledged this alert, the eyeREASON server would have 
forwarded the notification to Alex's email, or chosen an alter 
native channel. 

Example 5 

Response Monitor 
I0087. By placing an attentive user interface in the vicinity 
of any visual material that one would be interested in tracking 
the response to, such as advertisements (virtual or real), tele 
vision screens, and billboards, the attention of users for the 
visual material can be monitored. Applications include, for 
example, gathering marketing information and monitoring of 
the effectiveness of advertisements. 

Example 6 

Control of Graphical User Interface 
I0088 An attentive user interface, using eye contact sen 
sors or related eye tracking technology, can be used to modu 
late the amount of Screen space allocated to a window in a 
graphical user interface windowing system according to the 
amount of visual attention received by that window. Simi 
larly, attentive user interfaces employing eye contact sensors 
or other related eye tracking technology may be used to 
initiate the retrieval of information on the basis of progressive 
disclosure. For example, information may initially be shown 
with limited resolution on the side of a display. When a user 
looks at the representation for a set amount of time, more 
detailed information is retrieved and rendered on the screen 
using a larger Surface. Examples include Stock market tickers 
that grow and provide more information when users pay 
attention to it, instant messaging buddy status lists that 
engage in connections, opening up chatboxes with users that 
are being looked at, etc. 

Example 7 

Graphical User Interface 

I0089. This example relates to use of an attentive user inter 
face in a windowing system, referred to herein as “eyeWIN 
DOWS, for a graphical user interface which incorporates 
fisheye windows or views that use eye fixation, rather than 
manual pointing, to select the focus window. The windowing 
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system allocates display space to a given window based on the 
amount of visual attention received by that window. Use of 
eye input facilitates contextual activity while maintaining 
user focus. It allows more continuous accommodation of the 
windowing system to shifts in user attention, and more effi 
cient use of manual input. 
0090 Windowing systems of commercial desktop inter 
faces have experienced little change over the last 20 years. 
Current systems employ the same basic technique of allocat 
ing display space using manually arranged, overlapping win 
dows into the task world. However, due to interruption by for 
example, System prompts, incoming email messages, and 
other notifications, a user's attention shifts almost continu 
ously between tasks. Such behavior requires a more flexible 
windowing systems that allows a user to more easily move 
between alternate activities. This problem has prompted new 
research into windowing systems that allow more fluent inter 
action through, e.g., Zooming taskbars (Cadiz et al., 2002) or 
fisheye views (Gutwin, 2002). While most of this work 
emphasizes the use of manual input for optimizing display 
space, there has been little work on windowing systems that 
sense the users attention using more direct means. Using an 
alternate channel for sensing the attention of the user for parts 
of a display has a number of benefits. Firstly, it allows an 
undisrupted use of manual tools for task-oriented activities; 
and secondly, it allows a more continuous accommodation of 
shifts in user attention. 

0091 Consider, for example, a scenario where a user is 
Working on a task on a personal computer when an alert 
window appears on the screen to inform him that a new email 
message has just been received. The alert window obscures 
the user's current task and the received message. Such that the 
user is only allowed to resume his task or read the message 
after manually dismissing the alert. Tracking the focus of a 
user allows an interface to more actively avoid interrupting 
the user, e.g., by more careful placement of windows. 
0092. Use of eye input to select a window of interest has 
several advantages. Firstly, the eyes typically acquire a target 
well before manual pointing is initiated (Zhai, 2003). Sec 
ondly, eye muscles operate much faster than hand muscles 
(Zhai, 2003). Finally, the eyes provide a more continuous 
signal that frees the hands for other tasks. Bolt (1985) recog 
nized early on how, using a pair of eye tracking glasses, 
windows might automatically be selected and Zoomed. 
Unfortunately, his glasses did not provide sufficient resolu 
tion. However, recent advances allow seamless integration of 
an eye tracker with a head movement tolerance of 60 cm and 
an on-screen accuracy of better than 1 cm into a 17" LCD 
screen. We used a similar eye tracker to implement eyeWIN 
DOWS. 

0093. To determine which window should be the focus 
window, eyeWINDOWS observes user eye fixations at win 
dows with an LC Technologies eye tracker. Using a lens 
algorithm similar to Sarkar et al. (1992), the focus window is 
Zoomed to maximum magnification. Surrounding windows 
contract with distance to the focus window. However, the 
enlarged window does not obscure the Surrounding con 
tracted windows, such that the user can readily view all win 
dows. While typical fisheye browsers run within a single 
window, eyeWINDOWS affects all active applications. Tra 
ditional icons are replaced with active thumbnail views that 
provide full functionality, referred to herein as “eyecons'. 
Eyecons Zoom into a focus window when a user looks at 
them. 
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0094. Our first design issue was that of when to Zoom an 
eyecon into a focus window. We first experimented with a 
continuous fisheye lens, which shifted whenever the user 
produced an eye movement. This led to focus targeting prob 
lems similar to those observed during manual pointing 
(Gutwin, 2002). In subsequent implementations, the lens was 
shifted only after selecting a new focus window. Our second 
design issue was how to trigger this selection. We designed 
two solutions. In our first approach, dwell time was used as a 
trigger. An eyecon Zooms into a focus window after a user 
configurable period of fixations at that eyecon. To avoid a 
Midas Touch effect (Zhai, 2003) where users avoid looking 
to prevent unintentional triggering fish-eye magnification 
is applied with non-linear acceleration. When the user first 
fixates on an eyecon, it starts growing very slowly. If this is 
not what the user intended, one fixation at the original focus 
window undoes the action. However, when the user continues 
to produce fixations at the eyecon, Zooming accelerates until 
maximum magnification is reached. Our second approach to 
this problem prevents a Midas Touch effect altogether. In this 
approach, a new focus window is selected when the user 
presses the space bar while fixating at an eyecon. Focus 
window selection is Suspended during normal keyboard or 
pointing activity, Such as when scrolling or typing. Fish-eye 
magnification does not apply to certain utility windows. Such 
as tool bars. 
0.095 Initial user observations appear to favor the use of 
key triggering for focus window selection. The following 
scenario illustrates this process: a user is working on a text in 
the focus window in the center of the screen. The focus 
window is surrounded by eyecons of related documents, with 
associated file names. The user wishes to copy a picture from 
the document to the right of his focus window. He looks at its 
eyecon and presses the space bar, and the eyecon Zooms into 
a focus window, while the old focus window shrinks into an 
eyecon. After having found the picture, he places it in the 
clipboard and shifts his attention back to the original docu 
ment. It Zooms into a focus window and the user pastes the 
picture into the document. This scenario illustrates how con 
textual actions are supported without the need for multiple 
pointing gestures to resize or reposition windows. EyeWIN 
DOWS also supports more attention-sensitive notification. 
For example, the user is notified of a message by a notification 
eyecon at the bottom of the screen. When the user fixates at 
the notification eyecon it Zooms to reveal its message. The 
notification is dismissed once eyeWINDOWS detects the 
message was read. This illustrates how an attentive user inter 
face Supports user focus within the context of more peripheral 
eVentS. 

Example 8 

Attentive Appliance 

0096. Any household or commercial/industrial appliance, 
digital or analog apparatus, or object may be configured as an 
attentive appliance. Such attentive appliance may be a stand 
alone 'Smart appliance', or may be networked to a shared 
computational resource such as a communications server 
(e.g., eyeREASON; see Example 4), providing unified mes 
sage capabilities to all networked appliances without requir 
ing extensive embedded computational Support in each appli 
ance. In Example 4 the attentive refrigerator was a 
refrigerator augmented with the capabilities to sense eye con 
tact with its user, presence of objects inside and outside the 
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fridge through radio frequency ID tags, user identification 
and presence sensing through RFID tags or any other means 
of sensing, as well as identification of objects inside and 
outside the fridge. A small computer embedded in the fridge, 
and connected to a network through atcpip connection, runs 
a simple program that allows the fridge to reason about its 
contents, and interact with the user, by incorporating eye 
contact with the user. The fridge may contain software for 
processing and producing speech, and a speech recognition 
and production engine residing on eyeREASON can advan 
tageously be employed to process speech for it, responding to 
contextualized verbal queries by a user. This is accomplished 
by sending Xml speech recognition grammars and lexicons 
from the fridge to eyeREASON that are contextualized upon 
the state of the fridge's sensing systems. The fridge will send 
Xml grammars and enable speech processing whenevera user 
is in close proximity to it, and/or making eye contact with the 
fridge, and/or holding objects from the fridge in his/her hand. 
The user is connected to the speech recognition and produc 
tion engine on eyeREASON through a wireless headset (e.g., 
BlueToothR). This allows eyeREASON to process speech by 
the user, with the contextualized grammars provided by the 
appliance the user is interacting with. EyeREASON deter 
mines a) whether speech should be processed; e.g., focus 
events sent by the appliance on the basis of information from 
its eye contact sensor; b) for which appliance, and with which 
grammar speech should be processed; c) what commands 
should be sent to the appliance as a consequence; and d) what 
the priority of messages returned from the appliance should 
be. Messages sent by appliances during synchronous interac 
tions with a user will receive the highest notification levels. 
0097. The following scenario illustrates the process: User 
A is standing near his attentive fridge. He asks what is con 
tained in the fridge while looking at the fridge. The fridge 
senses his presence, detects eye contact, and determines the 
identity of the user. It sends an Xml grammar containing the 
speech Vocabulary Suitable for answering queries to user As 
eyeREASON server. The eyeREASON server switches its 
speech recognition lexicon to process speech for the fridge, as 
instructed by the current Xml grammar. It parses the user's 
speech according to the grammar, recognizes that the user 
wants a list of items in the fridge, and sends a command to the 
fridge to provide a list of items, according the Xml specs. The 
fridge responds by sending a text message to eyeREASON 
listing the items in the fridge. Since the user is directly 
engaged in a synchronous interaction with the fridge, 
eyeREASON decides the message should be forwarded to the 
user immediately. Since the user has been interacting with the 
fridge through speech over his headset, eyeREASON uses 
this same path, speaking the message to the user with its 
speech production system. The user opens the fridge and 
retrieves some cheese. The fridge recognizes that the hand of 
user A is in the fridge, and has removed the cheese. It sends a 
hand focus event, and Subsequently an object focus event to 
the eyeREASON server with the RFID of the cheese object, 
with corresponding grammar for handling any user speech. 
The user may query any property of the cheese object, for 
example its expiration date. If the user says 'start message” 
eyeREASON will record any voice message and tag it with 
the RFID of the object the user was holding, as well as the ID 
of the user. It will stop recording when user puts the object 
back into the fridge, tagging the object with a voice message. 
It forwards this voice message with a store command to the 
embedded processor in the fridge. The next time any user 
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other than user A retrieves the same object, the fridge will 
forward the Voice message to pertaining to this object to that 
USC. 

0098. Any attentive appliance may signal its attention for 
a user using, for example, an eye proxy mounted in close 
proximity to it. The eye proxy (described in more detail above 
and in Example 2) will function in lieu of an eye contact 
sensor, tracking and maintaining eye contact with a user. It 
maintains activation of the speech recognition engine for the 
appliance it is associated with while there is sufficient statis 
tical evidence the user is looking at or interacting with that 
appliance. Before replying to a user through a message, the 
appliance will attempt to signal its request for attention by 
seeking eye contact between its proxy and user. Should the 
user not respond, the eyeREASON system will determine a 
new notification level for the message. EyeREASON will 
lower the notification level of the message the moment a user 
is perceived to be no longer interacting directly with the 
appliance that sent the message. Competing with other mes 
sages in the priority queue of the user, the server will either 
forward the message, for example to the user's cellphone, or 
store it for later retrieval in the user's message queue. If the 
priority of the message is determined higher than those of 
other messages in the user's notification queue, eyeREASON 
will attempt to progressively notify the user of the message up 
to a user determined number of times. Each time the user does 
not respond the notification level of the message is increased. 
This allows eyeREASON to seek different channels of noti 
fication each time the notification is re-triggered. For 
example, it may initially attempt to signal attention through 
seeking eye contact with the user through the eye proxy 
pertaining to the appliance that sent the message. When this 
fails, it may initiate a low-volume auditory interruption in that 
appliance. When this fails, it may forward the notification to 
the appliance the user is currently interacting with, potentially 
disrupting the user's current activity. The latter should only 
occur when messages are determined to be of a greater noti 
fication level than the user's current tasks. When this fails, the 
message is forwarded to the user's message queue for later 
retrieval. 
0099 Those of ordinary skill in the art will recognize, or 
be able to ascertain through routine experimentation, equiva 
lents to the embodiments described herein. Such equivalents 
are within the scope of the invention and are covered by the 
appended claims. 
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1-44. (canceled) 
45. Apparatus for controlling outputting of information on 

a screen of a device, comprising: 
at least one sensor coupled to the device that outputs a 

sensor signal; 
a processor that processes the sensor signal and produces a 

user state signal that is indicative of user attention 
toward the screen of the device; 

wherein the apparatus uses the user state signal as a basis 
for determining whether to pause the outputting of infor 
mation on the screen of the device; and 

wherein the pausing of the outputting of information is 
initiated by the device based on said determining. 

46. The apparatus of claim 45, further comprising the appa 
ratus using the user state signal as a basis for determining 
whether to resume the outputting of information on the Screen 
of the device; 

wherein the resuming of the outputting of information is 
initiated by the device based on said determining. 

47. The apparatus of claim 45, further comprising the appa 
ratus using the user state signal as a basis for determining 
whether to progressively control the outputting of informa 
tion on the screen of the device; 

wherein the progressively controlling the outputting of 
information is initiated by the device based on said 
determining. 

48. The apparatus of claim 45, wherein the information 
includes audio information. 

49. The apparatus of claim 45, wherein the device is 
selected from the group consisting of a personal computer, a 
cellular telephone, a telephone, a personal digital assistant 
(PDA), an electronic device, a machine, a Smart appliance, 
and an appliance. 

50. The apparatus of claim 45, wherein the outputting of 
information on the screen of the device includes the device 
Soliciting user input. 

51. The apparatus of claim 45, wherein the user state signal 
is based on user head or face orientation. 

52. The apparatus of claim 45, wherein the user state signal 
is based on user eye contact. 

53. The apparatus of claim 45, wherein the user state signal 
is based on user body presence. 

54. The apparatus of claim 45, wherein the user state signal 
is based on user activity. 

55. The apparatus of claim 45, wherein the user state signal 
is based on user body orientation. 

56. The apparatus of claim 45, wherein the sensor com 
prises an infrared sensor. 

57. The apparatus of claim 45, wherein the sensor is elec 
tronically coupled to the device. 

58. The apparatus of claim 45, wherein the sensor is wire 
lessly coupled to the device. 

59. The apparatus of claim 45, wherein the sensor is physi 
cally coupled to the device. 

60. The apparatus of claim 59, wherein the sensor is 
attached to or embedded in the screen of the device. 

61. The apparatus of claim 45, wherein the screen is a video 
SCC. 

62. The apparatus of claim 45, wherein the screen is a 
computer Screen. 
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63. The apparatus of claim 45, wherein the outputting of 
information comprises notifying the user when the user state 
signal indicates that the user attention toward the screen is at 
least at a selected level. 

64. The apparatus of claim 63, wherein notifying the user 
comprises using a less interruptive notification and progress 
ing to a more interruptive notification. 

65. A method for controlling outputting of information on 
a screen of a device, comprising: 

using at least one sensor coupled to the device to output a 
sensor signal; 

processing the sensor signal to produce a user state signal 
that is indicative of user attention toward the screen of 
the device; 

using the user state signal as a basis for determining 
whether to pause the outputting of information on the 
screen of the device; and 

wherein the pausing of the outputting of information is 
initiated by the device based on said determining. 

66. The method of claim 65, further comprising using the 
user state signal as a basis for determining whether to resume 
the outputting of information on the screen of the device; 

wherein the resuming of the outputting of information is 
initiated by the device based on said determining. 

67. The method of claim 65, further comprising using the 
user State signal as a basis for determining whether to pro 
gressively control the outputting of information on the screen 
of the device; 

wherein the progressively controlling the outputting of 
information is initiated by the device based on said 
determining. 

68. The method of claim 65, wherein the information 
includes audio information. 

69. The method of claim 65, wherein the device is selected 
from the group consisting of a personal computer, a cellular 
telephone, a telephone, a personal digital assistant (PDA), an 
electronic device, a machine, a Smart appliance, and an appli 
aCC. 

70. The method of claim 65, wherein the outputting of 
information on the screen of the device includes the device 
Soliciting user input. 

71. The method of claim 65, wherein the user state signal is 
based on user head or face orientation. 

72. The method of claim 65, wherein the user state signal is 
based on user eye contact. 

73. The method of claim 65, wherein the user state signal is 
based on user body presence. 

74. The method of claim 65, wherein the user state signal is 
based on user activity. 

75. The method of claim 65, wherein the user state signal is 
based on user body orientation. 

76. The method of claim 65, comprising using an infrared 
SSO. 

77. The method of claim 65, comprising electronically 
coupling the sensor to the device. 

78. The method of claim 65, comprising wirelessly cou 
pling the sensor to the device. 

79. The method of claim 65, comprising physically cou 
pling the sensor to the device. 

80. The method of claim 79, wherein the sensor is attached 
to or embedded in the screen of the device. 

81. The method of claim 65, wherein the screen is a video 
SCC. 
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82. The method of claim 65, wherein the screen is a com 
puter screen. 

83. The method of claim 65, wherein the outputting of 
information comprises notifying the user when the user state 
signal indicates that the user attention toward the screen is at 
least at a selected level. 

84. The method of claim 83, wherein notifying the user 
comprises using a less interruptive notification and progress 
ing to a more interruptive notification. 

k k k k k 


