2012/0:54272 A1 |0 00 O A0 I A0

S
=

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

oo AT
1 rld Intellectual Property Organization /) -sady
(19) World Intellectual Property Organization /g5 1IN AV 30 00O RO OO A1
International Bureau S,/ )
3\ 10) International Publication Number
(43) International Publication Date \'{:/_?___/ (10)
26 April 2012 (26.04.2012) PCT WO 2012/054272 Al
(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every
GO6K 9/00 (2006.01) HO04N 1/195 (2006.01) kind of national protection available): AE, AG, AL, AM,
21) Tat tional Application Number- AOQ, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
@1 International Application Number: CT/US201 1055883 CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(22) International Filing Date: HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
12 October 2011 (12.10.2011) KR, KZ, ILA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
. . ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
(25) Filing Language: English NO, NZ, OM, PE, PG, PH, PL, PT, QA, RO, RS, RU,
(26) Publication Language: English RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
(30) Priority Data: M, ZW.
12/907,835 19 October 2010 (19.10.2010) Us
(84) Designated States (unless otherwise indicated, for every
(71) Applicant (for all designated States except US): APPLE kind of regional protection available): ARIPO (BW, GH,
INC. [US/US]; 1 Infinite Loop, Cupertino, CA 95014 GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
(US). UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD,
RU, TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ,
(72) Inventor; and
(75) Inventor/Applicant (for US only): SARNOFF, Matthew DE, DK, EE, ES, F1, FR, GB, GR, HR, HU, IE, IS, IT,
. . . LT, LU, LV, MC, MK, MT, NL, NO, PL, PT, RO, RS,
[US/US]; 1 Infinite Loop, Cupertino, CA 95014 (US). SE. SL SK. SM, TR), OAPI (BF, BJ. CF. CG, CI, CM
(74) Agents: ALDRIDGE, Jeffrey, C. et al.; Kramer Levin GA, GN, GQ, GW, ML, MR, NE, SN, TD, TG).

Naftalis & Frankel LLP, 1177 Avenue Of The Americas,
New York, NY 10036 (US).

Published:

with international search report (Art. 21(3))

(54) Title: SYSTEMS, METHODS, AND COMPUTER-READABLE MEDIA FOR CAPTURING A SIGNATURE FOR USE

IN A DOCUMENT

300
310 314 31)2 1o
00 / / Signature/Capture
311a J / ) ) . .
N ( Sign your name in black ink on a small piece of
[~ ¥ white paper
Hold the paper up to the camera so your signature
318 rests on the blue baseline.
H N Signature Preview 320
(1
324
HRI m/ C\O\ﬂ\/af;ﬁn 1l
L] < J ‘
) / \ ) (Cancel) —m P 33
( l > ! [
334 3\32 330 323 321a 3 31h
a0t 340
FIG. 3

(57) Abstract: Systems, methods, and computer-readable media are provided for capturing a signature, and placing a representa-
tion of the captured signature in an appropriate field of a document. A camera or other appropriate sensor can capture an image of
a signature provided by a user on a piece of paper. The signature can be digitized to create a representation that a device may use
in a displayed document. To determine where to place the representation, a horizontal line of a document can be identified by se-
lectively rendering portions of the document adjacent to an input position, and identifying one or more boundaries for a detected
horizontal line. The representation can be scaled to fit in a detected tield of the document.
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SYSTEMS, METHODS, AND COMPUTER-READABLE MEDIA FOR
CAPTURING A SIGNATURE FOR USE IN A DOCUMENT

Background

[0001] Some electronic devices can be used to enter
data in documents displayed by the device. For
example, a device can digplay a document provided by an
electronic document file, such as a portable document
format ("PDF") file document or a word processing file
document, that may include one or more text fields in
which text can be entered. 1In particular, a user can
gselect a particular field, and a provide text input
information using an input interface of the device.
Text corresponding to the text input information can be
displayed in a text field of the document, and saved or
printed as part of the document file. Some documents,
however, must be signed by a user. For example,
government-issued or legal documents can require a
signature before being filed. When such documents are
created or filled-in on an electronic device, a user
may not have a simple mechanism for including a
signature in the document. Instead, a user may be
forced to print a physical hardcopy of the document,
sign the printed document, and transmit the signed

physical document to a receiving party (e.g., by mail,
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facgimile, or by gcanning the signed physical document
and e-mailing the scanned document). Thig approach can

be time consuming and burdensome for a user.

Summary

[0002] Systems, methods, and computer-readable media
for capturing a signature and placing a representation
of the captured signature in a document are provided.
[0003] An electronic device can display a document
having geveral fieldsg, including a field in which a
uger can provide a gignature. Becausgse a signature
cannot be provided using key stroke information of an
electronic device keyboard, a user can write a
gignature on a piece of paper or other object of the
uger’s environment, and place the gignature in front of
a camera for capturing an image of the signature. For
example, a user can capture an image of the gignature
uging a camera integrated with or coupled to the
electronic device. As another example, a usgser can
capture an image of the signature using a camera that
may otherwise communicate the captured image to the
electronic device.

[0004] The electronic device can process the
captured image to create a digital representation of
the captured sgignature that may then be used in the
document. The electronic device can identify light
regions in a captured image, and define a boundary for
the signature based on the light regions. The
electronic device can then apply a raster-to-vector
process to portiong of the image within the boundary to
create a vector representation of the signature. The
raster-to-vector process can result in a representation

of the gignature that may include the outline of the
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ugser’s signature strokes (e.g., pen or pencil strokes),
any changes in line thickness of the strokes, velocity
of the gstrokes, and other attributes of the signature.
The representation of the signature can be encrypted
5 and stored such that only an authorized user, using an

authorized application, can access the represgentation
of the captured signature.
[0005] The electronic device can identify any
gsuitable field of the document in which to place a

10 gignature. In gome cases, the electronic device can
automatically identify one or more horizontal lines
depicting bottom boundariegs for fields in which a
signature can be placed. The electronic device can
initially identify a line by rendering an initial

15 portion of a displayed document that may be adjacent to
a position of a pointer or other user interface input.
If the rendered portion includes what may be determined
to be a horizontal line, the electronic device can
expand the render an additional portion along a

20 horizontal axis of that line (e.g., an x-axis) until
left and right boundaries for the line may be
identified.
[0006] Once a line on which a representation of a
captured gignature may be placed has been identified,

25 the electronic device can disgplay the representation of
the captured sgignature on the identified line. The
electronic device can re-gize the representation such
that the representation may fit on the line. For
example, the electronic device can match the length of

30 the representation with the length of the line, and may
adjust the height of the representation such that the
aspect ratio of the represgentation can be maintained.

If the height of the adjusted repregentation is larger
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than a threshold, the height of the representation may
be restricted to the threshold, and the length of the
representation can be adjusted to maintain the asgpect

ratio of the gignature.

5 Brief Desgcription of the Drawings

[0007] The above and other asgpects of the invention,
its nature, and various features will be more apparent
upon consideration of the following detailed
description, taken in conjunction with the accompanying

10 drawings in which like reference characters may refer
to like parts, and in which:

[0008] FIG. 1 is an illustrative electronic device
display of a document having a signature field in
accordance with some embodiments of the invention;

15 [0009] FIG. 2 is a representation of a signed object
placed opposite a camera coupled to an electronic
device in accordance with some embodiments of the
invention;

[0010] FIG. 3 is an illustrative electronic device

20 display for capturing an image of a signature in
accordance with some embodiments of the invention;
[0011] FIG. 4 is a gchematic representation of an
illustrative approach that may be usgsed to identify a
boundary box for a signature captured in an image in

25 accordance with some embodiments of the invention;
[0012] FIG. 5 is a flowchart of an illustrative
process for creating a vector representation of a
gignature captured in an image in accordance with gome
embodiments of the invention;

30 [0013] FIG. 6 is an illustrative electronic device
display of available gignature representations in

accordance with some embodiments of the invention;
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[0014] FIG. 7 is an illustrative electronic device
display of a menu overlaid on a document for providing
a signature in the document in accordance with gome
embodiments of the invention;

[0015] FIG. 8 is a view of a portion of an
illustrative document having fields in which a
representation of a signature can be placed in
accordance with some embodiments of the invention;
[0016] FIG. 9 is a view of an illustrative initially
rendered portion of a document in accordance with gome
embodiments of the invention;

[0017] FIG. 102 is an illustrative data structure
representing a sum of values of pixels in each row of
the initially rendered portion of FIG. 9 in accordance
with some embodiments of the invention;

[0018] FIG. 10B is an illustrative converted data
gstructure that may be used to identify a base line of a
field in a document in accordance with some embodiments
of the invention;

[0019] FIG. 11 is a view of an illustrative expanded
rendered portion of a document in accordance with gome
embodiments of the invention;

[0020] FIG. 12 is a view of a portion of an
illustrative document in which a captured signature may
be placed in accordance with some embodiments of the
invention;

[0021] FIG. 13 is a flowchart of an illustrative
process for identifying a line of a document on which
to place a represgsentation of a gignature in accordance
with some embodiments of the invention;

[0022] FIG. 14 is a flowchart of an illustrative

process for identifying boundaries of an identified
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line of a document in accordance with some embodiments
of the invention;

[0023] FIG. 15 is a flowchart of an illustrative
process for positioning a signature in a document in
accordance with some embodiments of the invention;
[0024] FIG. 16 is a flowchart of an illustrative
process for creating a digital representation of a
signature in accordance with some embodiments of the
invention;

[0025] FIG. 17 is a flowchart of an illustrative
process for digitizing a signature in accordance with
gome embodiments of the invention;

[0026] FIG. 18 is a flowchart of an illustrative
process for placing a representation of a signature in
a document in accordance with some embodiments of the
invention;

[0027] FIG. 19 is a flowchart of an illustrative
process for positioning a representation of a signature
on a line of a document in accordance with gome
embodiments of the invention; and

[0028] FIG. 20 is a gchematic view of an
illustrative electronic device for capturing a
gignature or for placing a representation of a
gignature in a document in accordance with some

embodiments of the invention.

Detailed Description

[0029] Systems, methods, and computer-readable media
for capturing a signature and placing a representation
of the captured signature in a document are provided
and described with reference to FIGS. 1-20.

[0030] Some documentg displayed by an electronic

device can include fieldg in which a user’s signature



WO 2012/054272 PCT/US2011/055883

10

15

20

25

30

ig to be placed. To improve a user’s use of such a
document, the electronic device can enable a user to
provide a digitized representation of a signature in an
appropriate document field. For example, the user can
gign an object (e.g., a piece of paper), and place the
signed object in front of a camera to capture an image
of the gignature. The image of the signature can be
digitized to create a gcalable representation that may
be placed in the document.

[0031] To place the representation of the captured
signature in an appropriate field of a document, a user
can provide an input identifying a particular position
on the document. The electronic device can identify a
line passing through or adjacent to the identified
position, and may place the representation in the
document with respect to the identified line. The
electronic device can re-size the representation, while
maintaining the aspect ratio of the representation,
such that the representation may f£ill an appropriate
amount of a field that may correspond to the identified
line.

[0032] An electronic device can digplay a document
having a region or a field in which data can be
entered. FIG. 1 is an illustrative view of an
electronic device display of a document having a
signature field in accordance with some embodiments of
the invention. Display 100, provided by electronic
device 101, can include document 110 having several
fields 112. For example, document 110 can include a
document provided by an electronic document file, such
as a portable document format ("PDF") file document or
a word processing file document, that may include one

or more fields 112 in which data can be entered.. A
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uger can direct device 101 to display document 110, and
can provide device 101 with data to be entered into
fields 112. Among the fields, document 110 can
include one or more text entry fields 120 in which a
user can provide text input information using an input
interface (e.g., a keyboard) of device 101. Each text
entry field 120 can be selected individually to specify
a field in which to provide particular text.

[0033] In addition to text entry fields 120,
document 110 can include one or more signature

fields 130 in which a user can provide signature
information. Becausgse many electronic devices may not
include input interfaces by which a user can directly
provide a signature (e.g., a touch surface that can
detect and capture strokeg of a user’s gignature),
another approach may be required to provide a signature
in a signature field 130.

[0034] In one approach, an electronic device can
generate a digital representation of a user’s signature
from a captured image of an actual gignature of a user.
For example, the user can provide a signature on an
object (e.g., a piece of paper or other surface or
gsubstrate) using a writing instrument. For example, a
user can sign his name using a dark colored pen on a
piece of white or light colored paper. The user can
then place the gigned paper opposite a camera that may
communicate captured image information with the
electronic device. For example, the user can position
the signed paper in front of a webcam coupled to or
integrated with the electronic device. As another
example, the user can position a camera to capture an
image of the signature (e.g., if the camera is movable

relative to the device). FIG. 2 is a representation of
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a signed object placed opposite a camera coupled to an
electronic device in accordance with some embodiments
of the invention. Representation 200 can include
electronic device 210 that may have integrated

camera 212. Camera 212 can be positioned on a game
plane as display 214 of device 210 such that camera 212
can be typically oriented towards a user viewing
content on display 214. Object 220, which can include
signature 222 provided thereon, can be disposed such
that signature 222 may be within a field of view of
camera 212.

[0035] An electronic device can digplay any suitable
interface to assigt a user in positioning a signature
relative to a camera. For example, FIG. 3 ig an
illustrative display provided by an electronic device
for capturing an image of a signature in accordance
with some embodiments of the invention. Electronic
device 301 can provide display 300 in response to any
suitable instruction from a user. In some cases,
electronic device 301 can provide display 300 in
response to receiving an instruction from a user to
capture a new gsignature. Digplay 300 can include
window 310 that may correspond to an image captured by
a camera, and preview region 320 that may provide a
preview of a digital representation of a signature
captured in the image of window 310.

[0036] Window 310 can include central region 312
that may be procesgssed to identify a signature, and
border region 314 that may surround central region 312.
Window 310 can algo include reference line 316 that may
be overlaid on window 310 to provide a reference with
which a signature provided on an object and captured by

a camera can be aligned. Reference line 316 can be
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positioned at any suitable height in window 310
including, for example, a height that may ensure that
portions of letters of a signature extending below
reference line 316 may be displayed in central

region 312 in addition to portions of letters extending
above reference line 316. For example, as shown in
FIG. 3, reference line 316 can be located at a

height HR, which may be 1/3 of a total height H of
window 310 from the bottom of window 310.

[0037] In some cases, the electronic device can
ingtead or in addition provide a vertical base line
with which a signature can be aligned (e.g., vertical
base line 333). The electronic device can then
establish vertical boundaries (e.g., left and right
boundariesg) that may serve as limits for a region in
which to apply a raster-to-vector process, as described
in more detail below.

[0038] Images captured by the camera can be
displayed in window 310 for review by a usgser. 1In the
example of display 300, the image of window 310 can
include object 330 having signature 332. The user can
hold object 330 (e.g., as shown by user finger 334 in
window 310) opposite the camera, and may position
object 330 with respect to the camera guch that
gignature 332 may be aligned with reference line 316 of
window 310. In some cases, the user may position
object 330 with respect to the camera guch that
signature 332 may substantially fill central region 312
of window 310 (e.g., the user may move ocbject 330
closer to or further away from the camera to change the
gize of signature 332 captured by the camera within

window 310) .
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[0039] Electronic device 301 can process at least
the portions of a captured image that are within
central region 312 of window 310 to facilitate the
extraction of a digitized representation of

signature 332. Electronic device 301 may first convert
a color image to a grayscale image, and may then smooth
the converted image using a Gaussian blur to eliminate
threshold noige. In some cases, an adaptive
thresholding function can be applied that may convert
the image to black and white, and that may compensgate
for different lighting conditions and brightness
gradients. Alternatively, other processesg can be used
to process a captured image to distinguish portions
corresponding to a signature from other portiong of the
captured image (e.g., user’'s finger 334 or certain
portions of object 330, such as a background portion of
object 330). Although portions of the following
discussion may describe distinguishing a signature from
a background in a black and white image, it will be
understood that any suitable procegg can be used
including, for example, any process that allows for the
distinction between content and a background.

[0040] Once a captured image hasg been processed to
distinguish signature portions of the image from other
portions of the image, an electronic device can
identify a boundary box for the signature. FIG. 4 is a
schematic representation of an illustrative approach
that may be usged to identify a boundary box for a
signature in accordance with some embodiments of the
invention. Captured image 400 can include

signature 402 that may be virtually positioned on
reference line 404 (e.g., the reference line may be

provided on display 400 to serve as a reference for a
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ugser to position gignature 404 relative to a camera).
An electronic device can define successive rows of
pixels 420 that may be stacked above or include
reference line 404, and succeggive rows of pixelgs 430
5 that may be stacked below or include reference

line 404. Each one of rows 420 and 430 may extend the
entire length 401 of image 400. Each one of rowg 420
and 430 can have any suitable height 403 including, for
example, a single pixel. Starting with a first row 420

10 that may be determined to be nearest reference
line 404, an electronic device can determine whether
that first row 420 includes a particular amount of
consecutive white portions (e.g., a particular number
of consecutive white pixels). For example, the

15 electronic device can determine whether the row
includes a white portion that extends continuously for
75% of length 401 of image 400. Ag another example,
the electronic device can determine whether row 420
includes thirty consecutive white pixels. TIf the

20 electronic device determines that the row 420 includes
a continuoug white portion that extends at least a
threshold amount, the electronic device can determine
that the selected row 420 is a top boundary for
gignature 402. In gome cases, the electronic device

25 can also determine whether additional rows above the
gselected row include the particular amount of
consecutive white portions. For example, the
electronic device can also determine whether thirty
rows above the selected row also satisfy the

30 consecutive white portion threshold.
[0041] Alternatively, i1f the electronic device
determines that the longest continuous white portion of

the selected row 420 does not exceed a threshold
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amount, the electronic device can select the next
closest row 420 to reference line 404. The electronic
device can then compare the white portions of the next
gelected row 420 with a threshold, and continue
gelecting the next closest row 420 until a top boundary
is found. If a selected row satisfies the criteria,
but does not have an adequate number of additional rows
further from reference line 404 that also satisfy the
continuousg white portion criteria, the electronic
device can select the furthest of the additional rows
that satisfieg the continuous white portion criteria to
be the top boundary. If no rows satisfy the continuous
white portion criteria, the top row of the central
region can serve as the top boundary. The electronic
device can perform a similar progression to identify a
row 430 providing a bottom boundary for signature 402.
[0042] In the example of image 400, the electronic
device can determine that particular row 422 is the
closest line above reference line 404 that includes at
least a threshold amount of continuous white portions
(e.g., at least thirty continuous white pixels). Also,
the electronic device can determine that particular

row 432 is the closest line below line 404 that
includes at least a threshold amount of continuous
white portions. Rows 422 and 432 can then serve as the
top and bottom boundaries, respectively, for

gignature 402 (e.g., the ascent and descent boundariesg
of signature 402, respectively).

[0043] In some cases, once the top and bottom
boundaries have been established for signature 402, or
before one or both of the top and bottom boundaries
have been established, the electronic device can

similarly establish left and right boundaries for
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gignature 402. For example, beginning from each of the
left and right edges of image 400, the electronic
device can identify a first column that includes a non-
white portion corregponding to signature 402 (e.g., a
first column of pixels with a threshold of non-white
pixels). The electronic device can then convert the
raster represgsentation of the signature enclosed by the
established boundary box (e.g., a boundary box defined
by the established top, bottom, left, and right
boundaries) to a vector representation.

[0044] In some cases, however, it may not be
necessary to identify left and right or top and bottom
boundaries for signature 402. Instead, the electronic
device can directly apply a raster-to-vector process
(e.g., a vectorization process) to convert an image
representation of signature 402 to a vector
representation of the signature. The raster-to-vector
transformation can ignore white portions of image 400
that are within the boundary box defined by top
boundary row 422 and bottom boundary row 432, and can
replace black portions of the image with a wvector
representation. By limiting the transformation to the
regions of image 400 that are within the boundary box,
the electronic device can more efficiently procesgsg the
image. The resulting vector represgentation can
include, for example, a Bezier path that may follow the
outline of user strokes used to create signature 402.
In particular, the vector representation can reproduce
changes in line thickness, velocity of the writing
ingtrument, or other unique featureg of signature 402.
[0045] FIG. 5 is a flowchart of an illustrative
process 500 for creating a vector representation of a

gignature captured in an image in accordance with gome



WO 2012/054272 PCT/US2011/055883

10

15

20

25

30

- 15 -

embodiments of the invention. Process 500 can begin at
step 502. At step 504, an image can be captured. For
example, a camera coupled to an electronic device can
be used to capture an image of a signature provided on
a piece of paper. At step 506, the captured image can
be processed to create a black and white image. For
example, an electronic device can apply one or more
transformations to the captured image to distinguish
portions of a signature from portions a background. At
step 508, a position of a reference line on a captured
image can be identified. For example, the electronic
device can identify a particular line or row of pixels
that may corregpond to a reference line that can be
ugsed to align a signature at a particular portion of a
captured image. In particular, the electronic device
can display a reference line to assist a user in
positioning the signature to generate an appropriate
captured image. At step 510, several upper rowg can be
defined above the reference line. For example, the
electronic device can define a succession of rows of
pixels, each of which may have a particular height.

The upper rows may abut or overlap one another as they
extend above the reference line.

[0046] At step 512, the defined upper row closest to
the reference line can be selected. At step 514, the
amount of continuous and/or total white portions in the
selected upper row can be compared to one or more
threshold amounts. For example, the electronic device
can determine whether a selected upper row includes a
continuoug get of white pixelgs that exceeds 75% of the
row length, or that exceeds 30 total pixels, or whether
at least 95% of the pixelg of the row are white. If

the amount of continuous white portions is less than
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the threshold amount, process 500 can return to

step 512 and select the next closgsest upper row to the
reference line. If the amount of continuous white
portions is more than the threshold amount, process 500
can move to step 516. At step 516, the selected upper
row can be defined as a top boundary for the gignature.
[0047] At step 518, several lower rowg can be
defined below the reference line. For example, the
electronic device can define a succession of rows of
pixels, each of which may have a particular height.

The rows may abut or overlap as they extend below the
reference line. At step 520, the defined lower row
closest to the reference line can be selected. At

step 522, the amount of white portions in the selected
lower row can be compared to a threshold amount. For
example, the electronic device can determine whether a
gselected lower row includes a set of continuous pixels
that exceeds 75% of the row length, or that exceeds 30
pixels. If the amount of continuous white portions is
less than the threshold amount, procegs 500 can return
to step 520 and select the next closest lower row to
the reference line. If the amount of continuous white
portions is more than the threshold amount, process 500
can move to step 524. At step 524, the selected row
can be defined as a bottom boundary for the gignature.
Procesgs 500 can then end at step 526.

[0048] Returning to display 300 of FIG. 3,

display 300 can include, in preview region 320, a
representation 322 of signature 332 that may be
generated by electronic device 301. Preview region 320
can include a reference line 324 that may correspond to
reference line 316 of window 310. As the user moves

gigned object 330 relative to the camera, electronic
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device 301 can generate representation 322 for
gignature 332 of a captured image. Electronic

device 301 can display the generated representation 322
in preview region 320 such that the position of
gignature 332 relative to reference line 316 in

window 310 substantially correspondsg to the position of
representation 322 relative to reference line 324. For
example, representation 322 can vary in real-time as an
image captured and displayed in window 310 varies.
[0049] In some cases, represgsentation 322 can be
sized to fit the entirety of preview region 320. In
particular, a raster-to-vector processg can
automatically identify the ends of representation 322,
and display representation as large as possgible in
preview region 320. For example, first end 323a of
representation 322 can be aligned with first end 321a
of preview region 320, and second end 323b of
representation 322 can be aligned with second end 321b
of preview region 320. This approach may allow a user
to preview left and right boundaries of

representation 322 without requiring a user to position
paper 330 such that left and right ends of

signature 332 match the left and right boundaries of
central region 312 (e.g., left boundary 31la and right
boundary 311b of central region 312).

[0050] To improve a user’s experience, electronic
device 301 can dynamically adjust representation 322
displayed in preview region 320 based on the position
of signed object 330 and signature 332 relative to a
camera, and thus detected in window 310. 1In
particular, electronic device 301 can dynamically
process a captured image to create a vector

representation of a signature at different momentg in



WO 2012/054272 PCT/US2011/055883

10

15

20

25

30

- 18 -

time. The representation can then be provided in
preview region 320 for the user’s approval. Once the
uger finds representation 322 acceptable, the user can
gselect option 340 to store representation 322 for
future use.

[0051] L representation of a signature can be stored
using different approaches. In some cases, the
representation may not be stored on disk, but may be
lost when the application used to create the signature
(e.g., a PDF viewer or editor) quits. This can provide
gsecurity to a user of the electronic device, as
unauthorized users may not be able to retrieve the
uger’s stored signature once the application has quit.
Alternatively, a generated representation can be
encrypted, as it can constitute sensitive information.
The decryption key required for decrypting the
representation can be stored by an operating gystem of
the device, for example as part of a keychain. In gome
cases, a representation can be encoded such that only
gspecific authorized applications can use a decryption
key to decrypt a stored representation. For example,
only the application used to create the representation
of the gignature, or an application used to populate
documents requiring a signature can be enabled to
decrypt an encrypted representation of a gignature.
[0052] In some cases, represgsentations of gignatures
can be associated with specific users or with specific
accounts of an electronic device. 1In particular, in a
device having several uger accounts, a usgser can limit
access to a representation of a signature to the user’s
account, for example to prevent a child from usging his
account to sign a permission slip using a

representation of a parent’s signature that is
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associated with the parent’s account. Alternatively, a
uger can allow the gignature to be usged from other user
accounts of the device.

[0053] L user can sgstore any suitable number of
representations of sgignatures. For example, a user can
store a signature with or without a middle name or
middle initial, or a sgignature that includes the user’s
initials or one or more symbolsg. FIG. 6 is an
illustrative electronic device display of available
gignatures in accordance with some embodiments of the
invention. Display 600 of an electronic device 601 can
include window 602 in which several representationg of
gignatures can be digplayed. For example, window 602
can include representationg 610, 612, and 614 of
gignatures provided by a user. The representations can
correspond to different manners in which a user may
sign documentg, or can correspond to signatures
provided by different users. For example,
representations 610 and 612 can correspond to
gignatures provided by two different users, while
representation 614 can correspond to the initialg of
one of the users. The representations can be provided
in any suitable order including, for example, in an
order corresponding to when they were created (e.g.,
representation 614 is the newegt representation, and
representation 610 is the oldest representation). A
user can set a particular representation of window 602
as a default signature, or can delete one or more
representationg from window 602.

[0054] To place a representation of a signature in a
displayed document, an application providing the
document can include a menu in which a signature can be

selected. FIG. 7 is an illustrative display of a menu
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overlaid on a document for providing a signature in the
document in accordance with some embodiments of the
invention. Display 700 can include document 702 over
which menu 710 can be overlaid. Menu 710 can include
listing 711 of representations 712, 714, and 716 that
can, in some cases, corresgpond to the representations
of display 600 of FIG. 6. A user can select a
particular representation by moving selection

region 720 over listing 711. A currently selected or a
default representation can be identified by marker 722.
[0055] Once a uger has selected the particular
representation to provide in the displayed document,
the electronic device can identify a specific document
field in which to display the representation. In one
implementation, the electronic device can identify a
field in a document based on the position of an input
provided by a user. For example, the electronic device
can identify the position of a cursor controlled by a
ugser. As another example, the electronic device can
identify the position of a touch input. FIG. 8 is a
view of a portion of an illustrative document 800 that
may have various fields in which a representation of a
signature can be placed. Document 800 can include
geveral fields 810, and in particular fields 820, 830,
840, and 850 in which a user may provide a signature.
[0056] Each signature field can be characterized by
a horizontal line on which a signature representation
can be placed. For example, signature field 820 can
include base line 822, field 830 can include base

line 832, field 840 can include base line 842, and
field 850 can include base line 852. To place a
gignature in a field, a user can provide an input

identifying one of the base lines. For simplicity, the
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following discussion describes providing an input via
cursor 802, though it will be understood that other
approacheg for providing an input may be used (e.g., by
gselecting an appropriate field from a list of
appropriate fields provided by the document
application).

[0057] As a user moves cursor 802 to different
positions on displayed document 800, the electronic
device can identify a base line, if any, in a region
adjacent to the cursor pogition. In some casges, the
electronic device can initially render a portion of the
document underneath the cursor to determine whether the
cursor position corresponds to a base line of a field.
For example, the electronic device can initially render
an 8x8 pixel region or any other suitably sized region
that may be centered about the cursor with a 4x gcale
or any other suitable scale. The rendered portion can
be provided as an off-screen bitmap or any other
suitable image file that may be analyzed to identify a
bage line. 1In some cases, the off-gcreen rendering can
be provided in grayscale, with anti-aliasing and other
smoothing functionality disabled to simplify
procesgsing. FIG. 9 ig a view of an illustrative
initially rendered portion of a document in accordance
with some embodiments of the invention. Rendered
portion 900 can corregpond to a portion of document 800
adjacent to the position of cursor 802. Rendered
portion 900 can include an 8x8 matrix of pixels 902.
The pixelg can be colored in a manner corregponding to
the information of document 800. For example, rendered
portion 900 can include colored pixels defining
horizontal mark 920 that may extend through the

entirety of rendered portion 900, and a vertical



WO 2012/054272 PCT/US2011/055883

10

15

20

25

30

- 22 -

mark 922 that may be located underneath horizontal

mark 920. Horizontal mark 920 can corregpond to a
portion of base line 822, while vertical mark 922 can
correspond to a portion of a letter located underneath
base line 822.

[0058] The electronic device can process portion 900
using any suitable approach to initially detect a base
line. 1In some cases, the electronic device can
associate each pixel with a value based on the color of
the pixel. For example, darker pixels can be
associated with a smaller number, and lighter or white
pixels can be associated with a larger number. The
electronic device can then calculate, for each row of
pixels, the sum of the values associated with each
pixel in a given row. FIG. 10A is a data structure
representing a sum of values of pixels in each row of
initial rendered portion 900 in accordance with some
embodiments of the invention. Data structure 1000A can
include entries 1002, each of which may correspond to a
row of rendered portion 900 (e.g., eight entrieg 1002).
The value provided in each entry 1002 can correspond to
the sum of values of individual pixels 902 in a
corresponding row. For example, data structure 1000A
can include entries 1002 having a value of 8
corresponding to light rowg, while other entries 1002
can have a value of 1 corregponding to dark rows.

[0059] Once the electronic device has determined
values associated with each row, the electronic device
can convert the values to a binary system based on a
threshold. FIG. 10B is a converted data structure used
to identify a base line in accordance with some
embodiments of the invention. Data structure 1000B can

include entries 1022, each of which may correspond to
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entries 1002 of FIG. 10A. The values used for

entries 1022 can be selected based on a binary
threshold. For example, valuegs of entries 1002 that
are less than 5 can be replaced with a value of *“-1,”"
and values of entries 1002 that are larger than or
equal to 5 can be replaced with a value of *1.” 1In
data structure 1000B, values of “-1" can correspond to
dark lines.

[0060] The electronic device can scan the values of
data structure 1000A and/or 1000B starting from an
entry corregponding to a top-most row of an initially
rendered portion. The electronic device can then
identify the first entry in the data structure that has
a value corregponding to a dark line (e.g., a value of
“-1" of FIG. 10B). The identified first entry can be
taken to constitute the top of a horizontal line on
which a representation of a signature can be placed.
[0061] Having identified a portion of a base line
corresponding to a field using data structure 1000B
(e.g., identifying a row of pixels corregponding to the
top of mark 920 in rendered portion 900), the
electronic device can identify the left and right
boundaries of the base line. In some cases, the
electronic device can render an expanded portion of the
displayed document to identify the boundaries. FIG. 11
ig a view of an illustrative expanded rendered portion
in accordance with some embodiments of the invention.
Expanded rendered portion 1100 can include a matrix of
pixels having several rows 1108 extending across the
entirety of the document (e.g., extending across an
entire width of the document). The rows used in
expanded rendered portion 1100 can be substantially

centered about row 1110, which may correspond to the
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first entry 1022 of data structure 1000B (e.g., the top
of a detected line). For example, expanded rendered
portion 1100 can include central row 1110 that may
correspond to an identified entry 1022, and any
suitable number of rows 1112 and 1114 above and below
central row 1110, respectively. By generating a
representation that includes additional rows above and
below central row 1110, the electronic device can
detect boundaries for lines that are not horizontal
(e.g., lines from documents that were gcanned into the
electronic device).

[0062] To identify left and right boundaries for an
identified base line 1130 (e.g., basgsed on the position
of a cursor 1102), the electronic device can select at
least central row 1110 and one or more rows 1112
immediately above central row 1110, although in some
cases one or more rows 1114 immediately below central
row 1110 can also be selected. It may be desirable to
not select rows below central row 1110, ag identified
elements (e.g., vertical line 1140) may inadvertently
be identified as boundaries for base line 1130 although
the elements below central row 1110 actually have no
impact on the boundaries of the bage line. In some
cases, the entirety of expanded rendered portion 1100
can be selected. The electronic device can then
analyze the pixels in each of the selected rows
starting from pixels that may corresgpond to a

column 1120 that may be identified by the position 1122
of cursor 1102, and subsequently other columns that may
extend away from position 1122 (e.g., columns along y-
axis 1152 extending in both directions along x-

axis 1150). For example, the electronic device can

successively analyze columns of pixels extending
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through each of the selected rows. In some cases, the
electronic device can process each pixel using a binary
threshold to determine whether the pixel is dark or
light (e.g., black or white).

[0063] Several different patterns or changes in
pixel color between adjacent columns or rows can be
identified as boundaries for base line 1130. For
example, the electronic device can identify a change
from a dark pixel to a light pixel along central

row 1110 (i.e., a column corregponding to a left or
right boundary of the base line) as a boundary for the
bage line. 1In particular, the electronic device can
identify white portion 1132 of one or more pixels at a
right boundary of base line 1130. As another example,
the electronic device can identify a change from a
light pixel to a dark pixel in a column of pixels above
central row 1110. 1In particular, the electronic device
can identify vertical bar 1134 of pixels at a left
boundary of line 1130. By analyzing a column of pixels
extending above central row 1110 (e.g., pixels in a
particular column provided from pixels of consecutive
rows 1112), the electronic device can identify markers
in a field that are offset from line 1130. For
example, the electronic device can identify marker 1138
that may correspond to a left boundary of another,
ungelected base line (e.g., base line 1136).

[0064] An electronic device can dynamically indicate
an identified base line to a user. For example, as a
uger moves a cursor over a detected line, the entirety
of the line may be highlighted. In particular,
returning to FIG. 8, as a user moves cursor 802 over
one of base lines 822, 832, 842, and 852, the

electronic device can display a highlight region
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depicting the base line between left and right
boundaries that may have been identified by the device.
[0065] Once the boundaries of an identified base
line have been identified, a representation of a

5 gignature can be positioned with regpect to the line.
In some cases, the electronic device can align a left-
most portion of a representation with an identified
left boundary of the line. Alternatively, a
representation can be centered on the line, aligned

10 with a right boundary of the line, or offset from one
of the line boundarieg. The representation can be
positioned on the line such that the posgition of the
representation relative to the line may substantially
correspond to the position of the representation

15 relative to a reference line (e.g., as shown in
FIG. 3). FIG. 12 is a view of an illustrative document
in which a signature may be placed in accordance with
some embodiments of the invention. Document 1200 can
include a field having base line 1202, which may be

20 identified using any suitable approach. The electronic
device can identify left boundary 1204 (e.g., an “x”
near line 1202) and a right boundary 1206 (e.g., a
white space extending beyond an edge of line 1202) for
base line 1202. Representation 1212 of a signature can

25 be placed in display 1200 such that an end or portion
of representation 1212 corresponding to a reference
line can be aligned with or slightly offset from
identified boundaries or features of base line 1202.
For example, left end 1214 of representation 1212 may

30 be aligned with or slightly offset from left
boundary 1204.
[0066] The digplayed representation can be re-gized

based on the size of an identified base line on which
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the representation is provided. 1In some cases, the
gize of the repregentation can be gelected based on the
length of an identified line (e.g., based on a distance
between boundaries of the line). For example, the
electronic device can scale a representation such that
the length of the representation matches the length of
the identified line. The scaled representation can
maintain its aspect ratio to avoid undegired
deformation of the representation. In gome cases, the
electronic device can limit a length of a
representation based on a threshold associated with a
height of the representation. For example, the
electronic device can scale a representation until the
height of the scaled representation reaches a threshold
(e.g., 0.5 inches). The resulting representation may
then have a length that is less than the length of the
identified base line on which the representation is
placed. As shown on document 1200, the length of
representation 1212 between edges 1214 and 1216 ig less
than the length of line 1202 between boundarieg 1204
and 1206. It will be understood that other
characterigtic dimensions of a representation can also
or instead provide thresholds for sizing the
representation. In some cases, a user can re-size or
displace a representation after it has been placed on
the displayed document. For example, a user can
reposition a representation to fit entirely within a
field.

[0067] Once a representation of a signature has been
position in a field of a document, a user can publigh
the representation to incorporate the signature in the
document. To prevent unauthorized users from

extracting the representation for use in other
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documents, the electronic device can convert the
gignature representation to an image (e.g., using a
vector-to-raster process). The resulting document can
then be published without risking a person other than
the signatory extracting the representation for
unauthorized use.

[0068] FIG. 13 is a flowchart of an illustrative
process 1300 for identifying a line of a document on
which to place a representation of a signature in
accordance with some embodiments of the invention.
Process 1300 can begin at step 1302. At step 1304, an
input position provided on a document can be
identified. For example, an electronic device can
identify an input position corresponding to a cursor
location or to a touch input location provided by a
uger. At step 1306, an initial portion of the document
gsubstantially centered about the input position can be
rendered. For example, the electronic device can
render an 8x8 pixel portion of the document centered
about the identified input position. In some cases,
the rendering can take place off-gcreen. At step 1308,
each row of the initially rendered portion can be
associated with one or more particular valueg. For
example, the electronic device can take a sum of values
of pixels in a row, and asgssociate the gum with the
corresponding row. In some cases, a threshold can be
applied to the sum to replace sum values with one of
two or more values based on the threshold (e.g., a
binary threshold). At step 1310, a value of the top-
most row can be gelected, although a bottom row, middle
row, or other row can also be selected first.

[0069] At step 1312, the electronic device can

determine whether the gelected wvalue corresgponds to
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dark pixels. For example, the electronic device can
determine whether the selected value is larger than a
threshold associated with dark pixels. If the
electronic device determines that the selected value
does not correspond to dark pixels, procesgs 1300 can
move to step 1314. At step 1314, the electronic device
can select a value associated with a next row down in
the initially rendered portion, and can return to

step 1312. TIf, at step 1312, the electronic device
instead determineg that the selected value corresponds
to dark pixelg, process 1300 can move to step 1316. At
step 1316, the electronic device can determine that the
gselected row corregponds to a top surface of a line,
and can identify boundaries for the line corresponding
to the selected row. For example, the electronic
device can implement a process such as the one
described below in FIG. 14. Process 1300 can then end
at step 1318.

[0070] FIG. 14 is a flowchart of an illustrative
procesgs 1400 for identifying boundariegs of an
identified line in accordance with some embodiments of
the invention. Process 1400 can begin at step 1402.

At step 1404, a row of pixels corresponding to a top of
an identified line can be retrieved, where the line may
be part of a displayed document. For example, an
electronic device, using procesgs 1300, can identify at
least a portion of a row of pixels corresponding to a
top surface of a line. At step 1406, an expanded
portion of the document can be rendered. For example,
an electronic device can render (e.g., off screen), a
region of the document that may include the identified
row and one or more rows adjacent to the identified

row, and that may extend across the entire width of the
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document or a certain portion of the width of the
document. At step 1408, an input position can be
identified. For example, an electronic device can
identify a position of a cursor, or a position of a

5 touch input. At step 1410, a column of pixels from the
rendered expanded portion that may be adjacent to the
identified input position can be selected. For
example, the electronic device can select one or more
columns of pixels that are immediately to the left or

10 to the right of the identified input position.

[0071] At step 1412, the electronic device can
determine whether the gelected column corregponds to a
boundary for the line. For example, the electronic
device can determine whether pixels in each selected

15 column include dark pixels corresponding to an element
of a boundary, or whether pixels in each selected
column include light pixels corresponding to a break in
the line. If the electronic device determines that the
selected column does not correspond to a boundary,

20 process 1400 can move to step 1414 and select a next
column of pixels adjacent to a previously selected
column, but farther from the input position in one or
both directions along the line (e.g., left, right or
both) . Process 1400 can then return to step 1412. If,

25 at step 1412, the electronic device instead determines
that the selected column corresponds to a boundary,
process 1400 can move to step 1416. At step 1416, the
selected column can be established as a boundary for
the line. For example, the electronic device can

30 identify a particular column that includes a pixel
indicative of a boundary. Process 1400 can then end at

step 1418.
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[0072] FIG. 15 is a flowchart of an illustrative
process 1500 for pogitioning a representation of a
gignature in a document in accordance with some
embodiments of the invention. Process 1500 can begin
at step 1502. At step 1504, a line on which to place a
representation of a signature can be identified. For
example, an electronic device can identify a line using
one or both of process 1300 of FIG. 13 and/or

process 1400 of FIG. 14. At step 1506, a length of the
line can be determined. For example, the electronic
device can determine a distance between left and right
boundaries of the line. At step 1508, a height and
length of the represgsentation can be determined. For
example, the electronic device can determine an initial
height and length for the representation based on an
image captured and used to create the representation.
In some cases, a default height or width can be usged
for the representation. At step 1510, the
representation can be scaled so that the length of the
representation matches the determined length of the
line. 1In some casgeg, the scaling can maintain a
constant aspect ratio for the representation.

[0073] At step 1512, the electronic device can
determine whether the height of the scaled
representation is larger than the threshold height.

For example, the electronic device can determine
whether the height of the scaled representation is less
than 0.5 inchegs (e.g., to reduce the chance that a
signature will extend beyond an upper boundary of a
gignature field). If the electronic device determines
that the height of the scaled representation is less
than the threshold height, procegg 1500 can move to
step 1514. At step 1514, the scaled representation can
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be disposed on the line. For example, the electronic
device can dispose the representation on the line such
that it is offget from or aligned with a boundary of
the line. Procegg 1500 can then move to step 1520 and
end.

[0074] If, at step 1512, the electronic device
ingstead determineg that the height of the scaled
representation is larger than the threshold height,
process 1500 can move to step 1516. At step 1516, the
representation can be re-scaled such that the height of
the representation matches the threshold height. The
length of the re-scaled representation can be selected
guch that the represgentation maintaing its aspect
ratio. At step 1518, the re-gcaled representation can
be disposed on the line. For example, the electronic
device can dispose the representation on the line such
that it is offget from or aligned with a boundary of
the line. Procegg 1500 can then move to step 1520 and
end.

[0075] FIG. 16 is a flowchart of an illustrative
process 1600 for creating a digital representation of a
signature in accordance with some embodiments of the
invention. Procegg 1600 can begin at step 1602. At
step 1604, an image of a signature can be captured.

For example, a signature that is substantially aligned
with a reference line can be captured. At step 1606, a
top boundary for the signature can be identified. 1In
gome cases, the top boundary can include a row having a
particular amount of light portionsg (e.g., of white
pixelg). At step 1608, a bottom boundary for the
gignature can be identified. For example, the bottom
boundary can include a row having a particular amount

of light portions (e.g., white pixels). 1In some cases,
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the reference line can be pogitioned between the top
boundary and the bottom boundary. At step 1610, a
vectorization procegs can be applied to portions of the
captured image that are between the top boundary and
the bottom boundary to create a representation of the
signature. Process 1600 can end at step 1612.

[0076] FIG. 17 is a flowchart of an illustrative
process 1700 for digitizing a signature in accordance
with some embodiments of the invention. Process 1700
can begin at step 1702. At step 1704, an image of a
gignature can be captured. The image can include a
color image. At step 1706, the image can be processed
to generate a black and white image corresponding to
the captured color image. For example, a procegsg for
converting the color image to a grayscale image, and a
color thresghold process can be applied to the image.

At step 1708, upper and lower boundaries of the black
and white image for the signature can be identified.

At step 1710, a raster-to-vector process can be applied
to the portion of the black and white image between the
upper and lower boundaries to generate a representation
of the signature. Process 1700 can end at step 1712.
[0077] FIG. 18 is a flowchart of an illustrative
process 1800 for placing a representation of a
gignature on a document in accordance with some
embodiments of the invention. Process 1800 can begin
at step 1802. At step 1804, a position of an input
along a digplayed document can be detected. For
example, a position of a cursor or a position of a
touch input can be detected. At step 1806, an initial
portion of the document can be rendered. For example,
an electronic device can render an initial portion that

ig adjacent to the detected input position. At
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step 1808, the electronic device can determine that a
horizontal line extends through the rendered initial
portion. At step 1810, an expanded portion of the
document can be rendered. For example, the electronic
device can render a portion of the document that
includes the determined horizontal line. At step 1812,
at least one boundary for the horizontal line can be
identified from the rendered expanded portion. For
example, the electronic device can identify one or more
breaks in the horizontal line, or other displayed
content indicating a boundary for the horizontal line.
At step 1814, a retrieved representation of a signature
can be placed with respect to (e.g., on) the horizontal
line adjacent at least one of the identified boundaries
or between the identified boundaries. Process 1800 can
end at step 1816.

[0078] FIG. 19 is a flowchart of an illustrative
process 1900 for pogitioning a representation of a
gignature on a line of a document in accordance with
some embodiments of the invention. Process 1900 can
begin at step 1902. At step 1904, a line on which to
place a representation of a signature can be
identified. For example, an electronic device can
identify a line from a position of an input provided by
a user. At step 1906, a length of the line can be
determined. For example, the electronic device can
identify one or more boundaries for the line. At

step 1908, the representation can be scaled to match
the determined length of the line. For example, the
electronic device can scale the representation while
maintaining an aspect ratio of the representation. At
step 1910, the electronic device can determine whether

the height of the scaled represgentation is smaller than
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a threshold height. At step 1912, the scaled
representation can be positioned on the line in
response to determining that the height of the scaled
representation is smaller than the threshold height.

5 Process 1900 can end at step 1914.
[0079] Any suitable electronic device can be used to
capture a gignature, or to provide a representation of
a signature in a displayed document. FIG. 20 is a
gchematic view of an illustrative electronic

10 device 2000 for capturing a signature or for placing a
representation of a signature in a document in
accordance with some embodiments of the invention.
Electronic device 2000 may be any portable, mobile, or
hand-held electronic device configured to capture a

15 signature and/or present a document to a user wherever
the user travelgs. Alternatively, electronic device
2000 may not be portable at all, but may instead be
generally stationary. Electronic device 2000 can
include, but is not limited to, a music player

20 (e.g., an iPod™ available by 2Apple Inc. of Cupertino,
California), video player, still image player, game
player, other media player, music recorder, movie or
video camera or recorder, still camera, other media
recorder, radio, medical equipment, domestic appliance,

25 transportation vehicle instrument, musical instrument,
calculator, cellular telephone (e.g., an iPhone™
available by Apple Inc.), other wireless communication
device, personal digital assistant, remote control,
pager, computer (e.g., a desktop, laptop, tablet,

30 gserver, etc.), monitor, television, stereo equipment,
set up box, set-top box, boom box, modem, router,
printer, and combinations thereof. 1In some

embodiments, electronic device 2000 may perform a
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single function (e.g., a device dedicated to capturing
gignatures or presgsenting documents) and, in other
embodiments, electronic device 2000 may perform
multiple functions (e.g., a device that presents
documents, plays music, and receives and transmits
telephone callg).

[0080] Electronic device 2000 may include a
procegsor 2002, memory 2004, power supply 2006, input
component 2008, and display 2010. Electronic device
2000 may also include a bus 2012 that may provide one
or more wired or wirelegg communication links or paths
for transferring data and/or power to, from, or between
various other componentg of device 2000. In some
embodimentg, one or more components of electronic
device 2000 may be combined or omitted. Moreover,
electronic device 2000 may include other components not
combined or included in FIG. 20 and/or several
ingtances of one or more of the components shown in
FIG. 20.

[0081] Memory 2004 may include one or more storage
mediumg, including for example, a hard-drive, flash
memory, non-volatile memory, permanent memory such as
read-only memory ("ROM"), semi-permanent memory such as
random access memory ("RAM"), any other suitable type
of storage component, or any combination thereof.
Memory 2004 may include cache memory, which may be one
or more different types of memory used for temporarily
storing data for electronic device application
programs. Memory 2004 may store media data

(e.g., music and image filesg), software (e.g., a boot
loader program, one or more application programs of an
operating system for implementing functiong on device

2000, etc.), firmware, preference information
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(e.g., media playback preferences), lifestyle
information (e.g., food preferenceg), exercise
information (e.g., information obtained by exercise
monitoring equipment), transaction information

(e.g., information such as credit card information),
wireless connection information (e.g., information that
may enable device 2000 to establish a wireless
connection), subscription information

(e.g., information that keeps track of podcasts or
television shows or other media a user subscribes to),
contact information (e.g., telephone numberg and e-mail
addresseg), calendar information, any other suitable
data, or any combination thereof.

[0082] Power supply 2006 may provide power to one or
more of the components of device 2000. In some
embodimentg, power supply 2006 can be coupled to a
power grid (e.g., when device 2000 is not a portable
device, such as a desktop computer). In gome
embodimentg, power supply 2006 can include one or more
batteries for providing power (e.g., when device 2000
ig a portable device, such as a cellular telephone).

As another example, power supply 2006 can be configured
to generate power from a natural source (e.g., solar
power using solar cells).

[0083] One or more input components 2008 may be
provided to permit a user to interact or interface with
device 2000. For example, input component 2008 can
take a variety of forms, including, but not limited to,
an electronic device pad, dial, click wheel, scroll
wheel, touch screen, one or more buttons (e.g., a
keyboard), mouse, joy stick, track ball, microphone,
camera, proximity sensor, light detector, and

combinationg thereof. Each input component 2008 can be
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configured to provide one or more dedicated control
functions for making selections or issuing commands
associated with operating device 2000.

[0084] Electronic device 2000 may also include one
or more output components that may present information
(e.g., visual, audible, and/or tactile information) to
a user of device 2000. An output component of
electronic device 2000 may take various formg,
including, but not limited to, audio gpeakers,
headphonesg, audio line-outs, visual digplays, antennas,
infrared ports, rumblers, vibrators, or combinations
thereof.

[0085] For example, electronic device 2000 may
include display 2010 ags an output component. Display
2010 may include any suitable type of display or
interface for presenting visual content to a user. In
gome embodiments, digplay 2010 may include a display
embedded in device 2000 or coupled to device 2000
(e.g., a removable digplay). Display 2010 may include,
for example, a liquid crystal display ("LCD"), a light
emitting diode ("LED") display, an organic light-
emitting diode ("OLED") display, a surface-conduction
electron-emitter display ("SED"), a carbon nanotube
display, a nanocrystal display, any other suitable type
of digplay, or combination thereof. Alternatively,
display 2010 can include a movable display or a
projecting system for providing a display of content on
a surface remote from electronic device 2000, such as,
for example, a video projector, a head-up display, or a
three-dimensional (e.g., holographic) display. As
another example, display 2010 may include a digital or
mechanical viewfinder, such as a viewfinder of the type

found in compact digital cameras, reflex cameras, or
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any other guitable still or video camera. In gome
embodimentg, display 2010 may include display driver
circuitry, circuitry for driving display drivers, or
both. Display 2010 can be operative to present visual
5 content provided by device 2000.
[0086] It should be noted that one or more input
components and one or more output components may
sometimes be referred to collectively herein as an
input/output ("I/O") interface (e.g., input component
10 2008 and display 2010 as I/O interface 2011). It
should also be noted that input component 2008 and
display 2010 may sometimes be a single I/0 component,
gsuch as a touch screen that may receive input
information through a user's touch of a display screen
15 and that may also provide visual information to a user
via that same display screen.
[0087] Electronic device 2000 may also be provided
with an enclosure or housing 2001 that may at least
partially enclose one or more of the components of
20 device 2000 for protecting them from debrig and other
degrading forces external to device 2000. In some
embodimentg, one or more of the components may be
provided within its own housing (e.g., input component
2008 may be an independent keyboard or mouse within its
25 own housing that may wirelessly or through a wire
communicate with processor 2002, which may be provided
within its own housing).
[0088] Processor 2002 of device 2000 may include any
processing or control circuitry operative to control
30 the operationg and performance of one or more
components of electronic device 2000. For example,
processor 2002 may be used to run operating system

applicationg, firmware applications, media playback
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applications, media editing applications, or any other
application. In some embodiments, processor 2002 may
receive input signals from input component 2008 and/or
drive output signals through display 2010.

5 [0089] It is to be understood that the steps shown
in each one of procegses 500 and 1300-1900 of FIGS. 5
and 13-19, respectively, are merely illustrative and
that existing steps may be modified or omitted,
additional steps may be added, and the order of certain

10 steps may be altered.
[0090] Moreover, the procegsgses described with
regpect to FIGS. 5 and 13-19, as well as any other
aspects of the invention, may each be implemented in
hardware or a combination of hardware, software, and/or

15 firmware. Embodiments of the invention can also be
embodied ag computer-readable code on a computer-
readable medium. The computer-readable medium may be
any data storage device that can store data which can
thereafter be read by a computer system. Examples of

20 the computer-readable medium include read-only memory
("ROM") , random-accessgs memory ("RAM"), CD-ROMs, DVDg,
magnetic tape, and optical data storage devices. The
computer-readable medium can also be distributed over
network-coupled computer systems so that the computer-

25 readable code may be stored and executed in a
distributed fashion.
[0091] Although many of the embodiments of the
present invention are described herein with respect to
personal computing devices, it should be understood

30 that the present invention is not limited to personal
computing applications, but ig also generally

applicable to other applications.
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[0092] Insubstantial changes from the claimed
subject matter as viewed by a person with ordinary
skill in the art, now known or later devised, are
expressly contemplated as being equivalently within the
gcope of the claimg. Therefore, obvious substitutions
now or later known to one with ordinary skill in the
art are defined to be within the scope of the defined
elements.

[0093] The above-described embodiments of the
invention are presgented for purposes of illustration

and not of limitation.
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What is Claimed is:

1. A method for creating a digital

representation of a signature, the method comprisging:

capturing an image of a signature,
wherein the signature is aligned with a reference line
associated with the image;

identifying a top boundary within the
image for the signature, wherein the top boundary
comprises a row having a particular amount of light
portions;

identifying a bottom boundary within the
image for the signature, wherein the bottom boundary
comprises a row having a particular amount of light
portions, and wherein the reference line is positioned
between the top boundary and the bottom boundary; and

applying a vectorization procesg to
portions of the captured image that are between the top
boundary and the bottom boundary to create a

representation of the signature.

2. The method of claim 1, further
comprising:
directing a user to pogition a signature
provided on an object opposite a camera such that the

gignature is aligned with the reference line.

3. The method of claim 2, further
comprising:
displaying a preview of the image of the
gignature in a digplay window, wherein the display

window comprises the reference line.
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4. The method of claim 3, further
comprising:
directing a user to move the object
relative to the camera so that the signature is aligned

5 with the reference line in the display window.

5. The method of claim 1, further
comprising:
converting individual pixels of the
captured image to black and white pixels using a

5 thresholding function.

6. The method of claim 5, further
comprising:
identifying a central row of pixelg in
the captured image corresponding to the reference line;
5 and
identifying a closest row of pixels
above the central row of pixels that compriges a
consecutive sgsequence of white pixels of at least a
threshold length, and for which a threshold number of
10 additional rows comprise a consecutive sequence of
white pixels, wherein the top boundary comprises the

identified closest row of pixels.

7. The method of claim 6, wherein:
the consecutive sequence of white pixels

comprises at least thirty white pixels.

8. An electronic device, compriging:
a camera operative to capture an image
of a signature provided on a substrate;
display circuitry operative to provide a

5 portion of the captured image in a display window; and
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control circuitry operative to:

process the captured image to
create a black and white image of the signature;

identify an upper boundary for the
gignature;

identify a lower boundary for the
gignature; and

generate a vector representation of
the black portions of the image between the upper
boundary and the lower boundary, wherein the vector

representation corresponds to the signature.

9. The electronic device of claim 8,
wherein the control circuitry is further operative to:
convert a captured color image to a
grayscale image; and
apply an adaptive thresholding function
to the grayscale image to create the black and white

image of the signature.

10. The electronic device of claim 8,

wherein the control circuitry is further operative to:

identify a position of a reference line
provided on the display window relative to the captured
image;

identify the upper boundary above the
reference line; and

identify the lower boundary below the

reference line.

11. The electronic device of claim 10,
wherein the control circuitry is further operative to:
identify a reference row of pixels

corresponding to the reference line;
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5 guccesgssively select each row of pixels
above the identified reference row of pixels; and
identify the first row of the
guccesgsively selected rows of pixelg that comprises a

gsequence of pixelg corresponding to the upper boundary.

12. The electronic device of claim 11,
wherein the sequence of pixels compriges a consecutive

gseries of white pixels.

13. The electronic device of claim 8,
wherein the control circuitry is further operative to:
generate the vector representation of
the signature based on the portion of the image

5 provided in the display window.

14. The electronic device of claim 8,
wherein:
the vector represgsentation reproduces
changes in line thickness and velocity of at least one

5 stroke of the signature.

15. A method for digitizing a signature, the
method comprising:
capturing a color image of a signature;
processing the image to generate a black
5 and white image corresponding to the captured image;
identifying a reference line for
aligning the signture; and
applying a raster-to-vector process to
the portion of the black and white image in regions
10 adjacent to the reference line to generate a

representation of the signature.



WO 2012/054272 PCT/US2011/055883

16. The method of claim 15, further
comprising:
identifying rows in the black and white
image that comprise black elements;
5 identifying an upper boundary above the
identified rows; and
identifying a lower boundary below the

identified rows.

17. The method of claim 15, further
comprising:
encrypting the representation to prevent

unauthorized use of the representation.

18. The method of claim 17, further
comprising:
associating the encrypted representation

with a particular user.

19. The method of claim 15, wherein:
associating the representation with a
particular application, wherein only the particular

application can make use of the representation.

20. A computer-readable medium comprising

computer program logic recorded thereon for:

capturing an image of a signature,
wherein the signature is aligned with a reference line

5 associated with the image;

identifying a top boundary for the
signature, wherein the top boundary comprises a first
row of the image having a first particular amount of

light portions;
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10 identifying a bottom boundary for the
gignature, wherein the bottom boundary comprises a
gecond row of the image having a second particular
amount of light portions, and wherein the reference
line is positioned between the top boundary and the

15 bottom boundary; and

applying a vectorization procesg to
portions of the captured image that are between the top
boundary and the bottom boundary to create a

representation of the signature.
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