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(57) Resumo: METODO E APARELHO PARA PROCESSAMENTO
DE SINAL. Um método e um aparelho para processamento de sinal
que habilita a compresséo e recuperagédo de dados com alta eficiéncia
de transmissdo sdo descritos. A codificagdo de entropia e a
codificacéo de dados séo executadas com correlagéo e agrupamento é
usado para aumentar a eficiéncia de codificagdo. Um método para
processamento de sinal de acordo com essa invengdo inclui
desencapsular o sinal recebido por uma rede de protocolo de Internet,
obter um valor de referéncia piloto correspondente a uma pluralidade
de dados e um valor de diferenga piloto correspondente ao valor de
referéncia piloto do sinal desencapsulado e obter os dados usando o
valor de referéncia piloto e o valor de diferenga piloto.
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“METODO E APARELHO PARA PROCESSAMENTO DE SINAL”

Campo da Invengdo

A presente invencgdo refere-se a um método e apare-
lho para processamento de sinal, e mais particularmente, a
um método de codificacdo e aparelho que habilita a compres-
sdo de sinal e recuperacdo com alta eficiéncia de transmis-
sao.

Fundamentos da Invengao

Até agora, uma variedade de tecnologias relaciona-
das & compressdo de sinal e recuperacdo foram sugeridas e
sdo geralmente aplicadas a uma variedade de dados incluindo
um sinal de 4&udio e um sinal de video. As tecnologias de
compressdo e recuperagdo de sinal 'foranl desenvolvidas en-
gquanto fornecendo qualidade de imagem e de som bem como au-
mentando uma taxa de compressdo. De modo a adaptar a uma va-
riedade de ambientes de comunicacdo, esfor¢cos para aumentar
a eficiéncia de transmissdo estavam em progresso.

Tipicamente, conteudos de midia incluindo um sinal
de 4&udio, um sinal de video e informacdo adicional foram
fornecidos a partir de um provedor de contetdo a um usuario
final via dispositivos dedicados, tal como um cabo.

Recentemente, a medida que o uso da Internet tem
aumentado dramaticamente e uma exigéncia por um servigo ba-
seado em protocolo de Internet (IP) tem aumentado, esforgos
para fornecer o servigo baseado em IP tém estado ativamente
em progresso. Em adigdo, uma tecnologia de convergéncia di-
gital tem sido rapidamente desenvolvida em vista de uma com-

binacdo da Internet e da televisdo.
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Entretanto, como um método de processar dados no
servico baseado em IP ndo foi sugerido, muitos problemas po-
dem ser causados na hora de fornecer um servigo para efici-
entemente codificar dados, transmitir os dados codificados e
decodificar os dados transmitidos usando uma rede baseada em
IP.

Sumadrio da Invengao

Problema Técnico

Um objetivo da presente invengdo desenvolvida para
resolver o problema estd em um método e aparelho para pro-
cessamento de sinal, que é capaz de otimizar a eficiéncia de
transmissdo do sinal.

Um outro objetivo da presente invencdo desenvolvi-
da para resolver o problema estd em um método e aparelho pa-
ra eficientemente processar dados em um servigo baseado em
protocolo de Internet (IP).

Um outro objetivo da presente invencdo desenvolvi-
da para resolver o problema estd no fornecimento de uma va-
riedade de contetdos a um usudrio de conteldo por uma rede
no servicgo baseado em IP.

Um outro objetivo da presente invengdo desenvolvi-
da para resolver o problema estd em um método e aparelho pa-
ra eficientemente codificar dados.

Um outro objetivo da presente invencdo desenvolvi-
da para resolver o problema estd em um método e aparelho pa-
ra codificar e decodificar dados, que é capaz de maximizar a
eficiéncia de transmissdo de dados de controle usados em re-

cuperacdo de audio.



10

15

20

25

Um outro objetivo da presente invengdo desenvolvi-
da para resolver o problema estd em um meio incluindo dados
codificados.

Um outro objetivo da presente invengdo desenvolvi-
da para resolver o problema estd em uma estrutura de dados
para eficientemente transmitir dados codificados.

Um outro objetivo da presente invengdo desenvolvi-
da para resolver o problema estd em um sistema incluindo o
aparelho de decodificacgéo.

Solugdo Técnica

Para alcancar essas e outras vantagens e de acordo
com o propdsito da presente invengdo, como incorporado e am-
plamente descrito, um método para processamento de sinal,
compreendendo desencapsular o sinal recebido por uma rede de
protocolo de Internet, obter um valor de referéncia piloto
correspondente a uma pluralidade de dados e um valor de di-
ferenca piloto correspondente ao valor de referéncia piloto
do sinal desencapsulado e obter os dados usando o valor de
referéncia piloto e o valor de diferengca piloto. O método
pode adicionalmente incluir decodificar pelo menos um do ca-
lor de referéncia piloto e o valor de diferenca piloto. E,
os dados sdo um parametro, e o método pode adicionalmente

incluir reconstruir o sinal de &udio usando o pardmetro ob-

tido.

Em um outro aspecto da presente invengdo, é forne-
cido um aparelho para processamento de sinal compreendendo
um gerenciador desencapsulando o sinal recebido por uma rede

de protocolo de Internet, uma parte de obtencdo de valor ob-
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tendo um valor de referéncia piloto correspondente a uma
pluralidade de dados e um valor de diferenca piloto corres-
pondente ao valor de referéncia piloto do sinal desencapsu-
lado e uma parte de obtencdo de dados obtendo os dados usan-
do o valor de referéncia piloto e o valor de diferenga pilo-
to.

Em um outro aspecto da presente invengdo, é forne-
cido um método para processamento de sinal compreendendo ge-
rar um valor de diferenca piloto usando um valor de referén-
cia piloto correspondente a uma pluralidade de dados e aos
dados e encapsular e transferir o valor de diferenca piloto
gerado por uma rede de protocolo de Internet.

Em um outro aspecto da presente invencdo, é forne-
cido um aparelho para processamento de sinal compreendendo
uma parte de geragdo de valor gerando um valor de diferengé
piloto usando um valor de referéncia piloto correspondente a
uma pluralidade de dados e aos dados e um gerenciador encap-
sulando e transferindo o valor de diferenca piloto gerado
por uma rede de protocolo de Internet.

Breve Descricdo dos Desenhos

A FIG. 1 é um diagrama para explicar os dominios
de televisdo por protocolo de Internet (IPTV) para processar
dados de acordo com a presente invengao;

A FIG. 2 é um diagrama de bloco de uma modalidade
de um aparelho de codificacdo em um aparelho de processamen-

to de dados de acordo com a presente invengao;
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A FIG. 3 é um diagrama de uma modalidade de uma
estrutura de pacote para processar dados de acordo com a
presente invengao;

A FIG. 4 é um diagrama de bloco de uma modalidade
de um aparelho de decodificacdo no aparelho de processamento
de dados de acordo com a presente invengao;

A FIG. 5 e a FIG. 6 sdo diagramas de bloco de um
sistema de acordo com a presente invengao;

A FIG. 7 e a FIG. 8 sdo diagramas para explicar a
codificacdo PBC de acordo com a presente invengao;

A FIG. 9 é um diagrama para explicar tipos de co-
dificacdo DIFF de acordo com a presente invengao;

As FIGs. 10 a 12 sdo diagramas de exemplos aos
quais a codificagdo DIFF é aplicada;

A FIG. 13 é um diagrama de bloco para explicar uma
relacdo em selecionar um de pelo menos trés esquemas de co-
dificacdo de acordo com a presente invengao;

A FIG. 14 é um diagrama de bloco para explicar uma
relacdo em selecionar um de pelo menos trés esquemas de co-
dificacdo de acordo com uma técnica relacionada;

A FIG. 15 e a FIG. 16 sdo fluxogramas para O es-
quema de selecdo de codificacdo de dados de acordo com a
presente invencgdo, respectivamente;

A FIG. 17 é um diagrama para explicar agrupamento
interno de acordo com a presente invengao;

A FIG. 18 é um diagrama para explicar o agrupamen-

to externo de acordo com a presente invencdo;
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A FIG. 19 é um diagrama para explicar multiplo a-
grupamento de acordo com a presente invencgao;

A FIG. 20 e a FIG. 21 sdo diagramas para explicar

agrupamento misturado de acordo com outras modalidades da

presente invengdo, respectivamente;

A FIG. 22 é um diagrama exemplificado de tabela de
entropia 1D e 2D de acordo com a presente invengao;

A FIG. 23 é um diagrama exemplificado de dois mé-
todos para codificacdo por entropia 2D de acordo com a pre-
sente invencao;

A FIG. 24 é um diagramavde esquema de codificacao
por entropia para resultado de codificacdo PBC de acordo com
a presente invengao;

A FIG. 25 é um diagrama de esquema de codificacgéo
por entropia para resultado de codificagao DiFF de acordo
com a presente invencgao;

A FIG. 26 é& um diagrama para explicar um método de
selecionar uma tabela de entropia de acordo com a presente
invencao;

A FIG. 27 é& um diagrama hierdrquico de uma estru-
tura de dados de acordo com a presente invengdo;

A FIG. 28 é um diagrama de bloco de um aparelho
para compressdo e recuperacdo de audio de acordo com uma mo-
dalidade da presente invencgao;

A FIG. 29 é um diagrama de bloco detalhado de uma
parte de codificacdo de informagdo espacial de acordo com

uma modalidade da presente invencgao; e
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A FIG. 30 é um diagrama de bloco detalhado de uma
parte de decodificacdo de informagdo espacial de acordo com
uma modalidade da presente invencgdo.

Descricdo Detalhada da Invencgao

Referéncia serd agora feita mais detalhadamente as
modalidades preferenciais da presente invengdo, os exemplos
das quais sdo ilustrados nos desenhos em anexo.

Tecnologias gerais usadas atualmente e globalmente
sdo selecionadas como terminologias usadas na presente in-
vencdo. E, hd terminologias arbitrariamente selecionadas pe-
lo requerente para casos especiais, para os quais significa-
dos detalhados sdo explicados em detalhes na descricdo das
modalidades preferenciais da presente invengdo. Portanto, a
presente invencdo deveria ser entendida ndo com os nomes das
terminologias, mas com seus significados.

Na presente invenc¢do, um significado de ‘codifica-
cdo’ incluir um processo de codificagdo e um processo de de-
codificacdo. Ainda, estd aparente aqueles versados na técni-
ca que um processo de codificagdo especifico é aplicavel a
um processo de codificagcdo e de decodificagdo somente, que
serd discriminado na seguinte descrigdo de uma parte corres-
pondente. E, a ‘codificagdo’ pode ser chamada de ‘codec’
também.

A presente invencdo refere-se a um servigo para
transferir dados por uma rede. Em particular, um servigo ba-
seado em protocolo de Internet (IP) indica um servigo forne-
cido usando uma rede de Internet. Por exemplo, quando um

transmissor de Internet fornece um servigo pela rede de In-
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ternet, um usuario do servigo recebe o servigo fornecido pe-
lo transmissor de Internet através da televisdo ou seu simi-
lar. O servico baseado em IP, por exemplo, inclui televisdo
por protocolo de Internet (referida como “IPTV”), ADSL TV,
transmissdo banda larga e Capacidade Instantdnea Sob Demanda
(i1COD) .

A presente invengdo sera descrita com base na IPTV
do servico baseado em IP, mas ndo estd limitada a IPTV. A
presente invencdo é aplicdvel a todos os servigos baseados
em IP para transferir dados pela rede. A IPTV é similar a
transmissdo a cabo ou por satélite geral em que conteudos de
midia incluindo um sinal de video, um sinal de 4audio e in-
formacdo adicional sdo fornecidos, mas é diferente da trans-
missdo a cabo ou por satélite geral em que a IPTV tem bidi-
recionalidade. |

A FIG. 1 é um diagrama para explicar os dominios
da IPTV para processar dados de acordo com a presente inven-
cdao.

A cooperacdo entre uma pluralidade de participan-
tes em uma variedade de dominios pode ser necessaria para
entrega de dados em um servigo IPTV. Por exemplo, uma infra-
estrutura IPTV especifica é usada para fornecer televiséo ao
vivo ou seu similar que é tipicamente distribuida por redes
de transmissdo ou a cabo. Em adicdo, dados tais como contel-
dos de video podem ser entregues entre um provedor de conte-
ido 1100 e um provedor de servigos 2 usando satélite ou ou-
tros dispositivos. O provedor de servigos 2 pode usar pelo

menos uma rede de fornecimento que pode fornecer conteudos
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IPTV a uma rede residencial na qual um dispositivo mével e
um dispositivo para exibir os conteudos IPTV sao fornecidos.
A infraestrutura IPTV pode fornecer capacidades adicionais
em adicdo a um servico de televisdo de transmissdo ao vivo
com base em uma tecnologia de IP.

Com relacdo a FIG. 1, os dominios IPTV podem in-
cluir quatro dominios incluindo o provedor de conteudo 1, o
provedor de servigos 2, um provedor de rede 3, e um consumi-
dor 4. Entretanto, os quatro dominios ndo sdo sempre neces-
sdrios para fornecer o servigo IPTV, é este pode ser, por
exemplo, fornecido a partir do provedor de conteudo 1 ao
consumidor 4 via o provedor de rede 3 se necessario.

O provedor de conteudo 1 é uma entidade que tem
recursos de conteudo ou uma licenca para vender conteudos.
Embora uma fonte original do servigo IPTV fornecido ao con-
sumidor seja o provedor de servigo 2, um fluxo de informagdo
légica direta para gerenciamento de direitos e protecdo é
configurado entre o provedor de conteddo 1 e o consumidor 4.
O provedor de conteudo 1 serve para fornecer os conteudos ao
provedor de servico 2 e pode incluir um provedor a cabo, um
provedor de radio, um provedor de telecomunica¢des, um pro-
vedor de transmissdo terrestre e um provedor de transmissao
por satélite.

O provedor de servigos 2 pode colecionar uma vari-
edade de conteutudos de pelovmenos um provedor de conteudo 1 e
fornecer os conteudos colecionados ao consumidor 4 através
do provedor de rede 3 ou sem ele. Por exemplo, o provedor de

servigcos 2 pode receber uma carga util dos conteudos, con-
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verté-la para ser adequada ao ambiente de IP e transmitir a
carga Util convertida ao consumidor 4.

Como um exemplo para converter a carga util para
ser adequada ao ambiente de IP, o provedor de servigos 2 po-
de encapsular a carga util usando um cabegalho RTP, um cabe-
calho UDP e um cabecalho IP. Quando o provedor de conteudo 1
transmite os conteudos ao consumidor 4 via o provedor de re-
de 3, o provedor de conteudo 1 pode converter a carga util
para ser adequada ao ambiente de IP e transmitir a carga u-
til convertida.

O provedor de servigo 2 pode ser um provedor vir-
tual porque o provedor de servigos 2 pode ser desnecessario
em uma aplicacdo e um fluxo de informagdo de conteudo.

O provedor de rede 3 serve para conectar o prove-
dor de servicos 2 ao éonsumidor 4 por uma rede. Por exemplo,
o provedor de rede 3 pode conectar o provedor de servigo 2
ao consumidor 4 pela rede de IP ou conectar o provedor de
contetiido 1 ao consumidor sem o provedor de servigos 2. Um
sistema de fornecimento do provedor de rede 3 pode incluir
uma rede de acesso, uma rede de nucleo ou central usando uma
variedade de tecnologias de rede.

O consumidor 4 é um dominio para receber um sinal
incluindo os conteudos do provedor de servigos 2 ou O prove-
dor de conteudo 1 através do provedor de rede 3 e consumindo
o servico IPTV. Quando o consumidor 1440 recebe o sinal pela-
rede de IP, o consumidor 4 desencapsula o sinal recebido e
decodifica o sinal desencapsulado para gerar um sinal de vi-

deo e um sinal de &udio, entdo exibe o sinal de video e o
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sinal de &udio através de um aparelho de televisao. O consu-
midor 4 pode ser um aparelho de televisdo, um aparelho de
conexdo a internet via TV, um computador pessoal (PC) ou um
dispositivo moével.

Como a IPTV de acordo com a presente invencdo tem
bidirecionalidade, quando um usudrio do consumidor 4 fornece
informacdo de conteldos desejados ao provedor de servigos 2
e/ou o provedor de conteldo 1 através de uma interface de
usudrio pela rede, o provedor de servigos 2 e/ou o provedor
de contetdo 1 pode verificar se os conteudos desejados pelo
usuadrio podem ser transmitidos e transmitir os conteddos ao
consumidor 4.

A FIG. 2 é um diagrama de bloco de uma modalidade
de um aparelho de codificagdo em um aparelho de processamen-
to aeAdadQs de acordo com a presente invengao.

Com relacdo a FIG. 2, o aparelho de codificagao
inclui um codificador de video 21 para codificar um sinal de
video dos conteudos, um codificador de audio 22 para codifi-
car um sinal de &audio dos conteudos, e um multiplexador 23
para multiplexar o sinal de &udio codificado, o sinal de vi-
deo codificado e/ou informacdo adicional tal como os outros
dados de texto. O aparelho de codificagdo pode adicionalmen-
te incluir um primeiro gerenciador 24 e um segundo gerencia-
dor 25 para receber e converter um fluxo de transmissdo em-
pacotado do multiplexador 23 para ser adequado a um ambiente
de rede. O codificador de video 21 e o codificador de &udio

22 podem usar uma variedade de métodos de codificacdo. O mé-
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todo de codificacdo seréa descrito em detalhes posteriormente
com relacdo & FIG. 5 e assim por diante.

Um protocolo de comunicagdo para transferir conte-
Gdos multimidia de transmissdo pela Internet em tempo reai
pode incluir um protocolo de transporte em tempo real (RTP)
que é um protocolo de comunicagdo de uma camada de transpor-
te para transmitir/receber dados em tempo real e um protoco-
lo de controle RTP (RTCP) que é um protocolo de comunicagao
de controle operado junto com o RTP. Nessa hora, o RTP pode
ser usado como um protocolo de comunicag¢do de nivel superior
de um protocolo de datagrama de usudrio (UDP). O primeiro
gerenciador 24 executa encapsulamento RTP para adicionar um
cabecalho RTP a uma carga util do fluxo de transmissdao empa-
cotado recebido do multiplexador 23, executa encapsulamento
UDP para édicionar o cabecalho UDP a carga util, e transmite
o sinal encapsulado ao segundo gerenciador 25. O segundo ge-
renciador 25 executa encapsulamento de IP para o sinal rece-
bido a partir do primeiro gerenciador 24 tal como para
transmitir os conteudos de midia usando a rede de IP. Ou se-
ja, o encapsulamento de IP executado pelo segundo gerencia-
dor 25 indica uma etapa de adicionar um cabegalho IP do si-
nal incluindo a carga util, o cabecalho RTP e o cabegalho
UDP. Alternativamente, o primeiro gerenciador 24 pode execu-
tar o encépsulamento RTP e o segundo gerenciador 25 pode e-
xecutar o encapsulamento UDP e o encapsulamento IP.

Como o servico IPTV da presente invengdo tem bidi-
recionalidade, o aparelho de codificagdo pode receber o si-

nal transmitido do usudrio e transmitir os conteudos de mi-
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dia desejados pelo usuadrio. Por exemplo, o segundo gerencia-
dor 25 pode receber o sinal transmitido do consumidor pela
rede de IP e executar desencapsulamento de IP para o sinal
recebido e o primeiro gerenciador 24 pode executar desencap-
sulamento UDP e desencapsulamento RTP para o sinal, executar
encapsulamento para os conteudos de midia desejados pelo u-
sudrio e transmitir o sinal encapsulado. Alternativamente, o
segundo gerenciador 25 pode executar o desencapsulamento de
IP e o desencapsulamento UDP e o primeiro gerenciador 24 po-
de executar o desencapsulamento RTP.

O primeiro gerenciador 24 e o segundo gerenciador
25 podem receber pelo menos uma carga util dos conteudos e
executar o encapsulamento para a carga util recebida para
ser adequada ao ambiente de rede. Por exemplo, se o pfimeiro
gerénciador 24 é uma porta de comunicagdo e o segundo geren-
ciador 25 é uma parte de encapsulamento de IP, o primeiro
gerenciador 24 pode receber a carga Util através de um cabo,
uma onda terrestre ou um satélite e executar o encapsulamen-
to RTP e o encapsulamento UDP para a carga util recebida e o
segundo gerenciador 25 pode executar o encapsulamento de IP
para a carga util e transmitir os dados de midia ao consumi-
dor pela rede de IP.

Comparando a FIG. 2 com a FIG. 1, o provedor de
conteudo 1 pode incluir o codificador de video 21, o codifi-
cador de 4audio 22, o multiplexador 23, o primeiro gerencia-
dor 24, e o segundo gerenciador 25. Nessa hora, o provedor
de servicgos 2 pode ser um provedor virtual. Alternativamen-

te, o provedor de conteido 1 pode incluir o codificador de
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video 21, o codificador de dudio 22 e o multiplexador 23 e o
provedor de servigos 2 pode incluir o primeiro gerenciador
24 e o segundo gerenciador 25. Nessa hora, o provedor de-
servicos 2 pode ndo ser o provedor virtual.

A FIG. 3 é um diagrama de uma modalidade de uma
estrutura de pacote para processar dados de acordo com a
presente invencdo. Em particular, embora uma estrutura de
pacote RTP seja descrita como um exemplo da estrutura de pa-
cote, a presente invencdo é aplicavel aos outros pacotes pa-
ra processar dados em adigdao ao pacote RTP.

A transmissdo pela Internet pode usar protocolo de
transporte em tempo real, tal como RTP ou RTCP, para trans-
ferir os conteﬁdos de midia em tempo real. O RTP/RTCP é um
exemplo do protocolo capaz de confiavelmente transferir con-
teudos multimidia ou de transmissdo pela rede de Internet em
tempo real. O RTP é executado sob o UDP e executa multipla
transmissdo, mas ndo inclui uma func¢do de controle de trans-
porte, uma fung¢do de configuragdo de conexdo e uma funcao de
reserva de banda. O RTP pode transmitir dados em tempo real
ponto a ponto, tal como um video interativo ou &udio através
de um canal de uUnica transmissdo ou de transmissdo multipla.

Com relacdo a FIG. 3(A), o pacote RTP inclui uma
carga util, um cabecalho RTP, cabecalho UDP e um cabegalho
de IP, que é uma area de indicagdo de cabegalho IP.

O cabecalho RTP inclui um campo "“Ver” que ¢é uma

drea de indicacdo de versdo, um campo “pad” que €& uma area

W 124

indicando se preenchimento é executado, um campo “x” que é

w r”

uma Area de cabecalho de extensdo, um campo “cc” que é uma
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drea de indicacdo de coeficiente de identificador de fonte
de contribuicdo (CSRC), um campo “M” que é uma area de mar-
cador, um campo “PT” que é uma area de indicagdo de tipo de
carga Util, um campo “Numero de Seqiiéncia” que é uma area de
indicacdo de numero de seqiiéncia de pacote, um campo “time
stamp” que é uma area de indicagdo de tempo eficiente de um
pacote, um campo “SSRC” que é uma area de indicacao de iden-
tificador de fonte de sincronizacdo”, e um campo “CSRC” que
é uma area de indicacdo de identificador de fonte de contri-
buicdo”.

A FIG. 3(B) mostra uma modalidade do cabeg¢alho
UDP. O UDP é um protocolo de comunicag&o no qual um lado de
transmissdo unilateralmente transmite dados sem sinalizar
que um sinal é transmitido ou recebido quando informagdo €
trocada pela Internet. Ou seja, o UDP é um protocolo no qual
o lado de transmissdo transmite unilateralmente dados en-
quanto o lado de transmissdo ndo contata um lado de recebi-
mento e é chamado um protocolo sem conexdao.

O cabecalho UDP inclui um campo “endereco de porta
fonte” indicando o endereco de um programa de aplicativo pa-
ra gerar uma mensagem especifica, um campo “endereco de por-
ta destino” indicando o endereco de um programa de aplicati-
vo para receber uma mensagem especifica, um campo “Compri-
mento Total” indicando o comprimento total de um datagrama
de usudrio, e um campo “soma de verificacdo” usado para de—x
teccdo de erro.

A FIG. 3(C) mostra uma modalidade do cabecalho IP.

Na presente invencdo, um pacote em um pacote IP é chamado um
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datagrama. Se o cabecalho IP inclui um campo “VER” indicando
um numero de versdo do cabecalho IP, um campo “HLEN” indi-
cando o comprimento do cabegalho IP, um campo “tipo de ser-
vico” indicando a entrada para um dispositivo de protocolo
de IP, para processar uma mensagem de acordo com uma regra
definida, um campo “comprimento total” indicando o compri-
mento de um pacote incluindo um cabegalho de protocolo, um
campo “Identificacdo” usado para fragmentacdo de modo a i-
dentificar fragmentos em fragmentos de re-combinagdo, um
campo “sinalizadores” indicando se a fragmentagdo do data-
grama é possivel ou ndo, um campo “deslocamento de fragmen-
tacdo” que é um ponteiro indicando deslocamento de dados em
um datagrama original mediante fragmentac¢do, um campo “tempo
ao vivo” indicando por quanto tempo o pacote é mantido na
rede, um campo “Protocolo” indicando se um protocolo de
transporte para transmitir o pacote é o TCP, o UDP, ou um
ICMP, um campo “soma de verificagdo de cabegalho” usado para
verificar a integridade do cabegalho tal que o resto do pa-
cote ndo permaneca, um campo ‘“endereco fonte” indicando o
endereco na Internet de uma fonte original do datagrama, um
campo “endereco destino” indicando o enderego na Internet de
um destino final do datagrama, e um campo “Opgdo” para fun-
cionalidade adicional do datagrama de IP.

A FIG. 4 é um diagrama de bloco de uma modalidade
de um aparelho de decodificagdo no aparelho de processamento
de dados de acordo com a presente invengdo. Em particular, o
aparelho de decodificag¢do é configurado para corresponder ao

aparelho de codificag¢do mostrado na FIG. 1 e pode decodifi-
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car o sinal codificado pelo aparelho de codificagédo para ge-
rar um sinal de &udio, um sinal de video e informagdo adi-
cional.

Com relacdo a FIG. 4, o aparelho de decodificacgao
inclui um desmultiplexador 43 para desmultiplexar um sinal
recebido, um decodificador de video 44 para decodificar um
sinal de video de contetudos, e um decodificador de &udio 45
para decodificar um sinal de 4dudio dos conteudos. O aparelho
de decodificacdo pode adicionalmente incluir um terceiro ge-
renciador 41 e um quarto gerenciador 42 para gerar um fluxo
de transmissdo empacotado a partir de um fluxo de bits ade-
gquado para um ambiente de rede. O aparelho de decodificacao
pode adicionalmente incluir wuma interface de rede para
transmitir/receber um pacote‘em uma camada fisica e uma ca-
mada de ligacdo de dados por uma rede.

O terceiro gerenciador 41 processa um sinal rece-
bido a partir de uma fonte pela rede e transmite um pacote a
um destino. O terceiro gerenciador 41 pode executar uma fun-
¢do para discriminar pelo menos um pacote como um gerencia-
dor de protocolo especifico. Por exemplo, o terceiro geren-
ciador 41 executa desencapsulamento de IP para o sinal rece-
bido pela rede de IP em uma camada de IP e transmite o sinal
desencapsulado ao quarto gerenciador 42 ou executa desencap-
sulamento de IP e desencapsulamento UDP para o sinal recebi-
do e transmite o sinal desencapsulado ao quarto gerenciador
42. O terceiro gerenciador 41 pode ser, por exemplo, um ge-

renciador de IP.
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O quarto gerenciador 42 processa o sinal recebido
a partir do terceiro gerenciador 41. Quando o terceiro ge-
renciador 41 executa somente o desencapsulamento de IP, o
gquarto gerenciador 42 executa o desencapsulamento UDP e o
desencapsulamento RTP, o quarto gerenciador 42 executa o de-
sencapsulamento RTP, tal que o fluxo de transmissdo empaco-
tado pode ser transmitido ao desmultiplexador 43. O quarto
gerenciador 42 pode ser, por exemplo, um gerenciador
RTP/RTCP, que pode retornar qualidade de recepcdo de rede
usando o RTCP.

O terceiro gerenciador 41 e/ou o quarto gerencia-
dor 42 pode receber um comando incluindo informacao de con-
teudo desejado pelo usudrio através de uma interface de usu-
Ario e transmitir o comando ao provedor de conteudo e/ou ao
provedor de servigos. Conseqlientemente, o servigo de trans-
missdo pela Internet pode fornecer um servigo bidirecional.

O desmultiplexador 43 recebe o fluxo de transmis-
sdo empacotado a partir do quarto gerenciador 42 e desmulti-
plexa o fluxo recebido ao sinal de video codificado e ao si-
nal de &dudio codificado. O decodificador de video 44 decodi-
fica o sinal de video codificado para gerar um sinal de vi-
deo e o decodificador de &dudio 45 decodifica o sinal de &u-
dio codificado para gerar um sinal de &udio. Um lado de re-
cebimento pode exibir conteudos de midia transmitidos a par-
tir de um lado de transmissdo usando o sinal de video, © si-
nal de &udio e a informacdo adicional. O decodificador de
video 44 e o decodificador de &audio 45 podem usar uma varie-

dade de métodos de decodificagdo. O método para decodificar
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o sinal serd descrito em detalhes posteriormente com relagdo
a FIG. 5 e assim por diante.

A seguir, o método de codificagdo de acordo com a
presente invencdo serd descrito. Aqui, nota-se que o método
de codificacdo aqui descrito é aplicavel a um servigo basea-
do em IP descrito acima. Por exemplo, o ambiente MPEG des-
crito acima é aplicavel ao codificador de audio, ao decodi-
ficador de &udio e ao método de codificacgao.

Na presente invengdo, etapas de codificar um sinal
devem ser explicadas sendo divididas em codificac¢do de dados
e codificacdo por entropia. Ainda, a correlacdo existe entre
a codificacdo de dados e a codificagdo por entropia, que de-
vem ser explicadas em detalhes posteriormente.

Na presente invencdo, varios métodos de agrupamen-
to de dados para eficientemente executar codificac¢do de da-
dos e codificacdo por entropia devem ser explicados. Um mé-
todo de agrupamento tem idéia técnica independentemente efe-
tiva sem considerar os esquemas de codificacdo de dados ou
por entropia especificos.

Na presente inveng¢do, um esquema de codificagéo de
dudio (por exemplo, ‘ISO/IEC 23003, Ambiente MPEG’) tendo
informacdo espacial sera explicado como um exemplo detalhado
gue adota codificagdo de dados e codificagdo por entropia.

A FIG. 5 e a FIG. 6 sdo diagramas de um sistema de
acordo com a presente invencdo. A FIG. 5 mostra um aparelho
de codificacdo 1 e a FIG. 6 mostra um aparelho de decodifi-

cacdo 2.
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Com relacdo a FIG. 5, um aparelho de codificagédo 1
de acordo com a presente invencdo inclui pelo menos um de
uma parte de agrupamento de dados 10, uma primeira parte de
codificacdo de dados 20, uma segunda parte de codificagdo de
dados 31, uma terceira parte de codificagdo de dados 32, uma
parte de codificacdo por entropia 40 e uma parte de multi-
plexacdo de fluxo de bits 50.

Opcionalmente, a segunda e a terceira parte de co-
dificacdo de dados 31 e 32 podem ser integradas em uma parte
de codificacdo de dados 30. Por exemplo, a codificacao de
comprimento varidvel é executada em dados codificados pela
segunda e pela terceira parte de codificagdo de dados 31 e
32 pela parte de codificacdo por entropia 40. Os elementos
aéima séo'explicados em detalhes como segue.

A parte de agrupamento de dados 10 vincula sinais
de entrada por uma unidade prescrita para melhorar a efici-
éncia de processamento de dados.

Por exemplo, a parte de agrupamento de dados 10
discrimina dados de acordo cém os tipos de dados. E, os da-
dos discfiminados sdo codificados por uma das‘partes de co-
dificacdo de dados 20, 31 e 32. A parte de agrupamento de
dados 10 discrimina alguns dos dados em pelo menos um grupo
para a eficiéncia de processamento de dados. E, os dados a-
grupados sdo codificados por uma das partes de codificagédo
de dados 20, 31 e 32. Além disso, um método de agrupamento'
de acordo com a presente invengdo no qual operagdes da parte
de agrupamento de dados 10 s&o incluidas, deve ser explicado

em detalhes com relagdo as FIGs. 13 a 17 posteriormente.
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Cada uma das partes de codificagdo de dados 20, 31
e 32 codifica dados de entrada de acordo com um esquema de
codificacdo correspondente. Cada uma das partes de codifica-
cdao de dados 20, 31 e 32 adota pelo menos um de um esquema
PCM (modulacdo por cédigo de pulso) e um esquema de codifi-
cacdo diferencial. Em particular, a primeira parte de codi-
ficacdo de dados 20 adota o esquema PCM, a segunda parte de
codificacdo de dados 31 adota um primeiro esquema de codifi-
cacdo diferencial usando um valor de referéncia piloto, e a
terceira parte de codificacdo de dados 32 adota um segundo
esquema de codificacdo diferencial usando uma diferencga de
dados vizinhos, por exemplo.

A sequir, para conveniéncia de explicagao, o pri-
meiro esquema de codificacdo diferencial é chamado ‘codifi-
cagdo baseada em piloto (PBC)’ e o segundo esquema de cbdi—
ficacdo diferencial ¢é <chamado ‘codificagdo diferencial
(DIFF)’. E, operacdes das partes de codificagdo de dados 20,
31 e 32 devem ser explicadas em detalhes com relacdo as
FIGs. 3 a 8 posteriormente.

Enquanto isso, a parte de Codificagéo por entropia
40 executa codificacdo de comprimento varidvel de acordo com
caracteristicas estatisticas de dados com relagdo a uma ta-
bela de entropia 41. E, operacgdes da parte de codificacao de
entropia 40 devem ser explicadas em detalhes com relagéé as
FIGs. 18 a 22 posteriormente.

A parte de multiplexacdo de fluxo de bits 50 ar-
ranja e/ou converte os dados codificados para corresponderem

a uma especificacdo de transferéncia e entdo transfere os
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dados arranjados/convertidos em uma forma de fluxo de bits.
Ainda, se um sistema especifico empregando a presente inven-
cdo ndo usa a parte de multiplexagdo de fluxo de bits 50,
estd aparente aqueles versados na técnica que o sistema pode
ser configurado sem a parte de multiplexagcdo de fluxo de
bits 50.

Enquanto isso, o aparelho de decodificagcdao 2 &
configurado para corresponder ao aparelho de codificagao ex-
plicado acima 1.

Por exemplo, com relacgdo a FIG. 2, uma parte de
desmultiplexacdo de fluxo de bits 60 recebe um fluxo de bits
inserido e interpreta e classifica varias informag¢des inclu-
idas no fluxo de bits recebido de acordo com um formato pré-
configurado.

Uma parte de decodificacdo por entropia 70 recupe-

~ra os dados nos dados originais antes da codificacdo por en-

tropia usando uma tabela de entropia 71. Nesse caso, esté
aparente que a tabela de entropia 71 é identicamente confi-
gurada com a primeira tabela de entropia 41 do aparelho de
codificacdo 1 mostrado na FIG. 1.

Uma primeira parte de decodificagdo de dados 80,
uma segunda parte de decodificagdo de dados 91 e uma tercei-
ra parte de decodificagdo de dados 92 executam decodificacgao
para corresponder da primeira a terceira parte de codifica-
cdo de dados 20, 31 e 32, respectivamente.

Em particular, no caso em que a segunda e a ter-
ceira parte de decodificagdo de dados 91 e 92 executam deco-

dificacdo diferencial, é capaz de integrar processos de de-
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codificacdo sobrepostos para ser manipulados em um processo
de decodificacao.

Uma parte de reconstrugdo de dados 95 recupera ou
reconstréi dados decodificados pelas partes de decodificacgédo
de dados 80, 91 e 92 em dados originais antes de codificacgao
de dados. Ocasionalmente, os dados decodificados podem ser
recuperados em dados resultantes de conversdo ou modificagao
dos dados originais.

A propdsito, a presente invengdo usa pelo menos
dois esquemas de codificagdo juntos para a execugao eficien—
te de codificacdo de dados e pretende fornecer um esquema de
codificacdo eficiente usando correlagdo entre esquemas de
codificacgdao.

E, a presente invencdo pretende fornecer varios
tipos de esquemas de agrupamento de dadoé para a execugao
eficiente de codificacdao de dados.

Além disso, a presente invencdo pretende fornecer
uma estrutura de dados incluindo as caracteristicas da pre-
sente invencao.

Aplicando a idéia técnica da presente invengdo a
vdrios sistemas, estd aparente aqueles versados na técnica
que varias configurag¢des adicionais devefiam ser usadas bem
como 0s elementos mostrados na FIG. 5 e na FIG. 6. Por exem-
plo, a quantizacdo de dados necessita ser executada ou um
controlador é necessdrio para controlar ovprocesso acima.

Codificacdo de Dados

Sdo explicadas em detalhes a seguir PCM (modulacgao

por cédigo de pulso), PBC (codificagdo baseada em piloto) e
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DIFF (codificacdo diferencial) aplicdveis como esquemas de
codificacdo de dados da presente invengdo. Além disso, a se-
lecdo e a correlacdo eficiente dos esquemas de codificacdo
de dados devem ser subseqiientemente explicadas também.

1. PCM (modulacdo por cdéddigo de pulso)

PCM é um esquema de codificagdao que converte um
sinal analdégico em um sinal digital. O PCM amostra sinais
analégicos com um intervalo pré-estabelecido e entdo quanti-
fica um resultado correspondente. O PCM pode ser desvantajo-
so em eficiéncia de codificacdo, mas pode ser efetivamente
utilizado para dados inadequados para esquema de codificacgao
PBC ou DIFF que serd explicado posteriormente.

Na presente invengdo, o PCM é usado junto com o
esquema de codificacdo PBC e DIFF em executar codificacao de
dados, que devem ser explicados com relacdo as FIGs. 9 a 12
posteriormente.

2. PBC (Codificacgdo baseada em piloto)

2.1. Conceito de PBC

O PBC é um esquema de codificagdo que determinar
uma referéncia espécifica em um grupo de dados discriminado
e usa a relacd3o entre dados como uma codificagdo alvo e a
referéncia determinada.

Um valor se tornando uma referéncia para aplicar o
PBC pode ser definido como ‘valor deAreferéncia’, ‘piloto’,
‘valor de referéncia piloto’ ou ‘valor piloto’. A seguir,
para conveniéncia de explicagdo, é chamado ‘valor de refe-

réncia piloto’.
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E, um valor de diferenca entre o valor de referén-
cia piloto e dados em um grupo pode ser definido como ‘dife-
renca’ ou ‘diferenca piloto’.

Além disso, um grupo de dados como uma unidade pa-
ra aplicar o PBC indica um grupo final tendo um esquema de
agrupamento especifico pela parte de agrupamento de dados 10
mencionado acima. O agrupamento de dados pode ser executado
de véarias formas, gque deve ser explicado em detalhes poste-
riormente.

Na presente invencgdo, dados agrupados da maneira
acima para terem um significado especifico sao definidos co-
mo ‘pardmetro’ para explicar. Isso é somente para convenién-
cia de explicacdo e pode ser substituido por uma terminolo-
gia diferente.

O processo PBC de acordo com a presente invengao
inclui pelo menos duas etapas como segue.

Primeiro de tudo, um valor de referéncia piloto
correspondendo a uma pluralidade de pardmetros é seleciona-
do. Nesse caso, o valor de referéncia piloto é decidido com
relacdo a um pardmetro se tornando um alvo de PBC.

Por exemplo, um valor de referéncia piloto & con-
figurado para um valor selecionado de um valor médio de pa-
rametros se tornando os alvos de PBC, um valor aproximado do
valor médio dos pardmetros se tornando os alvos, um valor
intermedidrio correspondendo a um nivel intermediario de pa-
rdmetros se tornando alvos e um valor mais freqlientemente
usado entre os pardmetros sendo alvos. E, um valor de refe-

réncia piloto pode ser configurado para um valor padrao pré-
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estabelecido também. Além disso, um valor piloto pode ser
decidido por uma selegdo em uma tabela pré-configurada.

Alternativamente, na presente invengdo, valores de
referéncia‘piloto temporarios sdo configurados para valores
de referéncia piloto selecionados por pelo menos dois dos
vadrios métodos de selecdo de valor de referéncia piloto, a
eficiéncia de codificacdo é calculada para cada caso, © va-
lor de referéncia piloto tempordrio correspondente a um caso
que tem melhor eficiéncia de codificacdo é entdo selecionado
como um valor de referéncia piloto final.

O valor aproximado da média é Teto[P] ou Piso[P]
guando a média é P. Nesse caso, Teto[x] é um inteiro maximo

ndo excedendo ‘x’ e Piso[x] é um inteiro minimo excedendo

\ 14

x’.

Ainda, é também possivel selecionar um valor pa-
drdo arbitrario fixo sem relacionar a parametros se tornando
alvos de PBC.

Por exemplo, como mencionado na descrigdo anteri-
or, depois que varios valores seleciondveis como pilotos fo-
ram aleatoriamente e de forma plural selecionados, um valor
mostrando a melhor eficiéncia de codificagdo pode ser sele-
cionado como um piloto otimo.

Em segundo, um valor de diferenga entre o piloto
selecionado e um parémetro em um grupo é encontrado. Por e-
xemplo, um valor de diferenca é calculado subtraindo-se um
valor de referéncia piloto de um valor pardmetro se tornando

um alvo de PBC. Isso € explicado com relagdo a FIG. 6 e a

FIG. 8, como segue.
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A FIG. 7 e a FIG. 8 sdo diagramas para explicar
codificacdo PBC de acordo com a presente invencgao.

Por exemplo, assume-se que uma pluralidade de pa-
rametros (por exemplo, 10 pardmetros) existe em um grupo pa-
ra ter os seguintes valores de parédmetro, X[n] = 11, 12, 9,
12, 10, 8, 12, 9, 10, 9, respectivamente.

Se um esquema PBC é selecionado para codificar os
parametros no grupo, um valor de referéncia piloto deveria
ser selecionado em primeiro lugar. Neste exemplo, pode-se
ver que o valor de referéncia piloto é configurado para ‘10’
na FIG. 8.

Como mencionado na descricdo anterior, €& capaz de
selecionar o valor de referéncia piloto pelos varios métodos
de selecionar um valor de referéncia piloto.

Os valorés de diferenca pelo PBC s&o calculados de
acordo com a Fdérmula 1.

[Férmula 1]

d[n] = x[n] - P, onden=20,1,..., 9.

Nesse caso, ‘P’ indica um valor de referéncia pi-
loto (=10) e x[n] é um pardmetro alvo de codificac¢ao de da-
dos.

Um resultado de PBC de acordo com a Fdérmula 1 cor-
responde a d[n] =1, 2, -1, 2, 0, -2, 2, 1, 0, -1. Ou seja,
o resultado de codificacdo PBC inclui o valor de referéncia
piloto selecionado e o di{n] calculado. E, esses valores se
tornam alvos de codificacdo por entropia que serd descrita a
seguir. Além disso, o PBC é mais efetivo no caso em que ©

desvio de valores de pardmetro alvo é pequeno.
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2.2. Objetos PBC

Um alvo de codificacdo PBC ndo é especificado em
um. E possivel codificar dados digitais de varios sinais por
PBC. Por exemplo, & aplicédvel a codificacdo de audio que se-
rad explicada posteriormente. Na presente invencdo, dados de
controle adicionais processados juntos com dados de audio
sdo explicados em detalhes como um alvo de codificagdo PBC.

Os dados de controle sdo transferidos em adigdo a
um sinal de mistura descendente de &udio e sdo entdo usados
para reconstruir o 4dudio. Na seguinte descricao, os dados de
controle sdo definidos como ‘informacdo espacial ou parame-
tro espacial’.

A informacdo espacial inclui varios tipos de para-
metros espaciais tal como uma diferenca de nivel de canal
(abreviado équi CLD), uma coeréncia intercanal (abreviado
aqui ICC), um coeficiente de predigcdo de canal (abreviado
aqui CPC), e seus similares.

Em particular, o CLD é um parametro que indica uma
diferenca de energia entre dois canais diferentes. Por exem-
plo, o CLD tem um valor na faixa entre 15 e + 15. O ICC é um
pardmetro que indica uma correlacdo entre dois canais dife-
rentes. Por exemplo, o ICC tem um valor na faixa entre 0 e
7. E, o CPC é um parémetro‘que indica um paré&metro que indi-
ca um coeficiente de predigdo usado para gerar trés canais a
partir de dois canais. Por exemplo, o CPC tem um valor na

faixa entre 20 e 30.
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Como um alvo de codificacdo PBC, um valor de ganho
usado para ajustar um ganho de sinal, por exemplo, ADG (ga-
nho de mistura descendente arbitrdrio) pode ser incluido.

E, ATD (dados de &rvore arbitrarios) aplicado a um
aparelho de conversdo de canal arbitrdrio de um sinal de au-
dio de mistura descendente pode se tornar um alvo de codifi-
cacdo PBC. Em particular, o ADG é um pardmetro que é discri-
minado a partir do CLD, ICC ou CPC. Ou seja, o ADG corres-
ponde a um pardmetro para ajustar um ganho de audio para di-
ferir da informacdo espacial, tal como CLD, ICC, CPC e seus
similares extraidos de um canal de um sinal de &audio. Ainda,
para exemplo de uso, é capaz de processar o ADG ou ATD da
mesma maneira do CLD acima mencionado para elevar a eficién-
cia da codificacdo de audio.

| Como um outro alvo da codificagdo PBC, um parame-
tro parcial pode ser levado em consideracdo. Na presente in-
vencdo, ‘paradmetro parcial’ significa uma parte do parame-
tro.

Por exemplo, assumindo que um pardmetro especifico
é representado como n bits, os n bits s&o divididos em pelo
menos duas partes. E, é capaz de definir as duas partes como
primeiro e segundo pardmetro parcial, respectivamente. No
caso de tentar executar codificacdo PBC, é capaz de encon-
trar um valor de diferenca entre um primeiro valor de para-
metro parcial e um valor de referéncia piloto. Ainda, o se-
gundo pardmetro parcial excluido no calculo de diferenga de-

veria ser transferido como um valor separado.
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Mais particular, por exemplo, no caso de n bits
indicando um valor de pardmetro, um valor menos significante
(LSB) é definido como o segundo parémetro parcial e um valor
de pardmetro construido com os (n-1) bits superiores restan-
tes pode ser definido como o primeiro parametro parcial.
Nesse caso, é capaz de executar PBC no primeiro pardmetro
parcial somente. Isso ocorre porque a eficiéncia de codifi-
cacdo pode ser melhorada devido a pequenos desvios entre os
valores do primeiro parametro parcial construidos com os (n-
1) bits superiores.

O segundo parédmetro parcial excluido no calculo de
diferenca é separadamente transferido, e é entdo levado em
consideracdo na reconstrucdo de um pardmetro final por uma

parte de decodificacdo. Alternativamente, & também possivel

obter um segundo pardmetro parcial por um esquema pré-

determinado ao invés de transferir o segundo pardmetro par-
cial separadamente.

A codificacgdo PBC usando caracteristicas dos para-
metros parciais é utilizada de forma restritiva de acordo
com uma caracteristica de um parémetro alvo.

Por exemplo, como mencionados na descrigdo anteri-
or, os desvios entre os primeiros pardmetros parciais deve-
riam ser pequenos. Se o desvio é grande, é desnecessario u-
tilizar os pardmetros parciais. Pode ainda degradar a efici-
éncia da codificacao.

De acordo com um resultado experimental, o parame-
tro CPC da informacdo espacial mencionada anteriormente ¢é

adequado para a aplicagdo do esquema PBC. Ainda, ndo é pre-
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ferencial aplicar o pardmetro CPC a esquema de quantizacgao
grosseiro. No caso em que um esquema de quantizacdo & gros-
seiro, um desvio entre os primeiros pardmetros parciais au-
menta.

Além disso, a codificacdo de dados usando parame-
tros parciais é aplicavel a esquema DIFF bem como a esquema
PBC.

No caso de aplicar o conceito de pardmetro parcial
ao paradmetro CPC, um método e aparelho de processamento de
sinal para reconstrucdo sdo explicados como segue.

Por exemplo, um método de processar um sinal usan-
do paradmetros parciais de acordo com a presente invengdo in-
clui as etapas de obter um primeiro pardmetro parcial usando
um valor de referéncia correspondente ao primeiro pardmetro
parcial e um valor de diferenga correspondente ao valor de
referéncia e decidir um pardmetro usando o primeiro paréme-
tro parcial e um segundo parametro parcial.

Nesse caso, o valor de referéncia é ou um valor de
referéncia piloto ou um valor de referéncia de diferenca. E,
0 primeiro pardmetro parcial inclui bits parciais do parame-
tro e o segundo parametro parcial inclui os bits restantes
do pardmetro. Além disso, o segundo pardmetro parcial inclui
um bit menos significante do parametro.

O método de processamento de sinal adicionalmente
inclui a etapa de reconstruir um sinal de audio usando o pa-
rdmetro decidido.

O parédmetro é informagdo espacial incluindo pelo

menos um de CLD, ICC, CPC e ADG.
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Se o paradmetro é o CPC e se uma escala de quanti-
zacdo do pardmetro ndo é grosseira, é capaz de obter o se-
gundo pardmetro parcial.

E, um pardmetro final é decidido multiplicando-se
duas vezes o parédmetro parcial e adicionando-se o resultado
da multiplicacdo ao segundo pardmetro parcial.

Um aparelho para processar um sinal usando parame-
tros parciais de acordo com a presente invengdo inclui uma
primeira parte de obtencdo de pardmetro obtendo um primeiro
pardmetro parcial usando um valor de referéncia correspon-
dente ao primeiro pardametro parcial e um valor de diferenca
correspondendo ao valor de referéncia e uma parte de deciséo
de pardmetro decidindo um pardmetro usando o primeiro paréa-
metro parcial e um segundo parametro parcial.

O aparelho de processamento de sinal adicionalmen-
te inclui uma segunda parte de obtencdo de parametro obtendo
o segundo pardmetro parcial através do recebimento do segun-
do pardmetro parcial.

E, a primeira parte de obtengdo de parametro, a
parte de decisdo de pardmetro e a segunda parte de obtencgdo
de pardmetro sdo incluidas na parte de decodificagdo de da-
dos mencionada acima 91 ou 92.

Um método de processamento de sinal usando parame-
tros parciais de acordo com a presente invengdo inclui as
etapas de dividir um parédmetro em um primeiro parametro par-
cial e um segundo pardmetro parcial e gerar um valor de di-
ferenca usando um valor de referéncia correspondente ao pri-

meiro pardmetro parcial e o primeiro parédmetro parcial.
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E, o método de processamento de sinal adicional-
mente inclui a etapa de transferir o valor de diferenga e o
segundo pardmetro parcial.

Um aparelho para processar um sinal usando parame-
tros parciais de acordo com a presente invengdo inclui uma
parte de divisdo de parémetro dividindo um pardmetro em um
primeiro pardmetro parcial e um segundo parametro parcial e
uma parte de geracdo de valor de diferenca gerando um valor
de diferenca usando um valor de réferéncia correspondente ao
primeiro parédmetro parcial e o primeiro parametro parcial.

E, o aparelho de processamento de sinal adicional-
mente inclui uma parte de emissdo de pardmetro transferindo
o valor de diferenca e o segundo parédmetro parcial.

Além disso, a parte de divisdo de parametro e a
parte de geracdo de valor de diferenca sdo incluidas na par-
te de codificacdo de dados mencionada acima 31 ou 32.

2.3. Condigdes PBC

Em aspecto em que a codificagao PBC da presente
invencdo seleciona um valor de referéncia piloto separado e
entdo tem o valor de referéncia piloto selecionado incluido
em um fluxo de bits, é provavel que a eficiéncia de trans-
missdo da codificacgdo PBC se torne menor do que a de um es-
quema de codificacdo DIFF que serd explicado posteriormente.

Entdo, a presente invencdo pretende fornecer uma
condicdo étima para executar codificag¢ao PBC.

Se o numero de dados experimentalmente se tornando
alvos de codificacdo de dados em um grupo é pelo menos trés

ou mais, a codificacdo PBC é aplicavel. Isso corresponde a
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um resultado considerando a eficiéncia da codificacg¢ao de da-
dos. Significa que a codificacdo DIFF ou PCM é mais eficien-
te do que a codificagdo PBC se dois dados existem em um gru-
po somente.

Embora a codificacdo PBC é aplicédvel a pelo menos
trés ou mais dados, é preferencial que a codificagdo PBC é
aplicada a um caso em que pelo menos cinco dados existem em
um grupo. Em outras palavras, um caso em que a codificacgao
PBC é mais eficientemente aplicavel é um caso em que ha pelo
menos cinco dados se tornando alvos de codificacdo de dados
e esses desvios entre pelo menos os cinco dados sao peque-
nos. E, um numero minimo de dados adequado para a execugao
de codificagdo PBC serd decidido de acordo com um sistema e
ambiente de codificacéao.

Dados se tornando um alvo de codificacdo de dados
sao dados para cada banda de dados. Isso sera explicado a-
través de um processo de agrupamento que serd descrito pos-
teriormente. Entdo, por exemplo, a presente invengdo propde
que pelo menos cinco bandas de dados sao exigidas para a a-
plicacdo de codificagdo PBC em codificagdo de ambiente de
dudio MPEG que serd explicada posteriormente.

A seguir, um método e aparelho de processamento de
sinal usando as condic¢des para a execugdo de PBC sao expli-
cados como segue.

Em um método de processamento de sinal de acordo
com uma modalidade da presente invengdo, se o numero de da-
dos correspondentes a um valor de referéncia piloto é obtido

e se o numero de bandas de dados alcanca uma condigdo pré-
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estabelecida, o valor de referéncia piloto e um valor de di-
ferenca piloto correspondente ao valor de referéncia piloto
sdo obtidos. Subsegiientemente, os dados sao obtidos usando o
valor de referéncia piloto e o valor de diferenga piloto. Em
particular, o numero dos dados é obtido usando o numero das
bandas de dados nas quais os dados sdo incluidos.

Em um método de processamento de sinal de acordo
com uma outra modalidade da presente invengdao, um de uma
pluralidade de esquemas de codificagdo de dados é decidido
usando o numero de dados e os dados sdo decodificados de a-
cordo com o esquema de codificacdo de dados decidido. Se o
niumero dos dados alcanca uma condigdo pré-estabelecida, o
esquema de codificacdo de dados é decidido como o esquema de
codificacdo piloto.

E, o processo de decodificacdo de dados inclui as
etapas de obter um valor de referéncia piloto correspondente
a uma pluralidade dos dados e um valor de diferenca piloto
correspondente ao valor de referéncia piloto e obter os da-
dos usando o valor de referéncia piloto e o valor de dife-
renga piloto.

Além disso, no método de processamento de sinal,
os dados sdo pardmetros. E, um sinal de &udio é recuperado
usando os pardmetros. No método de processamento de sinal,
informacdo de identificacdo correspondente ao numero dos pa-
rametros é recebida e o numero dos parédmetros é gerado usan-
do a informacdo de identificacdo recebida. Considerando .0

nimero dos dados, a informacdo de identificag¢do indicando
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uma pluralidade dos esquemas de codificagdo de dados é hie-
rarquicamente extraida.

Na etapa de extrair a informag¢do de identificacao,
uma primeira informagdo de identificagdo indicando um pri-
meiro esquema de codificagdo de dados é extraida e uma se-
gunda informagd@o de identificagdo indicando um segundo es-
quema de codificacdo de dados é entdo extraida usando a pri-
meira informacdo de identificagdo e o numero dos dados. Nes-
se caso, a primeira informacdo de identificacgdo indica se
ela é um esquema de codificacdo DIFF. E, a segunda informa-
cdo de identificacdo indica se ela é um esquema de codifica-
cdo piloto ou um esquema de agrupamento PCM.

Em um método de processamento de sinal de acordo
com uma outra modalidade da presente invencg¢do, se o numero
de uma pluralidade de dados alcanga uma condigdo pré-
estabelecida, um valor de diferenca piloto é gerado usando
um valor de referéncia piloto correspondente a uma plurali-
dade de dados e os dados. O valor de diferenga piloto gerado
¢ entdo transferido. No método de processamento de sinal, o
valor de referéncia piloto é transferido.

Em um método de processamento de sinal de acordo
com uma modalidade adicional da presente invengdao, esquemas
de codificacdo de dados sdo decididos de acordo com o numero
de uma pluralidade de dados. Os dados sd@o entdo codificados
de acordo com os esquemas de codificagdo de dados decididos.
Nesse caso, uma pluralidade dos esquemas de codificacgdo de
dados inclui um esquema de codificacdo piloto pelo menos. Se

o numero dos dados alcanca uma condicdo pré-estabelecida, o
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esquema de codificacdo de dados é decidido como o esquema de
codificacgdo piloto.

Um aparelho para processar um sinal de acordo com
uma modalidade da presente invehgéo inclui uma parte de ob-
tencdo de numero obtendo um numero de dados correspondente a
um valor de referéncia piloto, uma parte de obtencgdao de va-
lor obtendo o valor de referéncia piloto e um valor de dife-
renca piloto correspondente ao valor de referéncia piloto se
o numero de dados alcanca uma condicdo pré-estabelecida, e
uma parte de obtencdo de dados obtendo os dados usando o va-
lor de referéncia piloto e o valor de diferenca piloto. Nes-
se caso, a parte de obtengdo de numero, a parte de obtengdo
de valor e a parte de obtencdo de dados sdo incluidas na
parte de decodificacdo de dados mencionada acima 91 ou 92.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengdo inclui uma parte
de decisdo de esquema decidindo um de uma pluralidade de es-
guemas de codificacdo de dados de acordo com um numero de
uma pluralidade de dados e uma parte de decodificagdo deco-
dificando os dados de acordo com o esquemé de codificacgdo de
dados decidido. Nesse caso, uma pluralidade dos esquemas de
codificacdo de dados inclui um esquema de codificacdo piloto
pelo menos.

Um aparelho para processar um sinal de acordo com
uma modalidade adicional da presente invengdo inclul uma
parte de geracdo de valor gerando um valor de diferenca pi-
loto usando um valor de referéncia piloto correspondente a

uma pluralidade de dados e os dados se um numero de uma plu-
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ralidade dos dados alcanca uma condigdo pré-estabelecida e
uma parte de saida transferindb o valor de diferencga piloto
gerado. Nesse caso, a parte de geracdo de valor é incluida
na parte de codificagdo de dados mencionada acima 31 ou 32.

Um aparelho para processar um sinal de acordo com
uma outra modalidade adicional da presente invencdo inclui
uma parte de decisdo de esquema decidindo um esquema de co-
dificacdo de dados de acordo com um numero de uma pluralida-
de de dados e uma parte de codificagdo codificando os dados
de acordo com o esquema de codificagdo de dados decidido.
Nesse caso, uma pluralidade dos esquemas de codificagdo de
dados inclui um esquema de codificag¢do piloto pelo menos.

2.4. Método de Processamento de Sinal PBC

Um método e aparelho de processamento de sinal u-
sando caracteristicas de codificagdo PBC de écordo com a
presente invencdo sdo explicados como segue.

Em um método de processamento de sinal de acordo
com uma modalidade da presente invengdo, um valor de refe-
réncia piloto correspondente a uma pluralidade de dados e um
valor de diferenca piloto correspondente ao valor de refe-
réncia piloto sdo obtidos. Subseqgiientemente, os dados sao
obtidos usando o valor de referéncia piloto e o valor de di-
ferenca piloto. E, o método pode adicionalmente incluir uma
etapa de decodificar pelo menos um do valor de diferenca pi-
loto e do valor de referéncia piloto. Nesse caso,vos dados
aplicados com PBC sdo paradmetros. E, o método pode adicio-
nalmente incluir a etapa de reconstruir um sinal de &udio

usando os pardmetros obtidos.
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Um aparelho para processar um sinal de acordo com
uma modalidade da presente invencdo inclui um valor de refe-
réncia piloto correspondente a uma pluralidade de dados e um
valor de diferenca piloto correspondente ao valor de refe-
réncia piloto e a parte de obtengdo de dados obtendo os da-
dos usando o valor de referéncia piloto e o valor de dife-
renca piloto. Nesse caso, a parte de obtengdo de valor e a
parte de obtencdo de dados sdo incluidas na parte de codifi-
cacdo de dados mencionada acima 91 ou 92.

Um método de processamento de sinal de acordo com
uma outra modalidade da presente invengdo inclui as etapas
de gerar um valor de diferenga piloto usando um valor de re-
feréncia piloto correspondente a uma pluralidade de dados e
os dados e emitir o valor de diferenga piloto gerado.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengdo inclui uma parte
de geracdo de valor gerando um valor de diferenca piloto u-
sando um valor de referéncia piloto correspondente a uma
pluralidade de dados e os dados e uma parte de saida emitin-
do o valor de diferencga piloto gerado.

Um método de processar um sinal de acordo com uma
modalidade adicional da presente invencdo inclui as etapas
de obter um valor de referencia piloto correspondente a uma
pluralidade de ganhos e um valor de diferencga piloto corres-
pondente ao valor de referéncia piloto e obter o ganho usan-
do o valor de referéncia piloto e o valor de diferenga pilo-
to. E, o método pode adicionalmente incluir a etapa de deco-

dificar pelo menos um do valor de diferenga piloto e o valor
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de referéncia piloto. Além disso, o método pode adicional-
mente incluir a etapa de reconstruir um sinal de audio usan-
do o ganho obtido.

Nesse caso, o valor de referéncia piloto pode ser
uma média de uma pluralidade dos ganhos, um valor intermedi-
drio médio de uma pluralidade de ganhos, um valor mais fre-
gientemente usado de uma pluralidade de ganhos, um valor
configurado para um padrdo ou um valor extraido de uma tabe-
la. E, o método pode adicionalmente incluir a etapa de sele-
cionar o ganho tendo mais alta eficiéncia de codificagdo co-
mo um valor de referéncia piloto final depois do valor de
referéncia piloto ter sido configurado para cada um de uma
pluralidade de ganhos.

Um aparelho para processar um sinal de acordo com
uma modalidade adicional da presente invengéo inclui uma
parte de obtencdo de valor obtendo um valor de referéncia
piloto correspondente a uma pluralidade de ganhos e um valor
de diferenca piloto correspondente ao valor de referéncia
piloto e uma parte de obtengdo de ganho obtendo o ganho u-
sando o valor de referéncia piloto e o valor de diferencga
piloto.

Um método de processamento de um sinal de acordo
com uma outra modalidade adicional da presente invencgao in-
clui as etapas de gerar um valor de diferenca piloto usando
um valor de referéncia piloto correspondente a uma plurali-
dade de ganhos e os ganhos e emitir o valor de diferencga pi-

loto gerado.
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E, um aparelho para processar um sinal de acordo
com uma outra modalidade adicional da presente invenc¢do in-
clui uma parte de calculo de valor gerando um valor de dife-
renca piloto usando um valor de referéncia piloto correspon-
dente a uma pluralidade de ganhos e os ganhos e uma parte de
emissdo emitindo o valor de diferenga piloto gerado.

3. DIFF (Codificacdo Diferencial)

A codificacdo DIFF é um esquema de codificacgdo que
usa relacdes entre uma pluralidade de dados existentes em um
grupo de dados discriminado, que pode ser chamada ‘codifica-
cdo diferencial’. Nesse caso, um.grupo de dados, que & uma
unidade aplicando a DIFF, significa um grupo final ao qual
um esquema de agrupamento especifico é aplicado pela parte
de agrupamento de dados 10 mencionada acima. Na presente in-
vencdo, dados tendo um significado especifico como agrupados
da maneira acima sdo definidos como ‘pardmetros’ a serem ex-
plicados. E, isso é o mesmo do explicado para a PBC.

Em particular, o esquema de codificagdo DIFF & um
esquema de codificacdo que usa valores de diferenca entre
parametros existentes em um mesmo grupo, e mais particular-
mente, valores de diferenca entre pardmetros vizinhos.

Tipos e exemplos de aplicagdao detalhados dos es-
gquemas de codificagdo DIFF sdo explicados em detalhes com
relacdo as FIGs. 5 a 8 como segue.

3.1. Tipos de DIFF

A FIG. 9 é um diagrama para explicar tipos de co-

dificacdo DIFF de acordo com a presente invencdo. A codifi-
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cacdo DIFF é discriminada de acordo com uma diregdo em en-
contrar um valor de diferenca de um pardmetro vizinho.

Por exemplo, os tipos de codificacdo DIFF podem
ser classificados em DIFF na direcdo da freqiiéncia (abrevia-
do ‘DIFF FREQ’ ou '‘DF’) e DIFF na direcdo do tempo (abrevia-
do aqui ‘DIFF TIME’ ou ‘DT').

Com relacdo a FIG. 9, o Grupo-1 indica DIFF(DF)
calculando um valor de diferenca em um eixo de freqiéncia,
enquanto o Grupo-2 ou o Grupo-3 calcula um valor de diferen-
¢ca em um eixo do tempo.

Como pode ser visto na FIG. 9, o DIFF(DT), que
calcula um valor de diferenga em um eixo do tempo, €& re-
discriminado de acordo com uma direcdo do eixo do tempo para
encontrar um valor de diferencga.

Por exemplo, a DIFF(DT) aplicada ao Grupo-2 cor-
responde a um esquema que encontra um valor de diferenga en-
tre um valor de pardmetro em um tempo atual e um valor de
pardmetro em um tempo anterior (por exemplo, Grupo-1l. Essa é
chamada DIFF(DT) de tempo regressivo (abreviado aqui ‘DT-
BACKWARD' ) .

Por exemplo, a DIFF(DT) aplicada ao Grupo-3 cor-
responde a um esquema que encontra um valor de diferenca en-
tre um valor de paradmetro em um tempo atual e um valor de
pardmetro em um tempo futuro (por exemplo, Grupo-4). Essa é
chamada DIFF(DT) de tempo adiante (abreviada aqui ‘DT-
FORWARD' ) .

Portanto, como mostrado na FIG. 9, o Grupo-1 é um

esquema de codificacdo DIFF(DF), o Grupo-2 & um esquema de
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codificacdo DIFF(DT-BACKWARD), e o Grupo-3 é um esquema de
codificacdo DIFF(DT-FORWARD). Ainda, um esquema de codifica-
cdo do Grupo-4 ndo estd decidido.

Na presente invencdo, embora DIFF no eixo de fre-
giiéncia seja definido como um esquema de codificacdo (por
exemplo, DIFF(DF) somente, defini¢bes podem ser feitas dis-
criminando-o em ‘DIFF(DF-TOP)’ e DIFF(DF-BOTTOM)’ também.

3.2. Exemplos de Aplicagdes de DIFF

As FIGs. 6 a 8 sdo diagramas de exemplos aos quais
o esquema de codificagdo DIFF é éplicado.

Na FIG. 10, o Grupo-1 e o Grupo-2 mostrados na
FIG. 9 s3o tomados como exemplos para conveniéncia de expli-
cacdo. O Grupo-1 segue o esquema de codificacdo DIFF(DF) e
seu valor de parametro é x[n] = 11, 12, 9, 12, 10, 8, 12, 9,
10, 9. O Grupo-2 segue o esquema de codificagdo DIFF(DF-
BACKWARD) e seu valor de pardmetro é y[n] = 10, 13, 8, 11,
10, 7, 14, 8, 10, 8.

A FIG. 11 mostra resultados do cé&lculo de valores
de diferenca do Grupo-1l. Como o Grupo-1 é codificado pelo
esquema de codificacdo DIFF(DF), os valores de diferenga sé&o
calculados pela Férmula 2. A Férmula 2 significa que um va-
lor de diferenca de um pardmetro anterior & encontrado em um
eixo de freqgiéncia.

[Formula 2]

d[0] = x[O0]

d[n] = x[n] x[n-1], onde n =1, 2, ..., 9.

Em particular, o resultado DIFF(DF) do Grupo-1 pe-

la Férmula 2 é d[(n] = -11, 1, -3, 3, -2, -2, 4, -3, 1, -1.
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A FIG. 12 mostra resultados do calculo de valores
de diferenca do Grupo-2. Como o Grupo-2 é codificado pelo
esquema de codificacdo DIFF(DF-BACKWARD), os valores de di-
ferenca sdo calculados pela Férmula 3. A Férmula 3 significa
gue um valor de diferenca de um pardmetro anterior é encon-
trado em um eixo do tempo.

[FOérmula 3]

d[n] = y[n] x[n], onde n =1, 2, ..., 9.

Em particular, o resultado DIFF(DF-BACKWARD) do
Grupo-2 pela Férmula 3 é d[n] = -1, 1, -1, -1, O, 01, 2, -1,
0, -1.

4. Selecdo para o Esquema de Codificagdo de Dados

A presente invengdo ¢é caracterizada pelo fato de
que compreende ou reconstrdéi dados pelos varios esquemas de
codificacao de dados misturados. Assim, ao codificar um gru-
po especifico, é necessario selecionar um esquema de codifi-
cacdo de pelo menos trés ou mais esquemas de codificacdo de
dados. E, a informacdo de identificacdo para o esquema de
codificacdo selecionado deveria ser fornecida a uma parte de
decodificacdo via o fluxo de bits.

Um método de selecionar um esquema de codificacgao
de dados e um método e aparelho de codificagdo usando o mes-
mo de acordo com a presente invencdo sdo explicados a se-
guir.

Um método de processar um sinal de acordo com uma
modalidade da presente invengdo inclui as etapas de obter
informacdo de identificacdo de codificagdo de dados e dados

de decodificacdo de dados de acordo com um esquema de codi-
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ficacdo de dados indicado pela informacdo de identificagdo
de codificacdo de dados.

Nesse caso, o esquema de codificagdo de dados in-
clui um esquema de codificagdo PBC pelo menos. E, o esquema
de codificacdo PBC decodifica os dados usando um valor de
referéncia piloto correspondente a uma pluralidade de dados
e um valor de diferenca piloto. E, o valor de diferenca pi-
loto é gerado usando os dados e o valor de referéncia pilo-
to.

o) esquema‘de codificacdo de dados adicionalmente
inclui um esquema de codificagdo DIFF. O esquema de codifi-
cacdo DIFF corresponde a um do esquema DIFF-DF e do esquema
DIFF-DT. E, o esquema DIFF-DT corresponde a um do esquema
DIFF-DT (FORWARD) de tempo adiante e DIFF-DT(BACKWARD) de
tempo regressivo.

O método de processamento de sinal adicionalmente
inclui as etapas de obter informacdo de identificac¢do de co-
dificacdo por entropia e decodificar por entropia os dados
usando um esquema de codificagdo por entropia indicado pela
informacdo de identificacdo de codificagdo por entropia.

Na etapa de decodificagdo de dados, os dados deco-
dificados por entropia sdo dados decodificados pelo esquema
de codificacdo de dados.

'E, o método de processamento de sinal adicional-
mente inclui a etapa de decodificar um sinal de &udio usando
os dados como parametros.

Um aparelho para processar um sinal de acordo com

uma modalidade da presente invencdo inclui uma parte de ob-
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tencdo de informacdo de identificacdo obtendo informagdo de
identificacdo de codificacdo de dados e uma parte de decodi-
ficacdo decodificando dados de acordo com um esquema de co-
dificacdo de dados indicando pela informagdo de identifica-
cdo de codificagdo de dados.

Nesse caso, o esquema de codificagdo de dados in-
clui um esquema de codificag¢ao PBC pelo menos. E, 0 esquema
de codificacdo PBC decodifica os dados usando um valor de
referéncia piloto correspondente a uma pluralidade de dados
e um valor de diferenca piloto. E, o valor de diferenca pi-
loto é gerado usando os dados e o valor de referéncia pilo-
to.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etépas de
deéodificar dados de acordo com um esquema de codificagdo de
dados e gerar e transferir a informagdo de identificacdo de
codificacdo de dados indicando o esquema de codificacdo de
dados.

Nesse caso, o esquema de codificac&o de dados in-
clui um esquema de codificac&o PBC pelo menos. O esquema de
codificacdo PBC codifica os dados usando um valor de refe-
réncia piloto correspondente a uma pluralidade de dados e um
valor de diferenca piloto. E, o valor de diferenca piloto é
gerado usando os dados e o valor de referéncia piloto.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencdo inclui uma parte
de codificacdo de dados codificando dados de acordo com um

esquema de codificacdo de dados e uma parte de emissdo ge-
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rando para transferir informacdo de identificagdo de codifi-
cacdo de dados indicando o esquema de codificacdo de dados.

Nesse caso, o esquema de codificagdo de dados in-
clui um esquema de codificagdo PBC pelo menos. O esquema de
codificacdo PBC codifica os dados usando um valor de refe-
réncia piloto correspondente a uma pluralidade de dados e um
valor de diferenca piloto. E, o valor de diferenca piloto ¢é
gerado usando os dados e o valor de referéncia piloto.

Um método de selecionar um esquema de codificacédo
de dadoé e um método de transferir informacdo de identifica-
cdo de selecdo de codificagdo por eficiéncia de transmissdo
étima de acordo com a presente invengdo sdo explicados como
seqgue.

4.1. Método de Identificacdo de Codificagao de Da-
dos Considerando a Freqliiéncia de Uso

A FIG. 13 é um diagrama de bloco para explicar uma
relacdo em selecionar um de pelo menos trés esquemas de co-
dificacdo de acordo com a presente invengao.

Com relacdo a FIG. 13, assume-se que ha primeira a
terceira partes de codificagdo de dados 53, 52 e 51, que a
freqiiéncia de uso da primeira parte de codificacdo de dados
53 é menor, e que a freqiéncia de uso da terceira parte de
codificacdo de dados 51 é maior.

Para conveniéncia de explicagdo, com relagdo ao
total '100’, assume-se que a freqiéncia de uso da primeira
parte de codificacdo de dados 53 é ‘10’, que a freqiéncia de
uso da segunda parte de codificagdo de dados 52 & ‘307, e

que a freqiiéncia de uso da terceira parte de codificagdo de
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dados 51 é ‘60’. Em particular, para 100 grupos de dados,
pode-se considerar que o esquema PCM é aplicado 10 vezes, o
esquema PBC é aplicado 30 vezes, e o esquema DIFF é aplicado
60 vezes.

Nas hipéteses acima, um numero de bits necessarios
para a informacdo de identificagdo identificar trés tipos de
esquemas de codificacdo é calculado da seguinte maneira.

Por exemplo, de acordo com a FIG. 13, como a pri-
meira informacdo de 1 bit é usada, 100 bits s&o usados como
a primeira informacdo para identificar esquemas de codifica-
cdo de 100 grupos totais. Como a terceira parte de codifica-
cdo de dados 51 tendo a mais alta freqiiéncia de uso & iden-
tificada através dos 100 bits, o resto da segunda informacgao
de 1 bit é capaz de discriminar a primeira parte de codifi-
cacdo de dados 53 e a segunda parte de codificac¢do de dados
52 usando 40 bits somente.

Portanto, a informacdo de identificacdo para sele-
cionar o tipo de codificagdo por grupo para 100 grupos de
dados totais necessita de 140 bits totais resultando da
‘primeira informacdo (100 bits) + segunda informagdo (40
bits)’.

A FIG. 14 é um diagrama de bloco para explicar uma
relacdo em selecionar um de pelo menos trés esquemas de co-
dificacdo de acordo com uma técnica relacionada.

Como na FIG. 13, para conveniéncia de explicacgao,
com relacdo ao total de ‘100’, assume-se que a freqliéncia de
uso da primeira parte de codificagdo de dados 53 é ‘'10’, que

a freqgiiéncia de uso da segunda parte de codificagdo de dados
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52 & ‘30’, e que a freqiéncia de uso da terceira parte de
codificacdo de dados 51 é ‘'60’.

Na FIG. 14, um numero de bits necessarios para que
a informacdo de identificacdo identifique trés tipos de es-
quema de codificacdo é calculado da seguinte maneira.

Primeiro de tudo, de acordo com a FIG. 14, como a
primeira informacdo de 1 bit é usada, 100 bits sao usados
como a primeira informagdo para identificar esquemas de co-
dificacdo de 100 grupos totais.

A primeira parte de codificacdo de dados 53 tendo
a menor freqliéncia de uso é preferencialmente identificada
através dos 100 bits. Assim, o resto da segunda informacéao
de 1 bit necessita de mais 90 bits totais para discriminar a
segunda parte de codificagdo de dados 52 e a terceira parte
de codificacdo de dados 51.

Portanto, a informacdo de identificagdo para sele-
cionar o tipo de codificagdo por grupo para 100 grupos de

dados totais necessita de 190 bits resultantes da ‘primeira

informacdo (100 bits) + segunda informacdo (90 bits)’.

Comparando ao caso mostrado na FIG. 13 e ao caso
mostrado na FIG. 14, pode-se ver que a informag¢do de identi-
ficacdo de selecd3o de codificagdo de dados mostrada na FIG.
13 é mais vantajosa em eficiéncia de transmissao.

Ou seja, no caso em que existe pelo menos trés ou
mais esquemas de codificacdo de dados, a presente invengdo é
caracterizada em utilizar informacdo de identificacdo dife-

rente ao invés de discriminar dois tipos de esquema decodi-
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ficacdo similares uns aos outros em freqiiéncia de uso pela
mesma informacdo de identificacdo.

Por exemplo, no caso em que a primeira parte de
codificacdo de dados 51 e a segunda parte de codificacado de
dados 52, como mostradas na FIG. 14, sdo classificadas como
a mesma informacdo de identificacdo, os bits de transmissao
de dados aumentam para a menor eficiéncia de transmisséo.

No caso em que existe pelo menos trés tipos de co-
dificacdo de dados, a presente invengdo é caracterizada pelo
fato de que discriminar um esquema de codificagdo de dados
tendo freqiiéncia mais alta de uso pela primeira informagdo.
Assim, pela segunda informagdo, o resto dos dois esquemas de
codificacdo tendo baixa freqiiéncia de uso é discriminado.

A FIG. 15 e a FIG. 16 sio fluxogramas para O €S-
quema de selecdo de codificagdo de dados de acordo com a
presente invencdo, respectivamente.

Na FIG. 15, assume-se que a codificacdo DIFF é um
esquema de codificacdo de dados tendo mais alta freqiéncia
de uso. Na FIG. 16,'assume—se que a codificagdo PBC & um es-
quema de codificacdo de dados tendo mais alta freqiéncia de
uso.

Com relacdo a FIG. 15, uma preseng¢a Ou nao presen-
ca de codificacdo PCM tendo menor freqiiéncia de uso é veri-
ficada (S10). Como mencionado na descrigdo anterior, a veri-
ficacdo é executada pela primeira informagdo para identifi-

cacao.
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Como um resultado da verificacdo, se é a codifica-
cdo PCM, verifica-se se é a codificagdo PBC (S20). Isso é
executado pela segunda informag¢do para identificacdo.

No caso em que a freqiéncia de uso de codificacgao
DIFF & 60 vezes entre o total de 100 vezes, a informagdo de
identificacdo para uma selecdo de tipo de codificagdo por
grupo para os mesmos 100 grupos de dados necessita de 140
bits totais de ‘primeira informagdo (100 bits) + segunda in-
formacdo (40 bits)’.

Com relacdo a FIG. 16, como a FIG. 15, uma presen-
ca ou ndo presenca de codificag¢do PCM tendo menor freqgliéncia
de uso é verificada (S30). Como mencionado na descrigdo an-
terior, a verificacdo é executada pela primeira informagao
para identificacdo.

No caso em que a freqiiéncia de uso de codificagao
DIFF é 80 vezes entre o total de 100 vezes, a informacdo de
identificacdo para uma selecdo de tipo de codificagdo por
grupo para os mesmos 100 grupos de dados necessita de 120
bits totais de ‘primeira informag¢do (100 bits) + segunda in-
formacdao (20 bits)’.

Um método de identificar uma pluralidade de esque-
mas de codificacdo de dados e um método de processamento de
sinal e aparelho usando o mesmo de acordo com a presente in-
vencdo sdo explicados como segue.

Um método de processar um sinal de acordo com uma
modalidade da presente invencdo inclui as etapas de extrair
informacgdo de‘identificagéo indicando uma pluralidade de es-

quemas de codificag¢do de dados hierarquicamente e decodifi-
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car dados de acordo com um esquema de codificacado de dados
correspondenté 4 informacdo de identificacgdo.

Nesse caso, a informacdo de identificagao indican-
do um esquema de codificagdo PBC e um esquema de codificacgéao
DIFF incluindo em uma pluralidade de esquemas de codificagdo
de dados é extraida de diferentes camadas.

Na. etapa de decodificagdo, os dados sdo obtidos de
acordo com o esquema de codificagdo de dados usando um valor
de referéncia correspondente a uma pluralidade de dados e um
valor de diferenca gerado usando os dados. Nesse caso, O va-
lor de referéncia é um valor de referéncia piloto ou um va-
lor de referéncia de diferenga.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
extrair informacdo de identificagdo indicando pelo menos
trés ou mais esquemas de codificagdo de dados hierarquica-
mente. Nesse caso, a informacdo de identificacdao indicando
dois esquemas de codificagdo tendo alta freqgiiéncia de uso da
informacdo de identificacdo é extraida de diferentes cama-
das.

Um método de processar um sinal de acordo com uma
modalidade adicional da presente invencdo inclui as etapas
de extrair informacdo de identificagdo hierarquicamente de
acordo com a frequéncia de uso da informacdo de identifica-
cdo indicando um esquema de codificacdo de dados e decodifi-
car dados de acordo com o esquema de decodificagdo de dados

correspondente a informacdo de identificagéo.
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Nesse caso, a informacdo de identificacgdo é extra-
ida de uma maneira de extrair a primeira informagdo de iden-
tificacdo e a segunda informacdo de identificagdo hierarqui-
camente. A primeira informagdo de identificac¢do indica se é
um primeiro esquema de codificagdo de dados e a segunda in-
formacdo de identificacdo indica se é um segundo esquema de
codificacdo de dados.

A primeira informacdo de identificagdo indica se é
um esquema de codificagdo DIFF. E, a segunda informacdo de
identificacdo indica se é um esquema de codificag¢aoc piloto
ou um esquema de agrupamento PCM.

O primeiro esquema de codificagcdo de dados pode
ser um esquema de codificagdo PCM. E, o segundo esquema de
codificagéo de dados pode ser um esquema de codificagdao PBC
ou um esquema de codificacao DIFF.

Os dados sdo parédmetros, e o método de processar
sinal adicionalmente inclui a etapa de reconstruir um sinal
de 4udio usando os parametros.

Um aparelho para processar um sinal de acordo com
uma modalidade da presente invencgdo inclui uma parte de ex-
tracdo de identificador (por exemplo, ‘710’ na FIG. 17) hie-
rarquicamente extraindo informacdo de identificacdo que dis-
crimina uma pluralidade de esquemas de codificag¢do de dados
e uma parte de decodificagdo decodificando dados de acordo

com o esquema de codificacdo de dados correspondente a in-

'formagéo de identificacéo.

Um método de processar um sinal de acordo com uma

outra modalidade adicional da presente inveng¢do inclul as
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etapas de codificar dados de acordo com um esquema de codi-
ficacdo de dados e gerar informacdo de identificacdo discri-
minando esquemas de codificacdo de dados diferindo uns dos
outros na freqiiéncia de uso usada na codificacdo dos dados.

Nesse caso, a informacdo de identificagdo discri-
mina um esquema de codificagdo PCM e um esquema de codifica-
cdo PBC um do outro. Em particular, a informagdo de identi-
ficacdo discrimina um esquema de codificagdo PCM e um esque-
ma de codificacdo DIFF.

E, um aparelho para processar um sinal de acordo
com uma outra modalidade adicional da presente invengdo in-
clui uma parte de codificagédo codificando dados de acordo
com um esquema de codificacdo de dados e uma parte de gera-
géo'de informacdo de identificagdo (por exemplo, ‘400" na
FIG. 15) gerando informacdo de identificagdo discriminando
esquemas de codificacdo de dados diferindo uns dos outros em
freqiiéncia de uso usada na codificacao dos dados.

4.2. Relacgdes de Codificacédo Interdados

Primeiro de tudo, hé& relagdes mutuamente indepen-
dentes e/ou dependentes entre PCM. PBC e DIFF da presente
invencdo. Por exemplo, pode-se ser capaz de livremente sele-
cionar um dos trés tipos de codificagdo para cada grupo se
tornando um alvo de codificac¢do de dados. Assim, toda a co-
dificacdo de dados traz um resultado de usar os trés tipos
de esquema de codificacdo em combinag¢do um com O outro. Ain-
da, considerando a freqiiéncia de uso dos trés tipos de es-
guema de.codificagéo, uma de um esquema de codificacdo DIFF

tendo 6tima freqiiéncia de uso e o resto dos dois esquemas de
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codificacdo (por exemplo, PCM e PBC) ¢é primariamente sele-
cionado. Subseqlientemente, um do PCM e do PBC é secundaria-
mente selecionado. Ainda, como mencionado na descrig¢do ante-
rior, isso é para considerar a eficiéncia de transmissdo de
informacdo de identificacdo, mas ndo é atribuido a similari-
dade de esquemas de codificacdo substanciais.

Em aspecto de similaridade de esquemas de codifi-
cacdo, o PBC e o DIFF sdo similares um ao outro no calculo
de um valor de diferenca. Assim, os processos de codificagao
do PBC e do DIFF sdo consideravelmente sobrepostos um com o
outro. Em particular, uma etapa de reconstruir um parametro
original a partir de um valor de diferenca na decodificacgao
é definida como ‘decodificacdo delta’ e pode ser projetado
para ser manipulado na mesma etapa.

No curso de executar codificacao PBC ou‘DIFF, pode
existir um pardmetro desviando de sua faixa. Nesse caso, &
necessario codificar e transferir o pardmetro correspondente
pelo PCM separado.

[Agrupamento]

1. Conceito de Agrupamento

A presente invencdo propde ‘agrupamento’ que mani-
pula dados ligando dados prescritos Jjuntos para eficiéncia
em codificacdo. Em particular, no caso de codificacado PBC,
como um valor de referéncia piloto é selecionado por uma u-
nidade de grupo, um processo de agrupamento necessita ser
completado como uma etapa anterior a executar a codificacgao
PBC. O agrupamento é aplicado a codificacdao DIFF da mesma

maneira. E, alguns esquemas do agrupamento de acordo com a
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presente invencdo sdo aplicaveis a codificagdo por entropia
também, que serd explicada em uma parte da descrigdao corres-
pondente posteriormente.

Os tipos de agrupamento da presente invencao podem
ser classificados em ‘agrupamento externo’ e ‘agrupamento
interno’ com relacdo a um método de execugdao de agrupamento.

Alternativamente, os tipos de agrupamento da pre-
sente invencd3o podem ser classificados em ‘agrupamento de
dominio’, ‘agrupamento de dados’ e ‘agrupamento de canal’
com relacdo a um alvo de agrupamento.

Alternativamente, os tipos de agrupamento da pre-
sente invencdo podem ser classificados em ‘primeiro agrupa-
mento’, ‘segundo agrupamento’ e ‘terceiro agrupamento’ com
relacdo a uma seqgiiéncia de execug¢do de agrupamento.

Alternativamente, os tipos de agrﬁpamento da pre-
sente invencdo podem ser classificados em ‘Unico agrupamen-
to’ e ‘multiplo agrupamento’ com relagdo a uma contagem de
execucdo de agrupamento.

Ainda, as classificacdes de agrupamento acima s&o
feitas para conveniéncia em transferir o conceito da presen-
te invencdo, que ndo coloca limitagdo em suas terminologias
de uso.

O agrupamento de acordo com a presente invencdo é
completado de uma maneira que Vvarios esquemas de agrupamento
sdo sobrepostos uns aos outros em uso ou usados em combina-
¢do uns com os outros.

Na seguinte descrigdo, o agrupamento de acordo com

a presente invencdo é explicado por ser discriminado em a-
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grupamento interno e agrupamento externo. Subseqlientemente,
o maltiplo agrupamento, no qual varios tipos de agrupamento
existem, serd explicado. E, conceitos de agrupamento de do-
minio e agrupamento de dados serdo explicados.

2. Agrupamento Interno

O agrupamento interno significa que a execugdo de
agrupamento ¢é internamente desenvolvida. Se o agrupamento
interno é executado em geral, um grupo anterior é interna-
mente re-agrupado para gerar um novo grupo ou grupos dividi-
dos. |

A FIG. 17 é um diagrama para explicar o agrupamen-
to interno de acordo com a presente invencgéo.

Com relacdo & FIG. 17, o agrupamento interno de
acordo com a presente invengdo é executado pela unidade de
dominio de freqgliéncia (aqui chamadav‘banda'), por exemplo.
Assim, um esquema de agrupamento interno pode corresponder a
um tipo de agrupamento de dominio ocasionalmente.

Se dados de amostragem passam através de um filtro
especifico, por exemplo, QMF (filtro em espelho de quadratu-
ra), uma pluralidade de sub-bandas s&do geradas. No modo de
sub-banda, o primeiro agrupamento de freqgiiéncia é executado
para gerar primeiras bandas de grupo que podem ser chamadas
bandas de parametros. O primeiro agrupamento de freqiiéncia ¢é
capaz de gerar bandas de parémetrosvligando sub-bandas jun-
tas irregularmente. Assim, ¢é capaz de configurar tamanhos
das bandas de paradmetros ndo equivalentemente. Ainda, de a-
cordo com um propdsito de codificacdo, é capaz de configurar

as bandas de parédmetros equivalentemente. E, a etapa de ge-
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rar as sub-bandas pode ser classificada como um tipo de a-
grupamento.

Subseqiientemente, o segundo agrupamento de fre-
qiiéncia é executado nas bandas de parametros geradas para
gerar segundas bandas de grupo que podem ser chamadas bandas
de dados. O segundo agrupamento de freqiiéncia é capaz de ge-
rar bandas de dados unificando as bandas de pardmetros com
numero uniforme.

De acordo com um propdsito da codificagdo depois
do término do agrupamento, pode-se ser capaz de executar co-
dificacdo por unidade de banda de pardmetro correspondente a
primeira banda de grupo ou por unidade de banda de dados
correspondente a segunda banda de grupo.

Por exemplo, aplicando-se a codificagido PBC acima
mencionada, pode-se ser capaz de selecionar um valor de re-
feréncia piloto (um tipo de valor de referéncia de grupo)
tomando as bandas de parémetros agrupadas como um grupo ou
tomando as bandas de dados agrupadas como um grupo. A PBC e
executada usando o valor de referéncia piloto selecionado e
operagdes detalhadas da PBC sdo as mesmas das explicadas na
descricdo anterior.

Por exemplo, aplicando-se a codificagdo DIFF men-
cionada acima, um valor de referéncia de grupo & decidido

tomando-se as bandas de pardmetros agrupadas como um grupo e

[ON

um valor de diferencga é entdo calculado. Alternativamente,
também possivel decidir um valor de referéncia de grupo to-

mando-se as bandas de dados agrupadas como um grupo e calcu-
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lando-se um valor de diferenca. E, as opera¢des detalhadas
da DIFF sdo as mesmas das explicadas na descrigdo anterior.

Se ao primeiro agrupamento e/ou agrupamento de
freqgiiéncia é aplicada codificagdo real, é necessario trans-
ferir informacdo correspondente, que serd explicada com re-
lagcdo a FIG. 27 posteriormente.

3. Agrupamento Externo

O agrupamento externo significa um caso em que a
execucdo do agrupamento é externamente desenvolvida. Se o
agrupamento externo é executado em‘geral, um grupo anterior
é externamente re-agrupado para gerar um novo grupo ou gru-
pos combinados.

A FIG. 18 é um diagrama para explicar o agrupamen-
to externo de acordo com a presente invengao.

Com relacdo & FIG. 18, o agrupamento externo de
acordo com a presente invencdo é executado pela unidade de
dominio no tempo (aqui chamada ‘intervalo de tempo’), por
exemplo. Entdo, um esquema de agrupamento externo pode cor-
responder a um tipo de agrupamento de dominio ocasionalmen-
te.

O primeiro agrupamento de tempo é executado em um
gquadro incluindo dados de amostragem para gerar primeiros
intervalos de tempo de grupo. A FIG. 18 mostra de forma e-
xemplificada que oito intervalos de tempo sdo gerados. O
primeiro agrupamento de tempo tem um significado de dividir
um quadro em intervalos de tempo de tamanho igual também.

Pelo menos um dos intervalos de tempo gerados pelo

primeiro agrupamento de tempo é selecionado. A FIG. 18 mos-
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tra um caso em que os intervalos de tempo 1, 4, 5, e 8 sao
selecionados. De acordo com um esquema de codificac¢do, pode-
se ser capaz de selecionar os intervalos de tempo inteiros
na etapa de selecao.

Os intervalos de tempo selecionados 1, 4, 5 e 8
sdo entdo re-arranjados em intervalos de tempo 1, 2, 3 e 4.
Ainda, de acordo com um objeto de codificagdo, pode-se ser
capaz de re-arranjar os intervalos de tempo selecionados 1,
4, 5, e 8 em parte. Nesse caso, como o intervalo(s) de tempo
excluido do re-arranjo é excluido da formacdo de grupo fi-
nal, é excluido dos alvos da codificagéo‘PBC ou DIFF.

O segundo agrupamento de tempo é executado nos in-
tervalos de tempo selecionados para configurar um grupo ma-
nipulado junto em eixo de tempo final.

Por exemplo, os intervalos de tempo 1 e 2 ou in-
tervalos de tempo 3 e 4 podem configurar um grupo, que &
chamado um par de intervalos de tempo. Por exemplo, os in-
tervalos de tempo 1, 2 e 3 podem configurar um grupo, que é
chamado tripla de intervalos de tempo. E, um Gnico intervalo
de tempo é capaz de existir ndo para configurar um grupo com
um outro intervalo(s) de tempo.

No caso em que O primeiro e o segundo agrupamento
de tempo sdo aplicados & codificagdo real, é necessario
transferir informacdo correspondente, que serd explicada com
relagdo a FIG. 27 posteriormente.

4, Multiplo Agrupamento

O multiplo agrupamento significa um esquema de a-

grupamento que gera um grupo final misturando-se o agrupa-
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mento interno, o agrupamento externo e os varios tipos de
outros agrupamentos juntos. Como mencionado na descrigao an-
terior, os esquemas de agrupamento individuais de acordo com
a presente invencdo podem ser aplicados sendo sobrepostos
uns com oS outros ou em combinac¢do uns com os outros. E, o
maltiplo agrupamento é utilizado como um esquema para elevar
a eficiéncia de varios esquemas de codificacgdao.

4.1. Misturando Agrupamento Interno e Agrupamento
Externo

A FIG. 19 é um diagrama para explicar maltiplo a-
grupamento. de acordo com a presente invengdo, na qual o a-
grupamento interno e o agrupamento externo sdo misturados.

Com relacdo a FIG. 19, as bandas agrupadas finais
64 sdo geradas depois do agrupamento interno ter sido com-
pletado no dominio da freqgiéncia. E, os intervalos de tempo
finais 61, 62 e 63 sdo gerados depois do agrupamento externo
ter sido completado no dominio do tempo.

Um intervalo de tempo individual depois do término
do agrupamento é chamado um conjunto de dados. Na FIG. 19,
os numeros de referéncia 6la, 61b, 62a, 62b e 63 indicam
conjuntos de dados, respectivamente.

Em particular, dois conjuntos de dados 6la e 6lb
ou outros dois conjuntos de dados 62a é 62b sdo capazes de
configurar um par por agrupamento externo. O par dos conjun-
tos de dados é chamado ‘par de dados’.

 Depois do término do miltiplo agrupamento, a apli-

cacdo de codificacdo PBC ou DIFF é executada.



10

15

20

25

62

Por exemplo, no caso de executar a codificacao
PBC, um valor de referéncia piloto Pl, P2 ou P3 & seleciona-
do para o par de dados finalmente completado 61 ou 62 ou ca-
da conjunto de dados 63 ndo configurando o par de dados. A
codificacdo PBC é entdo executada usando os valores de refe-
réncia piloto selecionados.

Por exemplo, no caso de executar a codificagao
DIFF, um tipo de codificacdo DIFF é decidido para cada um
dos conjuntos de dados 6la, 6lb, 62a, 62b e 63. Como mencio-
nado na descrigéé anterior, uma direcdo DIFF deveria ser de-
cidida para cada um dos conjuntos de dados e é decidida como
um de ‘DIFF-DF’ e '‘DIFF-DT’. Um processo para executar a co-
dificacdo DIFF de acordo com o esquema de codificagdo DIFF
decidido é o mesmo do mencionado na descrigdo anterior.

De modo a configurar um par de dados executando-se
agrupamento externo em multiplo agrupamento, agrupamento in-
terno equivalente deveria ser executado em cada um dos con-
juntos de dados configurando o par de dados.

Por exemplo, cada um dos conjuntos de dados 6la e
61b configurando um par de dados tem o mesmo numero de banda
de dados. E, cada um dos conjuntos de dados 62a e 62b confi-
gurando um par de dados tem o mesmo numero de banda de da-
dos. Ainda, ndo h& problema em que os conjuntos de dados
pertencentes a diferentes pares de dados, por exemplo, 6la e
62a, respectivamente possam diferir um do outro no numero de
banda de dados. Isso significa que diferente agrupamento in-

terno pode ser aplicado a cada par de dados.
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No caso de configurar um par de dados, pode-se ser
capaz de executar primeiro agrupamento por agrupamento in-
terno e segundo agrupamento por agrupamento externo.

Por exemplo, um numero de bandas de dados depois
do segundo agrupamento corresponde a uma multiplicagao pres-
crita de um numero de bandas de dados depois do primeiro a-
grupamento. Isso ocorre porque cada conjunto de. dados confi-
gurando um par de dados tem o mesmo numero de bandas de da-
dos.

4.2. Misturando Agrupamento Interno e Agrupamento
Interno

A FIG. 20 e a FIG. 21 sao diagramas para explicar
agrupamento misturado de acordo com outras modalidades da
presente invengdo, respectivamente. Em particular; a FIG. 20
e a FIG. 21 intensivamente mostram mistura de agrupamentos
internos. Entdo, é aparente que o agrupamento externo seja
executado ou possa ser executado na FIG. 20 ou na FIG. 21.

Por exemplo, a FIG. 20 mostra um caso em que O a-
grupamento interno é executado novamente em um caso em que
as bandas de dados sdo geradas depois do término do segundo
agrupamento de freqiéncia. Em particular, as bandas de dados
geradas pelo segundo agrupamento de freqiiéncia sdo divididas

em banda de baixa freqiiéncia e banda de alta freqiéncia. No

caso de codificacdo especifica, é necessdrio utilizar a ban-

da de baixa freqiiéncia ou a banda de alta freqliéncia separa-
damente. Em particular, um caso de separar a banda de baixa
freqiiéncia e a banda de alta freqiiéncia para utilizar é cha-

mado ‘modo dual’.
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Entdo, no caso de modo dual, a codificacdo de da-
dos é executada tomando a banda de baixa ou alta freqgiéncia
finalmente gerada como um grupo. Por exemplo, os valores de
referéncia piloto Pl e P2 sdo gerados para bandas de baixa e
alta freqgiiéncia, respectivamente e a codificagédo PBC é entao
executada na banda de freqiéncia correspondente.

O modo dual é aplicavel de acordo com caracteris-
ticas por canal. Assim, esse é chamado ‘agrupamento de ca-
nal’. E, o modo dual é diferentemente aplicavel de acordo
com‘um tipo de dados também.

Por exemplo, a FIG. 21 mostra um caso em que O a-
grupamento interno é executado novamente em um caso em que
as bandas de dados sdo geradas depois do término do segundo
agrupamento de freqiiéncia mencionado acima. Ou seja, as ban-
das de dados geradas pelo segundo agrupamento de freqiiéncia
sdo divididas em banda de baixa fregliéncia e banda de alta
freqiiéncia. No caso de codificagdo especifica, somente a
banda de baixa freqgiiéncia é utilizada, mas a banda de alta
freqiiéncia necessita ser descartada. Em particular, um caso
de agrupar somente a banda de baixa freqiiéncia a utilizar é
chamada ‘modo de canal de baixa freqliéncia (LFE)’.

No ‘modo de canal de baixa freqiéncia (LFE)’, a
codificacdo de. dados é executada tomando a banda de baixa
freqiéncia finalmente gerada como um grupo.

Por exemplo, um valor de referéncia piloto Pl &
gerado para uma banda de baixa freqiiéncia e a codificagdo
PBC é entdo executada na banda de baixa freqiiéncia corres-

pondente. Ainda, é possivel gerar novas bandas de dados exe-
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cutando o agrupamento interno em uma banda de baixa freqién-
cia selecionada. Isso é para intensivamente agrupar a banda
de baixa freqliéncia a representar.

E, o modo de canal de baixa freqiéncia (LFE) é a-
plicado de acordo com uma caracteristica de canal de baixa
freqiiéncia e pode ser chamado ‘agrupamento de canal’.

5. Agrupamento de Dominio e Agrupamento de Dados’

O agrupamento pode ser classificado em agrupamento
de dominio e agrupamento de dados com relacdo a alvos do a-
grupamento.

O agrupamento de dominio significa um esquema de
agrupamento de unidades de dominios em um dominio especifico
(por exemplo, dominio da freqiiéncia ou dominio do tempo). E,
o agrupamento de dominio pode ser executado através do agru-
pamento interno e/ou agrupamento externo mencionados acima.

E, o agrupamento de dados significa um esquema de
agrupar os préprios dados. O agrupamento de dados pode ser
executado através do agrupamento interno e/ou agrupamento
externo mencionado acima.

Em um caso especial de agrupamento de dados, o a-
grupamento pode ser executado para ser utilizado em codifi-
cacdo por entropia. Por exemplo, o agrupamento de dados ¢é
usado na codificacdo por entropia de dados reais em um esta-
do de agrupamento finalmente completado mostrado na FIG. 19.
Ou seja, os dados sdo processados de uma maneira que dois
dados vizinhos um ao outro em uma da direcdo de freqgiéncia e

da direcdo do tempo s&o ligados juntos.
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Ainda, no caso em que o agrupamento de dados é e-
xecutado da maneira acima, os dados em um grupo final'séao
re—agrupadbs em parte. Assim, a codificag¢ao PBC ou DIFF nao
é aplicada ao grupo de dados agrupados (por exemplo, dois
dados) somente. Além disso, um esquema de codificagdo por
entropia correspondente ao agrupamento de dados sera expli-
cado posteriormente.

6. Método de Processamento de Sinal Usando Agrupa-
mento

6.1. Método de Processamento de Sinal Usando Agru-
pamento Interno Pelo Menos

Um método de processamento de sinal e um aparelho
usando o esquema de agrupamento mencionado acima de acordo
com a presente invengdo sdo explicados como segue.

Um método de processamento de um sinal de acordo
com uma modalidade da presente invengdo inclui as etapas de
obter um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo e um valor de di-
ferenca correspondente ao valor de referéncia de grupo atra-
vés do primeiro agrupamento e agrupamento interno para o
primeiro agrupamento e obter os dados usando o valor de re-
feréncia de grupo e o valor de diferenca.

A presente invengdo é caracterizada pelo fato de
que um numero dos dados agrupados pelo primeiro agrupamento
é maior do que um numero dos dados agrupados pelo agrupamen-
to interno. Nesse caso, o valor de referéncia de grupo pode
ser um valor de referéncia piloto ou um valor de referéncia

de diferenca.
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O método de acordo com uma modalidade da presente
invencdo adicionalmente inclui a etapa de decodificar pelo
menos um dentre o valor de referéncia de grupo e o valor de
diferenca. Nesse caso, o valor de referéncia piloto & deci-
dido pelo grupo.

E, numeros dos dados incluidos nos grupos internos
através do agrupamento interno sdo configurados em avango,
respectivamente. Nesse caso, os numeros dos dados incluidos
nos grupos internos sdo diferentes uns dos outros.

O primeiro agrupamento e o agrupamento interno sao
executados nos dados em um dominio da freqiiéncia. Nesse ca-
so, o dominio da freqiiéncia pode corresponder a um de um do-
minio hibrido, um dominio de banda de parédmetro, um dominio
de banda de dados e um dominio de canal.

E, a presente invengdo é caracterizada pelo fato
de que um primeiro grupo pelo primeiro agrupamento inclui
uma pluralidade de grupos internos pelo agrupamento interno.

O dominio da freqiiéncia da presente invencgdo ¢é
discriminado por uma banda de freqgiiéncia. A banda de fre-
giiéncia se torna sub-bandas pelo agrupamento interno. As
sub-bandas se tornam bandas de pardmetros pelo agrupamento
interno e estas se tornam bandas de dados pelo agrupamento
interno. Nesse caso, um numero das bandas de pardmetros pode
ser limitado aoc maximo de 28. E, as bandas de pardmetros sao
agrupadas em 2, 5, ou 10 em uma banda de dados.

Um aparelho para processar um sinal de acordo com
uma modalidade da presente invehgéo inclui uma parte de ob-

tencdo de valor obtendo um valor de referéncia de grupo cor-
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respondente a uma pluralidade de dados incluidos em um grupo
e um valor de diferenca correspondente ao valor de referén-
cia de grupo através do primeiro agrupamento e agrupamento
interno para o primeiro agrupamento e uma parte de obtencao
de dados obtendo os dados usando o valor de referéncia de
grupo e o valor de diferencga.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invencdo inclui as etapas de
gerar um valor de diferenga usando um valor de referéncia de
grupo correspondente a uma pluralidade de dados incluidos em
um grupo através do primeiro agrupamento e agrupamento in-
terno para o primeiro agrupamento e os dados e transferir o
valor de diferenc¢a gerado.

E, um apérelho para processar um sipal de acordo
com uma outra modalidade da presente invengdo inclui uma
parte de geracdo de valor gerando um valor de diferenca u-
sando um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo através do pri-
meiro agrupamento e agrupamento interno para o primeiro a-
grupamento e os dados e uma parte de emissdo transferindo o
valor de diferenga gerado.

6.2. Método de Processamento de Sinal Usando Mul-
tiplo Agrupamento

Um método de processamento de sinal e um aparelho
usando o esquema de codificagdo mencionado acima de acordo
com a presente invencdo sdo explicados como segue.

Um método de processar um sinal de acordo com uma

modalidade da presente invencdo inclui as etapas de obter um
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valor de referéncia de grupo correspondente a uma pluralida-
de de dados incluidos em um grupo através de agrupamento e
um valor de diferenca correspondente ao valor de referéncia
de grupo e obter os dados usando o valor de referéncia de
grupo e o valor de diferenca.

Nesse caso, o valor de referéncia de grupo pode
ser um valor de referéncia piloto e um valor de referéncia
de diferenca.

E, o agrupamento pode corresponder a um de agrupa-
mento externo e agrupamento interno.

Além disso, o agrupamento pode corresponder a um
dentre o agrupamento de dominio e o agrupamento de dados.

O agrupamento de dados é executado em um grupo de
dominio. E, o dominio do tempo incluido no agrupamento de
dominio inclui pelo menos um de um dominio de intervalo de
tempo, um dominio de conjunto de pardmetros e um dominio de
conjunto de dados.

Um dominio de freqiiéncia incluido no agrupamento
de dominio pode incluir pelo menos um de um dominio de amos-
tra, um dominio de sub-banda, um dominio hibrido, um dominio
de banda de parémetro, um dominio de banda de dados, e um
dominio de canal.

Um valor de referéncia de diferenga sera configu-
rado a partir de uma pluralidade dos dados incluidos no gru-
po. E, pelo menos um de uma contagem de agrupamento, uma
faixa de agrupamento e uma presenga ou ndo presenga do agru-

pamento é decidido.
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Um aparelho para processar um sinal de acordo com
uma modalidade da presente invengdo inclui uma parte de ob-
tencdo de valor obtendo um valor de referéncia de grupo cor-
respondente a uma pluralidade de dados incluidos em um grupo
através de agrupamento e um valor de diferenca corresponden-
te ao valor de referéncia de grupo e uma parte de obtengao
de .dados obtendo os dados usando o valor de referéncia de
grupo e o valor de diferencga.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invencgdo inclui as etapas de
gerar um valor de difereng¢a usando um valor de referéncia de
grupo correspondente a uma pluralidade de dados incluidos em
um grupo através de agrupamento e os dados e transferir o
valor de diferenga gerado.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencdo incluli uma parte
de geracdo de valor gerando um valor de diferenca usando um
valor de referéncia de grupo correspondente a uma pluralida-
de de dados incluidos em um grupo através de agrupamento e
os dados e uma parte de emissao transferindo o valor de di-
ferenca gerado.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invencdo inclui as etapas de
obter um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo através de agru-
pamento incluindo o primeiro agrupamento e o segundo agrupa-

mento e um primeiro valor de diferenca correspondente ao va-
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lor de referéncia de grupo e obter os dados usando o valor
de referéncia de grupo e o primeiro valor de diferenca.

Nesse caso, o valor de referéncia de grupo pode
incluir um valor de referéncia piloto e um valor de referén-
cia de diferencga.

O método adicionalmente inclui a etapa de decodi-
ficar pelo menos um dentre o valor de referéncia de grupo e
o primeiro valor de difereng¢a. E, o primeiro valor de refe-
réncia piloto é decidido pelo grupo.

O método adicionalmente inclui as etapas de obter
um segundo valor de referéncia piloto correspondente a uma
pluralidade dos primeiros valores de referéncia piloto e um

segundo valor de diferenga correspondente ao segundo valor

de referéncia piloto e obter o primeiro valor de referéncia

piloto usando o segundo valor de referéncia piloto e o se-
gundo valor de diferenca.

Nesse caso, o segundo agrupamento pode incluir a-
grupamento externo ou interno para o primeiro agrupamento.

O agrupamento é executado nos dados em pelo menos
um dentre um dominio do tempo e um dominio da freqiéncia. Em
particular, o agrupamento é um agrupamento de dominio que
agrupa pelo menos um dentre o dominio do tempo e o dominio
da freqiiéncia.

O dominio do tempo pode incluir um dominio de in-
tervalo de tempo, um dominio de conjunto de pardametros ou um
dominio de conjunto de dados.

O dominio da fregiiéncia pode incluir um dominio de

amostra, um dominio de sub-banda, um dominio hibrido, um do-
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minio de banda de pardmetro, um dominio de banda de dados ou
um dominio de canal. E, os dados agrupados sdo um indice ou
parédmetro.

O primeiro valor de diferenga é decodificado por
entropia usando uma tabela de entropia indicada pelo indice
incluido em um grupo através do primeiro agrupamento. E, Os
dados sdo obtidos usando o valor de referéncia de grupo e O
primeiro valor de diferenca decodificado por entropia.

O primeiro valor de diferenca e o valor de refe-
réncia de grupo sdo decodificados por entropia usando uma
tabela de entropia indicada pelo indice incluido em um grupo
através do primeiro agrupamento. E, os dados sdo obtidos u-
sando o valor de referéncia de grupo decodificado por entro-
pia e o primeiro valor de diferenca decodificado por entro-
pia. |

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengdo inclui uma parte
de obtencdo de valor obtendo um valor de referéncia de grupo
correspondente a uma pluralidade de dados incluidos em um
grupo através de agrupamento incluindo primeiro agrupamento
e segundo agrupamento e um valor de diferenca correspondente
ao valor de referéncia de grupo e uma parte de obtengdo de
dados obtendo os dados usando o valor de referéncia de grupo
e o valor de diferenga.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
gerar um valor de diferenca usando um valor de referéncia de

grupo correspondente a uma pluralidade de dados incluidos em
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um grupo através de agrupamento incluindo o primeiro agrupa-
mento e o segundo agrupamento e os dados e transferir o va-
lor de diferenca gerado.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengdo inclui uma parte
de geracdo de valor gerando um valor de diferen¢a usando um
valor de referéncia de grupo correspondente a uma pluralida-
de de dados incluidos em um grupo através de agrupamento in-
cluindo primeiro agrupamento e segundo agrupamento e os da-
dos e uma parte de emissdo transferindo o valor de diferencga
gerado.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
obter um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo através do pri-
meiro agrupamento e de agrupamento externo para O primeiro
agrupamento e um valor de diferenga correspondente ao valor
de referéncia de grupo e obter os dados usando o valor de
referéncia de grupo e o valor de diferenga.

Nesse caso, um primeiro numero de dados correspon-
dente a um numero dos dados agrupados pelo primeiro agrupa-
mento é menor do que um segundo numero de dados correspon-
dente a um numero dos dados agrupados pelo agrupamento ex-
terno. E, uma relacao de multiplicagéo'existe entre o pri-
meiro numero de dados e o segundo ntmero de dados.

O valor de referéncia de grupo pode incluir um va-
lor de referéncia piloto ou um valor de referéncia de dife-

renca.
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O método adicionalmente inclui a etapa de decodi-
ficar pelo menos um dentre o valor de referéncia de grupo e
o valor de diferenga.

O valor de referéncia piloto é decodificado pelo
grupo.

O agrupamento é executado nos dados em pelo menos
um dentre um dominio do tempo e um dominio da freqiéncia. O
dominio do tempo pode incluir um dominio de intervalo de
tempo, um dominio de conjunto de pardmetros ou um dominio de
conjunto de dados. E, o dominio da freqﬁénéia pode incluir
um dominio de amostra, um dominio de sub-banda, um dominio
hibrido, um dominio de banda de pardmetro, um dominio de
banda de dados ou um dominio de canal.

O método adicionalmente inclui a etapa de recons-
truir o sinal de &udio usando os’dados obtidos como paréme-
tros. E, o agrupamento externo pode inclui parametros empa-
relhados.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencgdo inclui uma parte
de obtencdo de valor obtendo um valor de referéncia de grupo
correspondente a uma pluralidade de dados incluidos em um
grupo através do primeiro agrupamento e de agrupamento ex-
terno para o primeiro agrupamento e um valor de diferenga
correspondente ao valor de referéncia de grupo e uma parte
de obtencdo de dados obtendo os dados usando o valor de re-
feréncia de grupo e o valor de diferenga.

Um método de processar um sinal de acordo com uma

modalidade adicional da presente invengdo inclui as etapas
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de gerar um valor de diferenga usando um valor de referéncia
de grupo correspondente a uma pluralidade de dados incluidos
em um grupo através do primeiro agrupamento e de agrupamento
externo para o primeiro agrupamento e os dados e transferir
o valor de diferenca gerado.

E, um aparelho para processar um sinal de acordo
com uma modalidade adicional da presente inveng¢do inclui uma
parte de geracdo de valor gerando um valor de diferenga u-
sando um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo através do pri-
meiro agrupamento e de agrupamento externo para o primeiro
agrupamento e os dados e uma parte de emissdo transferindo o
valor de diferenga gerado.

6.3. Método de Processamento de Sinal Usando Agru-
pamento de Dados Pelo Menoé

Um método de processamento de sinal e um aparelho
usando © esquema de agrupamento mencionado acima de acordo
com a presente invencdo sdo explicados como segue.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
obter um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo através de agru-
pamento de dados e de agrupamento interno para o agrupamento
de dados e um valor de diferenca correspondente ao valor de
referéncia de grupo e obter os dados usando o valor de refe-
réncia de grupo e o valor de diferencga.

Nesse caso, um.numero de dados incluidos no agru-

pamento interno é menor do que um numero de dados incluidos
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no agrupamento de dados. E, os dados correspondem a parame-
tros.

O agrupamento interno é executado em uma plurali-
dade de dados inteiramente agrupados por dados. Nesse caso,
o agrupamento interno pode ser executado por uma banda de
parémetros.

O agrupamento interno pode ser executado em uma
pluralidade de dados parcialmente agrupados por dados. Nesse
caso, O agrupamento interno pode ser executado por um canal
de cada um de uma pluralidade dé dados agrupados por dados.

O valor de referéncia de grupo pode incluir um va-
lor de referéncia piloto ou um valor de referéncia de dife-
renga.

O método pode adicionalmente incluir a etapa de
decodificar pelo menbs um dentre o valor de referéncia de
grupo e o valor de diferenca. Nesse caso, o valor de refe-
réncia piloto é decidido pelo grupo.

O agrupamento de dados e o agrupamento interno sao
executados nos dados em um dominio da freqliéncia.

O dominio da freqiiéncia pode incluir um dentre um
dominio de amostra, um dominio de sub-banda, um dominio hi-
brido, um dominio de banda de pardmetro, um dominio de banda
de dados ou um dominio de canal. Na obtencdo dos dados, a
informagao de agrupamento para pelo menos um dentre o agru-
pamento de dados e o agrupamento interno é usada.

A informacdo de agrupamento inclui pelo menos uma
dentre uma posicdo de cada grupo, um numero de cada grupo,

uma presenca ou ndo presenca de aplicar o valor de referén-
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cia de grupo por um grupo, um numero dos valores de referén-
cia de grupo, um esquema codec do valor de referéncia de
grupo e uma presenca ou ndo presenga de obter o valor de re-
feréncia de grupo.

Um aparelho para processar um sinal de acordo com
uma modalidade da presente invengdo inclui uma parte de ob-
tencdo de valor obtendo um valor de referéncia de grupo cor-
respondente a uma pluralidade de dados incluidos em um grupo
através de agrupamento de dados e de agrupamento interno pa-
ra o agrupamento de dados e um valor de diferenga correspon-
dente ao valor de referéncia de grupo e uma parte de obten-
cdo de dados obtendo os dados usando o valor de referéncia
de grupo e o valor de diferenca.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
gerar um valor de diferenga usando um valor de referé&ncia de
grupo correspondente a uma pluralidade de dados incluidos em
um grupo através de agrupamento de dados e de agrupamento
interno para o agrupamento de dados e os dados e transferir
o valor de diferenca gerado.

E, um aparelho para processar um sinal de acordo
com uma outra modalidade da presente invengdo inclui uma
parte de geracdo de valor gerando um valor de diferenca u-
sando um valor de referéncia de grupo correspondente a uma
pluralidade de dados incluidos em um grupo através do agru-
pamento de dados e de agrupamento interno para o agrupamento
de dados e os dados e uma parte de emissdo transferindo o

valor de diferencga gerado.
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[Codificacdo por Entropial]

1. Conceito de Codificagao por Entrbpia

A codificacdo por entropia de acordo com a presen-
te invencdo significa um processo para executar codificacgéo
de comprimento varidvel em um resultado da codificagdo de
dados.

Em geral, a probabilidade de ocorréncia de proces-
sos de codificacdo por entropia de dados especificos de uma
maneira estatistica. Por exemplo, a eficiéncia de transmis-
sdo é elevada de uma maneira a alocar menos bits a dados
tendo alta freqiiéncia de ocorréncia em probabilidade e mais
bits a dados tendo baixa freqiéncia de ocorréncia em proba-
bilidade.

E, a presente invencdo pretende propor um método
de codificagéo por entropia eficiente, que é diferente da
codificacdo por entropia geral, interconectada com a codifi-
cacdo PBC e a codificagdo DIFF.

1.1. Tabela de Entropia

Primeiro de tudo, uma tabela de entropia pré-
determinada é necessaria para codificagcdo por entropia. A
tabela de entropia é definida como um livro de cdédigos. E,
uma parte de codificagdo e uma parte de decodificacdo usam a
mesma tabela.

A presente invengdo propde um método de codifica-
cdo por entropia e uma tabela de entropia exclusiva para
processar varios tipos de resultados de codificagdo de dados
eficientemente.

1.2. Tipos de Codificacdo por Entropia (1D/2D)

1
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A codificacdo por entropia da presente invengdo é
classificada em dois tipos. Um é derivar um indice (indice
1) através de uma tabela de entropia, e o outro & derivar
dois indices consecutivos (indice 1 e indice 2) através de
uma tabela de entropia. O primeiro é chamado ‘codificacédo
por entropia 1D (unidirecional)’ e o ultimo é chamado ‘codi-
ficacdo por entropia 2D (bidirecional)’.

A FIG. 22 é um diagrama exemplificado de tabela de
entropia 1D e 2D de acordo com a presente invengdo. Com re-
lacdo & FIG. 22, uma tabela de entropia da presente invencgédo
basicamente inclui um campo de indice, um campo de compri-
mento e um campo de palavra'de cédigo.

Por exemplo, se dados especificos (por exemplo,
valor de referéncia piloto, valor de diferenga, etc.) séo
célculados através da codificacdo de dados mencionada acima,
os dados correspondentes (correspondentes a ‘indice’) tém
uma palavra de cdédigo designada através da tabela de entro-
pia. A palavra de cdédigo se transforma em um fluxo de bits e
¢ entdo transferida a uma parte de decodificacgdo.

Uma parte de decodificacdo por entropia tendo re-
cebido a palavra de cédigo decide a tabela de entropia tendo
usado para os dados correspondentes e entdo deriva um valor
de 1indice usando a palavra de cdédigo correspondente e um
comprimento de bits configurando a palavra de cdédigo na ta-
bela decidida. Nesse caso, a presente invengcdo representa
uma palavra de cdédigo como hexadecimal.

Um sinal positivo (+) ou um sinal negativo (-) de

um valor de indice derivado por codificacdo por entropia 1D
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ou 2D é omitido. Assim, é necessario atribuir o sinal depois
do término da codificagdo por entropia 1D ou 2D.

Na presente invengdo, o sinal é atribuido diferen-
temente de acordo com 1D ou 2D.

Por exemplo, no caso de codificagdo por entropia
1D, se um indice correspondente ndo é ‘0’, um bit de sinal
de 1 bit separado (por exemplo, ‘bsSign’) é alocado e trans-
ferido.

No caso de codificacdo por entropia 2D, como dois
indices sao consecutivamente extraidos, se alocar um bit de
sinal é decidido de uma maneira a programar uma relagao en-
tre os dois indices extraidos. Nesse caso, ©O programa usa um
valor adicionado dos dois indices extraidos, um valor de di-
ferenca entre os dois indices extraidos e um valor absoluto
maximo (lav) em uma tabela de entropia correspondente. Isso
&€ capaz de reduzir um numero de bits de transmissdo, compa-
rado a um caso em que um bit de sinal é alocado para cada
indice no caso de um 2D simples.

A tabela de entropia 1D, na qual indices s&o deri-
vados um a um, é utilizada para todos os resultados de codi-
ficacdo de dados. Ainda, a tabela de entropia 2D, na qual
dois indices s3o derivados cada, tem um uso restrito para um
caso especifico.

Por exemplo, se a codificagdo de dados ndo é um
par através do processo de agrupamento mencionado acima, a
tabela de entropia 2D tem um uso restrito em parte. E, um

uso da tabela de entropia 2D é restrito em um valor de re-
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fer6encia piloto calculado como um resultado da codificagédo
PBC.

Portanto, como mencionada na descricdo anterior, a
codificacdo por entropia da presente invencdo é caracteriza-
da pelo fato de utilizar um esquema de codificagdo por en-
tropia mais eficiente de uma maneira que a codificagdo por
entropia é interconectada com o resultado da codificacao de
dados. Isso é explicado mais detalhadamente a sequir.

1.3. Método 2D (Emparelhamento no Tem-

po/Emparelhamento na Freqgiiéncia)

A FIG. 23 é um diagrama exemplificado de dois mé-
todos para codificagdo por entropia 2D de acordo com a pre-
sente invencdo. A codificacdo por entropia 2D é um processo
para derivar dois indices vizinhos um a0 outro. Assim, a co-
dificacdo por entropia 2D pode ser discriminada de acordo
com uma direcdo dos dois indices consecutivos.

Por exemplo, um caso em que dois indices sdo vizi-
nhos um ao outro na direcdoc da freqiéncia é chamado ‘Empare-
lhamento na Freqiiéncia-2D (abreviado aqui FP-2D)’. E, um ca-
so em que dois indices sdo vizinhos um ao outro na direcao
do tempo é chamado ‘Emparelhamento no Tempo-2D (abreviado
aqui TP-2D)’.

Com relacdo a FIG. 23, o FP-2D e o TP-2D sdo capa-
zes de configurar tabelas de indices separadas, respectiva-
mente. Um codificador tem que decidir um esquema de codifi-
cacdo por entropia mais eficiente de acordo com um resultado

da decodificacao de dados.
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Um método de decidir a codificacdo por entropia
interconectada com a codificacdo de dados eficientemente é
explicado na seguinte descrigao.

1.4. Método de Processamento de Sinal com Codifi-
cagdo por Entropia

Um método de processar um sinal usando a codifica-
cdo por entropia de acordo com a presente invencdo & expli-
cado a seguir.

Em um método de processar um sinal de acordo com
uma modalidade da presente invengdo, um valor de referéncia
correspondente a uma pluralidade de dados e um valor de di-
ferenca correspondente ao valor de referéncia sdo obtidos.
Subseqgiientemente, o valor de diferenga é decodificado por
entropia. Os dados sdo entao obtidos usando o valor de refe-
réncia e o valor de diferenca decodificado por entropia.

O método adicionalmente inclui a etapa de decodi-
ficar por entropia o valor de referéncia. E, o método pode
adicionalmente incluir a etapa de obter os dados usando o
valor de referéncia decodificado por entropia e o valor de
diferenca decodificado por entropia.

O método pode adicionalmente incluir a etapa de
obter informacdo de identificagdo de codificagdo por entro-
pia. E, a codificagdo por entropia é executada de acordo com
um esquema de codificagdo por entropia indicado pela infor-
macdo de identificacdo de codificagdo por entropia.

Nesse caso, o esquema de codificagdo por entropia
¢ um de um esquema de codificagao 1D e um esquema de codifi-

cacdo multidimensional (por exemplo, esquema de codificacgdo
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2D). E, o esquema de codificagdo multidimensional €& um den-
tre um esquema de codificagdo de par de frequéncias (FP) e
um esquema de codificacdo de par de tempos (TP).

O valor de referéncia pode incluir um dentre um
valor de referéncia piloto e um valor de referéncia de dife-
renga.

E, o método de. processamento de sinal pode adicio-
nalmente incluir a etapa de reconstruir o sinal de audio u-
sando os dados como pardmetros.

Um aparelho para processar um sinal de acordo com
uma modalidade da presente invencdo inclui uma parte de ob-
tencdo de valor obtendo um valor de referéncia corresponden-
te a uma pluralidade de dados e um valor de diferenga cor-
respondente ao valor de reféréncia, uma parte de decodifica-
cdo por entropia decodificando por entropia o valor de dife-
renca, e uma parte de obtencdo de dados obtendo os dados u-
sando o valor de referéncia e o valor de diferenga decodifi-
cado por entropia.

Nesse caso, a parte de obtencdo de valor é inclui-
da na parte de desmultiplexagdo de fluxo de bits 60 mencio-
nada acima e a parte de obtencdo de dados é incluida na par-
te de decodificacdo de dados 91 ou 92 mencionada acima.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
gerar um valor de diferenga usando um valor de referéncia
correspondente a uma pluralidade de dados e os dados, codi-
ficar por entropia o valor de diferenca gerado, e emitir o

valor de diferenca codificado por entropia.
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Nesse caso, o valor de referéncia é codificado por
entropia. O valor de referéncia codificado por entropia €
transferido.

O método adicionalmente inclui a etapa de gerar um
esquema de codificacdo por entropia usado para a codificacdo
por entropia. E, o esquema de codificacdo por entropia ¢
transferido.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencdo inclui uma parte
de geracdo de valor gerando um valor de diferenga usando um
valor de referéncia correspondente a uma pluralidade de da-
dos e os dados, uma parte de codificagdo por entropia codi-
ficando por entropia o valor de diferenca gerado, e uma par-
te de emissdo «emitindo o valor de diferenga codificado por
entropia.

Nesse caso, a parte de geracdo de valor é incluida
na parte de codificacdo de dados 31 ou 32. E, a parte de e-
missdo é incluida na parte de multiplexacdo de fluxo de bits
50 mencionada acima.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
obter dados correspondentes a uma pluralidade de esquemas de
codificacdo de dados, decidir uma tabela de entropia para
pelo menos um dentre um valor de referéncia piloto e um va-
lor de diferenca piloto incluidos nos dados usando um iden-
tificador de tabela de entropia exclusivo para o esquema de

codificacdo de dados, e decodificar por entropia pelo menos
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um dentre o valor de referéncia piloto e o valor de diferen-
ca piloto usando a tabela de entropia.

Nesse caso, o identificador de tabela de entropia
é exclusivo para um dentre um esquema de codificagdo piloto,
um esquema de codificagdo diferencial de freqliéncia e um es-
quema de codificagdo diferencial de tempo.

E, o identificador de tabela de entropia é exclu-
sivo a cada um dentre o valor de referéncia piloto e o valor
de diferenca piloto.

A tabela de entropia é exclusiva para o identifi-
cador de tabela de entropia e inclui um dentre uma tabela
piloto, uma tabela diferencial de freqgiiéncia e uma tabela
diferencial dé tempo.

Alteinativamente, a tabela de entropia ndo & ex-
clusiva para o identificador de tabela de entropia e uma
dentre uma tabela diferencial de freqiiéncia e uma tabela di-
ferencial de tempo pode ser compartilhada.

A tabela de entropia correspondente ao valor de
referéncia piloto é capaz de usar uma tabela diferencial de
freqgiiéncia. Nesse caso, o valor de referéncia piloto & deco-
dificado por entropia pelo esquema de codificagdo por entro-
pia 1D.

O esquema de codificagdo por entropia inclui um
esquema de codificagdo por entropia 1D e um esquema de codi-
ficacdo por entropia 2D. Em particular, o esquema de codifi-
cacdo por entropia 2D inclui um esquema de codificacao de
par de freqiiéncias (FP-2D) e um esquema de codificacao de

par de tempos (TP-2D).
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E, o presente método é capaz de reconstruir o si-
nal de 4udio usando os dados como pardmetros.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencgdo inclui uma parte
de obtencdo de valor obtendo um valor de referéncia piloto
correspondente a uma pluralidade de dados e um valor de di-
ferenca piloto correspondente ao valor de referéncia piloto
e uma parte de decodificacdo por entropia decodificando por
entropia o valor de diferenca piloto. E, o aparelho inclui
uma parte de obtencdo de dados obtendo os dados usando o va-
lor de referéncia piloto e o valor de diferenca piloto deco-
dificado por entropia.

Um método de processar um sinal de acordo com uma
modalidade adicional da presente invengdo inclui as etapas
de gerar um valor de diferenga piloto usando um valor de re-
feréncia piloto correspondente a uma pluralidade de dados e
os dados, codificar por entropia o valor de diferencga piloto
gerado, e transferir o valor de diferenca piloto codificado
por entropia.

Nesse caso, uma tabela usada para a codificacdo
por entropia pode incluir uma tabela dedicada piloto.

O método adicionalmente inclul a etapa de codifi-
car por entropia o valor de referéncia piloto. E, o valor de
referéncia piloto codificado por entropia é transferido.

O método adicionalmente inclui a etapa de gerar um
esquema de codificagdo por entropia usado para a codificagao
por entropia. E, o esquema de codificagdo por entropia gera-

do é transferido.
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Um aparelho para processar um sinal de acordo com
uma modalidade adicional da presente invengdo inclui uma
parte de geracdo de valor gerando um valor de diferenca pi-
loto usando um valor de referéncia piloto correspondente a
uma pluralidade de dados e os dados, uma parte de codifica-
cdo por entropia codificando por entropia o valor de dife-
renca piloto gerado, e uma parte de emissdo transferindo o
valor de diferenca piloto codificado por entropia.

2. Relacdo com Codificagdo de Dados

Como mencionado na descricdo anterior, a presente
invencdo propds trés tipos de esquemas de codificag¢do de da-
dos. Ainda, a codificacdo por entropia ndo é executada nos
dados de acordo com o esquema PCM. As relagdes entre codifi-
cégéo PBC e codificacdo por entropia e as relagdes entre co-
dificacdo DIFF e codificacdo por entropia sdo separadamente
explicadas na seguinte descrigdo.

2.1. Codificacdo PBC e Codificacédo por Entropia

A FIG. 24 é um diagrama de um esquema de codifica-
cdo por entropia para resultado de codificacgdao fBC de acordo
com a presente invencgdo.

Como mencionado na descricdo anterior, depois do
término da codificacdo PBC, um valor de referéncia piloto e
uma pluralidade de valores de diferenca sdo calculados. E,
todos dentre o valor de referéncia piloto e os valores de
diferenca se tornam alvos de codificacgdo por entropia.

Por exemplo, de acordo com o método de agfupamento
mencionado acima, um grupo ao qual a codificagéo PBC seré

aplicada é decidido. Na FIG. 24, para conveniéncia de expli-
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cacdo, um caso de um par em um eixo do tempo e um caso de
nido par em um eixo do tempo sdo tomados como exemplos. A co-
dificacdo por entropia depois do término da codificagao PBC
é explicada como segue.

Primeiro de tudo, um caso 83 em que a codificacao
PBC é executada em ndo pares é explicado. A codificagdo por
entropia 1D é executada em um valor de referéncia piloto se
tornando um alvo de codificacdo por entropia, e a codifica-
cdo por entropia 1D ou a codificagdo por entropia 2D pode
ser executada nos valores de diferenga restantes.

Em particular, desde que um grupo existe para um
conjunto de dados em um eixo de tempo no caso de ndo par, é
incapaz de executar codificacgdo por entropia TP-2D. Mesmo se
FP-2D é executado, a codificacdo por entropia 1D deveria ser
executada em um valor de parametro em uma uUltima banda g1
falhando em configurar um par depois que os pares de indices
foram derivados. Uma vez que um esquema de codificagdo por
entropia por dados é decidido, uma palavra de cdédigo é gera-
da usando uma tabela de entropia correspondente.

Como a presente invengao refere-se a um caso em
gue um valor de referéncia piloto é gerado para um grupo,
por exemplo, a codificagdo por entropia 1D deveria ser exe-
cutada. Ainda, em uma outra modalidade da presente invengao,
se pelo menos dois valores de referéncia sao gerados a par-
tir de um grupo, pode ser possivel executar cédificagéo por
entropia 2D em valores de referéncia piloto consecutivos.

Em segundo, um caso 84 de executar codificacgdo PBC

em pares é explicado como segue.
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A codificacdo por entropia 1D é executada em um
valor de referéncia piloto se tornando um alvo de codifica-
géo-por entropia, e codificagdo por entropia 1D, codificagao
por entropia 2D ou codificacdo por entropia TP-2D podem ser
executadas nos valores de diferenga restantes.

Em particular, desde que um grupo existe para dois
conjuntos de dados vizinhos um ao outro em um eixo do tempo
no caso de pares, é capaz de executar codificagdo por entro-
pia TP-2D. Mesmo se FP-2D é executada, a codificagdo por en-
tropia 1D deveria ser executada em um valor de parametro em
uma ultima banda 81b ou 8lc falhando em configurar um par
depois que pares de indices foram derivados. Ainda, como po-
de ser confirmado na FIG. 24, no caso de aplicar codificacao
por entropia TP-2D, uma ultima banda falhando em configurar
um par ndo existe.

2.2. Codificacdo DIFF e Codificagdo por Entropia

A FIG. 25 é um diagrama de esquema de codificacao
por entropia para resultado de codificagdo DIFF de acordo
com a presente invencgéo.

Como mencionado na descricdo anterior, depois do
término da codificacdo DIFF, um valor de referéncia piloto e
uma pluralidade de valores de diferenca sdo calculados. E,
todos dentre o valor de referéncia piloto e os valores de
diferenca se tornam alvos de codificacéao por entropia. Ain-
da, no caso de DIFF-DT, um valor de referéncia pode ndo e-
xistir.

Por exemplo, de acordo com o método de agrupamento

mencionado acima, um grupo ao qual a codificacdo DIFF sera
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aplicada é decidido. Na FIG. 25, para conveniéncia de expli-
cacio, um caso de um par em um eixo no tempo e um caso de
ndo par em um eixo no tempo sdo tomados como exemplo. E, a
FIG. 25 mostra um caso em que um conjunto de dados, como uma
unidade de codificacdo de dados, é discriminado em DIFF-DT
na direcdo do eixo do tempo e em DIFF-DF na diregdo do eixo
da fregiiéncia, de acordo com a diregdo de codificagdao DIFF.

A codificacdo por entropia depois do término da
codificacdo DIFF é explicada como segue.

Primeiro de tudo, um caso em dque é codificacgdo
DIFF é executada em ndo pares é explicado. No caso de nao
pares, um conjunto de dados existe em um eixo de tempo. E, ©
conjunto de dados pode se tornar DIFF-DF ou DIFF-DT de acor-
do com a direcdo de codificag¢do DIFF.

Por exemplo, se um conjunfo de dados de ndo par é
DIFF-DF(85), um valor de referéncia se torna um valor de pa-
radmetro em uma primeira banda 82a. A codificacdo por entro-
pia 1D é executada no valor de referéncia e a codificacgéao
por entropia 1D ou a codificacgdo por entropia FP-2D pode ser
executada nos valores de diferenca restantes.

Ou seja, no caso de DIFF-DF bem como nao par, um
grupo de um conjunto de dados existe em um eixo do tempo.
Assim, é incapaz de executar codificacdo por entropia TP-2D.
Mesmo se FP-2D é executado, depois que pares de indices fo-
ram derivados, a codificag¢do por éntropia 1D deveria ser e-
xecutada em um valor de parametro em uma banda de ultimo pa-
rdmetro 83a falhando em configurar um par. Uma vez dJue um

esquema de codificacdo é decodificado para cada dado, uma



10

15

20

25

91

palavra de cédigo é gerada usando uma tabela de entropia
correspondente.

Por exemplo, no caso em que um conjunto de dados
de ndo par é DIFF-DT (86), desde que um valor de referéncia
ndo existe no conjunto de dados correspondente, O processa-
mento de ‘primeira banda’ ndo é executado. Assim, a codifi-
cacdo por entropia 1D ou a codificag&o por entropia 2D pode
ser executada nos valores de diferenca.

No caso de DIFF-DT bem como ndo par, um conjunto
de dados para encontrar um valor de diferenga pode ser um
conjunto de dados vizinhos falhando em configurar um par de
dados ou um conjunto de dados em um outro quadro de audio.

Ou seja, no caso de DIFF-DT bem como n&o par (86),
existe um grupo para um conjunto de dados em um eixo do tem-
po. Assim, é 1incapaz de exeéutar codificacdo por entropia
TP-2D. Mesmo se FP-2D é executada, depois que pares de indi-
ces foram derivados, a codificacdo por entropia 1D deveria
ser executada em um valor de pardmetro em uma banda de Ulti-
mo parametro falhando em configurar um par. Ainda, a FIG. 25
somente mostra um caso em que uma Ultima banda falhando em
configurar um par ndo existe, por exemplo.

Uma vez que um esquema de codificagdo é decodifi-
cado para cada dado, uma palavra de cdédigo & gerada usando
uma tabela de entropia correspondente.

Em segundo, um caso em que a codificagdo DIFF ¢
executada em pares é explicado. No caso em que a codificacao
de dados é executada em pares, dois conjuntos de dados con-

figuram um grupo em um eixo do tempo. E, cada um dos conjun-
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tos de dados no grupo pode se tornar DIFF-DF ou DiFF{—D_T de
acordo com a direcdo de codificagdo DIFF. Assim, pode ser
classificado em um caso em que ambos os dois conjuntos de
dados configurando um par sdo DIFF-DF (87), um caso em que
ambos os dois conjuntos de dados configurando um par sao
DIFF-DT, e um caso em que dois conjuntos de dados configu-
rando um par tém diferentes diregbes de codificagdo (por e-
xemplo, DIFF-DF/DT ou DIFF-DT/DF), respectivamente (88).

Por exemplo, no caso em que ambos os dois conjun-
tos de dados configurando um par Séo DIFF-DF (isto é, DIFF-
DF/DF) (87), se cada um dos conjuntos de dados ndo é par e
DIFF-DF, se todos os esquemas de codificacdo por entropia
disponiveis sdo executéaveis.

Por exemplo, cada valor de referéncia no conjunto
de dados correspondenté se torna um valor de parémetro em
uma primeira banda 82b ou 82c e a codificagdo por entropia
1D é executada no valor de referéncia. E, a codificagdo por
entropia 1D ou a codificag¢do por entropia FP-2D pode ser e-
xecutada nos valores de diferenga restantes.

Mesmo se FP-2D é executado em um conjunto de dados
correspondente, depois que pares de indices foram derivados,
a codificacdo por entropia 1D deveria ser executada em um
valor de pardmetro em uma uUltima banda 83b ou 83c falhando
em configurar um par. Desde que dois conjuntos de dados con-
figuram um par, a cddificagéo por entropia TP-2D pode ser
executada. Nesse caso, a codificagdo por entropia TP*Zﬁ é

seqliencialmente executada em bandas na faixa de uma proxima
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banda excluindo a primeira banda 82b ou 82c no conjunto de
dados correspondente a uma ultima banda.

Se a codificacdo por entropia TP-2D é executada,
uma ultima banda falhando em configurar um par ndo & gerada.

Uma vez que o esquema de codificagdo por entropia
por dados é decidido, uma palavra de cdédigo é gerada usando
uma tabela de entropia correspondente.

Por exemplo, no caso em que ambos os dois conjun-
tos de dados configurando o par sdo DIFF-DT (isto &, DIFF-
DT/DT) (89), desde que um valor de referéncia ndo existe em
um conjunto de dados correspondente, o processamento de pri-
meira banda ndo é executado. E, a codificagdo por entropia
1D ou codificacdo por entropia FP-2D pode ser executada em
todos os valores de diferenca em cada um dos conjuntos de
dados. |

Mesmo se FP-2D é executado em um conjunto de dados
correspondente, depois que os pares de indices foram deriva-
dos, a codificacdo por entropia 1D deveria ser executada em
um valor de pardmetro em uma ultima banda falhando em confi-
gurar um par. Ainda, a FIG. 25 mostra um exemplo que uma al-
tima banda falhando em configurar um par nao existe.

Desde que dois conjuntos de dados configuram um
par, a codificacdo por entropia TP-2D é executavel. Nesse
caso, a codificacdo por entropia TP-2D é segiencialmente e-
xecutada em bandas na faixa de uma primeira banda a uma u4l-
tima banda no conjunto de dados correspondente.

Se a codificacdo por entropia TP-2D é executada, a

Ultima banda falhando em configurar um par ndo é gerada.
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Uma vez que o esquema de codificagdo por entropia
por dados é decidido, uma palavra de cdédigo é gerada usando
uma tabela de entropia correspondente.

Por exemplo, pode existir um caso em que dois con-
juntos de dados configurando um par tém diferentes direcgdes
de codificacdo, respectivamente (isto &, DIFF-DF/DT ou DIFF-
DT/DF) (88). A FIG. 25 mostra um exemplo de DIFF-DF/DT. Nes-
se caso, todos os esquemas de codificacdo por entropia apli-
cadveis de acordo com tipos de codificagdo correspondentes
podem ser basicamentebexecutados em cada um dos conjuntos de
dados.

Por exemplo, em um conjunto de dados de DIFF-DF
entre dois conjuntos de dados configdrando um par, a codifi-
cacdo por entropia 1D é executada em um valor de parémetro'
em uma primeira banda 82d com um valor de referéncia no con-
junto de dados correspondente (DIFF-DF). E, a codificacgao
por entropia 1D ou a codificag¢do por entropia FP-2D pode ser
executada nos valores de diferenca restantes.

Mesmo se FP-2D é executado em um conjunto de dados
correspondente (DIFF-DF), depois que os pares de indices fo-
ram derivados, a codificacdo por entropia 1D deveria ser e-
xecutada em um valor de pardmetro em uma ultima banda 83d
falhando em configurar um par.

Por exemplo, em um conjunto de dados de DIFF-DT
entre dois conjuntos de dados configurando um par, desde que
um valor de referéncia ndo existe, o processamento de pri-
meira banda ndo é executado. E, a codificagdo por entropia

1D ou a codificacdo por entropia FP-2D pode ser executada em
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todos os diferentes valores no conjunto de dados correspon-
dente (DIFF-DT).

Mesmo se FP-2D é executado em um conjunto de dados
correspondente (DIFF-DT), depois que os pares de indices fo-
ram derivados, a codificacdo por entropia 1D deveria ser e-
xecutada em um valor de pardmetro em uma uUltima banda- fa-
lhando em configurar um par. Ainda, a FIG. 25 mostra um e-
xemplo que uma Ultima banda falhando em configurar um par
ndo existe.

Desde gque dois conjuntos de dados configurando o
par tém as direcdes de codificagdo diferentes um do outro,
respectivamente, a codificag¢do por entropia TP-2D & executa-
vel. Nesse caso, a codificacdo por entropia TP-2D é seqlen-
cialmente executada em bandas na faixa de uma préximakbanda
exciuindo uma primeira banda, incluindo a primeira banda
82d, a uma ultima banda.

Se a codificacdo por entropia TP-2D é executada,
uma uUltima banda falhando em configurar um par ndo é gerada.

Uma vez que o esquema de codificagdo por entropia
por dados é decidido, uma palavra de cédigo é gerada usando
uma tabela de entropia correspondente.

2.3. Codificacdo por Entropia e Agrupamento

Como mencionado na descricdo anterior, no caso de
codificacdo por entropia FP-2D ou TP-2D, dois indices sao
extraidos usando uma palavra de cédigo. Assim, isso signifi-
ca que um esquema de agrupamento é executado para codifica-
cdo por entropia. E, esse pode ser chamado ‘agrupamento de

tempo’ ou ‘agrupamento de freqgiéncia’.
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Por exemplo, uma parte de_codificagéo agrupa dois
indices extraidos em uma etapa de codificacdo de dados na
direcdo da freqiiéncia ou do tempo.

Subseqgiientemente, a parte de codificacéao seleciona
uma palavra de cédigo representando os dois indices agrupa-
dos usando uma tabela de entropia e entdo transfere a pala-
vra de cbédigo selecionada tendo-a incluida em um fluxo de
bits.

Uma parte de decodificacgdo recebe uma palavra de
cédigo resultando do agrupamento dos dois indices incluidos
no fluxo de bits e extrai os dois valores de indice usando a
tabela de entropia aplicada.

2.4. Método de Processamento de Sinal por Relacgdo
entre Codificacdo de Dados e Codificagao por Entfopia

As caracteristicas do método de processamento de
sinal de acordo com a presente invengdo pela relacdo entre a
codificacdo PBC e a codificagdo por entropia e a relagdo en-
tre a codificacdo DIFF e a codificagdo por entropia sdo ex-
plicadas como segue.

Um método de processar um sinal de acordo com uma
modalidade da presente inveng¢do inclui as etapas de obter
informacdo de diferenca, decodificar por entropia a informa-
cdo de diferenca de acordo com um esquema de codificacgao por
entropia incluindo agrupamento de tempo e agrupamento de
freqiéncia, e decodificar em dados a informagdo de diferencga
de acordo com um esquema de decodificagdo de dados incluindo
uma diferenca piloto, uma diferenga de tempo e uma diferenga

de freqiliéncia. E, as relacgdes detalhadas entre a codificacdao
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de dados e a codificacdo por entropia s&o as mesmas das ex-
plicadas na descrigdo anterior.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
obter um sinal digital, decodificar por entropia o sinal di-
gital de acordo com um esquema de codificagdo por entropia,
e decodificar em dados o sinal digital decodificado por en-
tropia de acordo com um dentre uma pluralidade de esquemas
de codificacdo de dados incluindo um esquema de codificagéao
piioto pelo menos. Nesse caso, o esquema de codificagdo por
entropia pode ser decidido de acordo com o esquema de codi-
ficagcdo de dados.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengéd inclui uma parte
de obtencdo de sinal obtendo um sinal digital, uma parte de
decodificacdo por entropia decodificando por entropia o si-
nal digital de acordo com um esquema de codificacao por en-
tropia, e uma parte de decodificagdo de dados decodificando
em dados o sinal digital decodificado por entropia de acordo
com um dentre uma pluralidade de esquemas de codificagdo de
dados incluindo um esquema de codificagdo piloto pelo menos.

Um método de processar um sinal de acordo com uma
modalidade adicional da presente invengdo inclui as etapas
de codificar em dados um sinal digital por um esquema de co-
dificacdo de dados, codificar por entropia o sinal digital
codificado em dados por um esquema de codificagdo por entro-

pia, e transferir o sinal digital codificado por entropia.
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Nesse caso, o esquema de codificagdo por entropia pode ser
decidido de acordo com o esquema de codificagdo de dados.

E, um aparelho para processar um sinal de acordo
com uma modalidade adicional da presente invencdo inclui uma
parte de codificacdo de dados codificando em dados um sinal
digital por um esquema de codificagdo de dados e uma parte
de codificacdo por entropia codificando por entropia o sinal
digital codificado em dados por um esquema de codificacgéao
por entropia. E, o aparelho pode adicionalmente incluir uma
parte de emissdo transferindo o sinal digital codificado por
entropia.

3. Selecdo para Tabela de Entropia

Uma tabela de éntropia para codificagdo por entro-
pia é automaticamente decidida de acordo com um esquema de
codificacdo e um tipo de dados se tornando um alvo de codi-
ficagcdo por entropia.

Por exemplo, se um tipo de dados é um parametro
DLC e se um alvo de codificacdo por entropia é um valor de
referéncia piloto, a tabela de entropia 1D a qual um nome de
tabela ‘hcodPilot CLD’ é dado, é usada para codificagdo por
entropia.

Por exemplo, se um tipo de dados é um parametro
CPC, se a codificacdo de dados é DIFF-DF, e se um alvo da
codificacdo por entropia é um primeiro valor de banda, a ta-
bela de entropia 1D a qual um nome de tabela ‘hcodFirst-
band CPC’ é dado é usada para codificagdo por entropia.

Por exemplo, se um tipo de dados é um parametro

ICC, se a codificacdo de dados é PBC, e se a codificacgao por



10

15

20

25

99

entropia é executada por TP-2D, a tabela de entropia PC/TP-
2D a qual um nome de tabela ‘hcod2D ICC_PC TP _LL’ é dado é
usada para codificagdo por entropia. Nesse caso, ‘LL’ no no-
me da tabela 2D indica um maior valor absoluto (aqui abrevi-
ado LAV) na tabela. E, o maior valor absoluto (LAV) sera ex-
plicado posteriormente.

Por exemplo, se um tipo de dados €& um parametro
ICC, se a codificacdo de dados é DIFF-DF, e se a codificagao
por entropia é executada por FP-2D, a tabela de entropia FP-
2D & qual um nome de tabela ‘hcod2D ICC_DF_FP_LL’ é dado ¢é
usada para codificagdo por entropia.

Ou seja, é muito importante decidir executar codi-
ficacdo por entropia usando qualquer uma de uma pluralidade
de tabelas de entropia. E, é preferencial que uma tabela de
entropia adequada para uma caracteristica de cada dado se
tornando cada alvo de entropia seja configurada independen-
te.

Ainda, as tabelas de entropia para dados tendo a-
tributos similares uns aos outros podem ser compartilhadas
para uso. Para exemplo representativo, se um tipo de dados é
‘ADG’ ou ‘ATD’, é capaz de aplicar a tabela de entropia CLD.
E, uma tabela de entropia de ‘primeira banda’ pode ser apli-
cada a um valor de referéncia piloto de codificagdo PBC.

Um método de selecionar uma tabela de entropia u-
sando o maior valor absoluto (LAV) é explicado em detalhes
como segue.

3.1. Maior Valor Absoluto (LAV) da Tabela de En-

tropia
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A FIG. 26 é um diagrama para explicar um método de
selecionar uma tabela de entropia de acordo com a presente
invencdo.

Uma pluralidade de tabelas de entropia é mostrada
em (a) da FIG. 26, e uma tabela para selecionar as tabelas
de entropia é mostrada em (b) da FIG. 26.

Como mencionado na descricdo anterior, existe uma
pluralidade de tabelas de entropia de acordo com a codifica-
cdo e o tipo dos dados.

Por exemplo, as tabelas de entropia podem inclui
tabelas de entropia (por exemplo, tabelas 1 a 4) aplicaveis
no caso em que um tipo de dados é ‘xxx’, tabelas de entropia
(por exemplo, tabelas 5 a 8) aplicaveis no caso em que um
tipo de dados é ‘yyy’,'tabelas de entropia dedicadas a PBC
(por exemplo, tabelas k a k+1), tabelas de entropia de esca-
pe (por exemplo, tabelas n-2 ~ n-1), e uma tabela de entro-
pia de indice LAV (por exemplo, tabela n).

Em particular, embora seja preferencial que uma
tabela seja configurada dando uma palavra de cbédigo a cada
indice que pode ocorrem em dados correspondentes, se for,bum
tamanho da tabela aumenta consideravelmente. E, é convenien-
te gerenciar indices que sdo desnecessarios ou raramente o-
correm. No caso de uma tabela de entropia 2D, esses proble-
mas trazem mais inconveniéncia devido a muitas ocorréncias.
Para resolver esses problemas, o maior valor absoluto (LAV)
é usado.

Por exemplo, se uma faixa de um valor de 1indice

para um tipo de dados especifico (por exemplo, CLD) esta en-
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tre ‘-X ~ +X’ (X = 15), pelo menos um LAV tendo alta fre-
qiiéncia de ocorréncia em probabilidade é selecionado dentro
da faixa e é configurado em uma tabela separada.

Por exemplo, configurando uma tabela de entropia
CLD, é capaz de fornecer uma tabela de ‘LAV = 3/, uma tabela
de ‘LAV = 5’, uma tabela de ‘LAV = 7’ ou uma tabela de ‘'LAV
= 9.

Por exemplo, em (a) da FIG. 26, é capaz de confi-
gurar a tabela-1 9la para a tabela CLD de ‘LAV = 3’, a tabe-
la-2 91b para a tabela CLD de ‘LAV = 5’, a tabela-3 9lc para
a tabela CLD de ‘LAV = 7', e a tabela-4 91d para a tabela
CLD de ‘LAV = 9'.

fndices desviando da faixa LAV na tabela LAV sdao
manipulados pelas tabelas de entropia de escape (por exem-
plo, tabelas n-2 ~ n-1).

Por exemplo, executando codificagdo usando a tabe-
la CLD 91c de ‘LAV = 7', se um indice desviando de um valor
maximo ‘7’ ocorre (por exemplo, 8, 9,..., 15), o indice cor-
respondente é separadamente manipulado pela tabela de entro-
pia de escape (por exemplo, tabelas n-2 ~ n-1).

Igualmente, é capaz de configurar a tabela LAV pa-
ra um outro tipo de dados (por exemplo, ICC, CPC, etc.) da
mesma maneira da tabela CLD. Ainda, LAV para cada dado tem
um valor diferente porque uma faixa por tipo de dados varia.

Por exemplo, configurar uma tabela de entropia
ICC, por exemplo, é capaz de fornecer uma tabela de ‘'LAV =
1’7, uma tabela de ‘LAV = 3’, uma tabela de ‘LAV = 5’, e uma

tabela de ‘LAV = 7’. Configurar uma tabela de entropia CPC,
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por exemplo, é capaz de fornecer uma tabela de ‘LAV = 3/,
uma tabela de ‘LAV = 6’, uma tabela de ‘LAV = 6’ e uma tabe-
la de ‘LAV = 127,

3.2. Tabela de Entropia para Indice LAV

A presente invencdo emprega um indice LAV para se-
lecionar uma  tabela de entropia usando LAV. Ou seja, o valor
LAV por . tipo de dados, como mostrado em (b) da FIG. 26, ¢é
discriminado pelo indice LAV.

" Em particular, para selecionar uma tabela de en-

tropia para ser finalmente usada, o indice LAV por um tipo

de dados correspondente é confirmando e LAV correspondente

"ao indice LAV & entdao confirmado. O valor LAV finalmente

confirmado corresponde a ‘LL’ na confirmagido do nome da ta-
bela de entropia mencionado acima.

Por exemplo, se um tipo de dados é um parédmetro
CLD, se um esquema de codificagdo de dados é& DIFF-DF, se a
codificacdo por entropia é executada por FP-2D, e se 'LAV =
3’, uma tabela de entropia que tem um nome de tabela
‘hcod2D CLD_DF_FP_03’ é usada para codificacdo por entropia.

Ao confirmar o indice LAV por tipo de dados, a
presente invencdo é caracterizada pelo fato de usar uma ta-
bela de entropia para indice LAV separadamente. Isso signi-
fica que o préprio indice LAV é manipulado como um alvo da
codificagdo por entropia.

Por exemplo, a tabela-n em (a).da FIG. 26 é usada
como uma tabela de entropia de indice LAV 9le. Essa & repre-
sentada como Tabela 1.

Tabela 1
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fndice LAV |[Comprimento de bit |Palavra de cdédigo

[hexadecimal /binarial

0 1 0x0 (Ob)

1 2 O0x2 (10b)
2 3 0x6 (110b)
3 ' 3 0x7 (111b)

Essa tabela significa que o valor do indice LAV
estatisticamente difere em freqiiéncia de uso.

Por exemplo, desde que ‘indice LAV = 0’ tem mais
alta freqiiéncia de uso, um bit é alocado a ele. E, dois bits
sio alocados a ‘Indice LAV = 1’ tendo segunda mais alta fre-
qliéncia de uso. Finalmente, trés bits s&do alocados a ‘LAV =
2 ou 3’ tendo baixa freqiéncia de uso.

| No caso em que a tabela de entropia de indice LAV
9le ndo é usada, informacdo de identificacdo de 2 bits deve-
ria ser transferida para discriminar quatro tipos de indices
LAV cada vez que uma tabela de entropia LAV é usada.

Ainda, se a tabela de entropia de Indice LAV 9le
da presente invencdo é usada, é suficiente para transferir
palavra de cédigo de 1 bit para um caéo de {fndice LAV = 0
tendo pelo menos 60% de freqgiéncia de uso, por exemplo. En-
tdo, a presente invencgdo é capaz de elevar a eficiéncia de
transmissdo mais alta do que a do método da técnica anteri-
or.

Nesse caso, a tabela de entropia de indice LAV 9le
na Tabela 1 é aplicada a um caso de quatro tipos de indices
LAV. E, estd aparente que a eficiéncia de transmissdo pode

ser mais aperfeigoada se houver mais indices LAV.



10

15

20

25

104

3.3. Método de Processamento de Sinal Usando Sele-
cdo de Tabela de Entropia

Um método de processamento de sinal e um aparelho
usando a selecdo de tabela de entropia mencionada acima sdao
explicados a seguir.

Um método de processar um sinal de acordo com uma
modalidade da presente invengdo inclui as etapas de obter
informacdo de indice, decodificar por entropia a informagao
de indice, e identificar um conteudo correspondente a infor-
macdo de indice decodificada por entropia.

Nesse caso, a informacdo de indice ¢é informacgao
para indices que tém caracteristicas de freqléncia de uso
com probabilidade.

Como mencionado na descrigao anterio;, a informa-
cdo de indice é decodificada por entropia usando a ﬁabela de
entropia dedicada a indice 9le.

0 conteudo é classificado de acordo com um tipo de
dados e é usado para decodificar os dados. E, o conteudo po-
de se tornar informacgdo de agrupamento.

A informacdo de agrupamento é informacdo para a-
grupamento de uma pluralidade de dados.

E, um indice da tabela de entropia é um maior va-
lor absoluto (LAV) entre indices incluidos na tabela de en-
tropia.

Além disso, a tabela de entropia é usada na execu-
cdo de decodificacdo por entropia 2D em parametros.

Um aparelho para processar um sinal de acordo com

uma modalidade da presente invengdo inclui uma parte de ob-
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tencdo de informacdo obtendo informagdo de indice, uma parte
de decodificacdo decodificando por entropia a informagdo de
indice, e uma parte de identificag¢do identificando um conte-
ido correspondente a informagdo de indice decodificada por
entropia.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invencdo inclui as etapas de
gerar informacdo de indice para identificar um conteudo, co-
dificar por entropia a informacdo de indice, e transferir a
informacdo de indice codificada por entropia.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencdo inclui uma parte
de geracdo de informagdo gerando informacdo de indice para
identificar um conteldo, uma parte de codificacdo codifican-
do por entropia a informagdo de indice, e umé parte de emis-
sdo de informagdo transferindo a informacdo de indice codi-
ficada por entropia.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invencdo inclui as etapas de
obter um valor de diferenca e informagdo de indice, decodi-
ficar por entropia a informagdo de indice, identificar uma
tabela de entropia correspondente a informagdo de indice de-
codificada por entropia, e decodificar por entropia o valor
de diferenca usando a tabela de entropia identificada.

Subseqiientemente, o valor de referéncia correspon-
dente a uma pluralidade de dados e o valor de diferenca de-

codificado sdo usados para obter os dados. Nesse caso, O va-
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lor de referéncia pode incluir um valor de referéncia piloto
ou um valor de referéncia de diferencga.

A informacdo de indice é decodificada por entropia
usando uma tabela de entropia dedicada a indice. E, a tabela
de entropia é classificada de acordo com um tipo de cada um
de uma pluralidade dos dados.

Os dados sdo pardmetros, e o método adicionalmente
inclui a etapa de reconstruir um sinal de audio usando os
parametros.

No caso de decodificar por entropia o valor de di-
ferenca, a decodificacdo por entropia 2D & executada no va-
lor de diferenca usando a tabela de entropia.

Além disso, o método adicionalmente inclui as eta-
pas de obter o valor de referéncia e decodificar por entro-
pia o valor de referéncia usando a tabela de entropia dedi-
cada ao valor de referéncia.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invencdo inclui uma parte
de entrada obtendo um valor de.diferenga e informacdo de in-
dice, uma parte de decodificacdo de indice decodificando por
entropia a informacdo de indice, uma parte de identificacgdo
de tabela identificando uma tabela de entropia corresponden-
te & informacdo de indice decodificada por entropia, e uma
parte de decodificac¢ao de dados decodificando por entropia o
valor de diferenca usando a tabela de entropia identificada.

O aparelho adicionalmente inclui uma parte de ob-

tencdo de dados obtendo dados usando um valor de referéncia
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correspondente a uma pluralidade de dados e o valor de dife-
renca decodificado.

Um método de processar um sinal de acordo com uma
modalidade adicional da presente inveng¢do inclui as etapas
de gerar um valor de diferencga usando um valor de referéncia
correspondente a uma pluralidade de dados e os dados, codi-
ficar por entropia o valor de diferenca usando uma tabela de
entropia, e gerar informagdo de indice para identificar a
tabela de entropia.

E, o método adicionalmente inclui as etapas de co-
dificar por entropia a informagdo de indice e transferir a
informacdo de indice codificada por entropia e o valor de
diferencga.

E, um aparelho para processar um sinal de acordo
com uma modalidade adicional dé presente inveng¢do inclui uma
parte de geracd3o de valor gerando um valor de diferenca u-
sando um valor de referéncia correspondente a uma pluralida-
de de dados e os dados, uma parte de codificacdo de valor
codificando por entropia o valor de diferenca usando uma ta-
bela de entropia, uma parte de geracdo de informagdo gerando
informacdo de indice para identificar a tabela de entropia,
e uma parte de codificagdo de indice codificando por entro-
pia a informacdo de indice. E, o aparelho adicionalmente in-
clui uma parte de emissao de informacdo transferindo a in-
formacdo de indice codificada por entropia e o valor de di-
ferenca.

(Estrutura de Dados]
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Uma estrutura de dados incluindo varios tipos de
informacdo associada com a codificagcdo de dados mencionada
acima, agrupamento e codificagdo por entropia de acordo com
a presente invengdo é explicada como segue.

A FIG. 27 é um diagrama hierdrquico de uma estru-
tura de dados de acordo com a presente invengao.

Com relacdo a FIG. 27, uma estrutura de dados de
acordo com a presente invencgdo inclui um cabegalho 100 e uma
pluralidade de gquadros 101 e 102. A informacdo de configura-
cdo aplicada aos quadros inferiores 101 e 102 em comum esta
incluida no cabecalho 100. E, a informagdo de configuragéao
inclui informacdo de agrupamento utilizada para o agrupamen-
to mencionado acimaf

Por exemplo, a informagdo de agrupamento inclui
uma primeira informacdo de agrupamento de tempo 100a, uma
primeira informacdo de agrupamento de freqiéncia 100b e uma
informacdo de agrupamento de canal 100c.

Além disso, a informacdo de configuragdo no cabe-
calho 100 é chamada ‘informagdo de configuracgdo principal’ e
uma parte da informagdo gravada no quadro é chamada ‘carga
atil’.

Em particular, um caso de aplicar a estrutura de
dados da presente invencdo a informagdo espacial de &audio e
explicado na seguinte descricdo, por exemplo.

Primeiro de tudo, a primeira informagdo de agrupa-
mento de tempo 100a no cabegalho 100 se torna campo ‘bsFra-
meLength’ que designa um numero de intervalos de tempo em um

quadro.
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A primeira informagdo de agrupamento de frequéncia
100b se torna campo ‘bsFreqgRes’ que designa um numero de
bandas de pardmetros em um quadro.

A informacdo de agrupamento de canal 100c signifi-
ca campo ‘OttmodeLFE-bsOttBands’ e campo ‘bsTttDualMode-
bsTttBandsLow’. O campo ‘OttmodeLFE-bsOttBands’ €& a informa-
cdo designando um numero de bandas de parametros aplicadas
ao canal LFE. E, o campo ‘bsTttDualMode-bsTttBandsLow’ & a
informacdo designando um numero de bandas de parametros de
uma banda de baixa fregiiéncia em um modo dual tendo ambas
bandas de baixa e alta freqiiéncia. Ainda, o campo ‘bsTttDu-
alMode-bsTttBandsLow’ pode ser classificado ndo como infor-
macdo de agrupamento de canal, mas como informagdo de agru-
pamento de freqgiiéncia.

Cada um dbs guadros 101 e 102 inclui uma informa-
cdo de quadro (Frame Info) 10la aplicada a todos os grupos
em um quadro em comum e uma pluralidade de grupos 10lb e
101c.

A informacdo de quadro 10la inclui uma informacgao
de selecdo de tempo 103a, uma segunda informacao de agrupa-
mento de tempo 103b e uma segunda informacdo de agrupamento
de fregiiéncia 103c. Além disso, a informagdo de quadro 10la
é chamada ‘informacdo de sub-configuragdo’ aplicada a cada
quadro.

Em detalhes, um caso de aplicar a estrutura de da-
dos da presente invencdo a informagdo espacial de &udio é

explicado na seguinte descricgdo, por exemplo.
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A informacdo de selegdo de tempo 103a na informa-
cdo de quadro 10la inclui campo ‘bsNumParamset’, campo ‘bs-
Paramslot’ e campo ‘bsDataMode’.

O campo ‘bsNumParamset’ ¢é informagdo indicando um
numero de conjuntos de pardmetros existentes em um quadro
inteiro.

E, o campo ‘bsParamslot’ ¢é informacdo designando
uma posicdo de um intervalo de tempo onde o conjunto de pa-
rémetros existe.

Além disso, o campo ‘bsDataMode’ é informagido de-
signando um método de processamento de codificagéb e decodi-
ficagcdo de cada conjunto de parametros.

Por exemplo, no caso de ‘bsDataMode = 0’ (por e-
xemplo, modo padr&o) de um conjunto de pardmetros especifi-
co, uma parté de decodificacdo substitui o conjunto de para-
metros correspondente por um valor padrao.

No caso de ‘bsDataMode = 1’ (por exemplo, modo an-
terior) de um conjunto de parémetros especifico, uma parte
de decodificacdo mantém um valor de decodificag¢ao de um con-
junto de pardmetros anterior.

No caso de ‘bsDataMode = 2’ (por exemplo, modo in-
terpolacdo) de um conjunto de pardmetros especifico, uma
parte de decodificacdo calcula um conjunto de parametros
correspondente por interpolagdo entre os conjuntos de para-
metros.

Finalmente, no caso de ‘bsDataMode = 3’ (por exem-
plo, modo leitura) de um conjunto de pardmetros especifico,

significa que os dados de codificagdo para um conjunto de
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pardmetros correspondente sao transferidos. Assim, uma plu-
ralidade de grupos 10lb e 10lc em um quadro é grupos confi-
gurados com dados transferidos no caso de ‘bsDataMode = 3’
(por exemplo, modo leitura). Portanto, a parte de codifica-
cdo decodifica dados com relagdo a informacdo de tipo de co-
dificacdo em cada um dos grupos.

Um método de processamento de sinal e um aparelho
usando o campo ‘bsDataMode’ de acordo com uma modalidade da
presente invengdo sdo explicados em detalhes como segue.

Um método de processar um sinal usando © campo
‘bsDataMode’ de acordo com uma modalidade da presente inven-
cdo inclui as etapas de obter informacdo de modo, obter um
valor de referéncia piloto correspondente a uma pluralidade
de dados e um valor de diferenca piloto correspondente ao
valor de referéncia piloto de acordo com atributo de dados
indicado pela informacdo de modo, e obter os dados usando o
valor de referéncia piloto e o valor de diferenca piloto.

Nesse caso, os dados sdo parametros, e o método
adicionalmente inclui a etapa de reconstruir um sinal de au-
dio usando os pardmetros.

>Se a informacdo de modo indica um modo leitura, o
valor de diferenca piloto é obtido.

A informacdo de modo adicionalmente inclui pelo
menos um dentre um modo padrdo, um modo anterior e um modo
interpolacéao.

E, o valor de diferenca piloto é obtido por banda

de grupo.
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Além disso, o método de processamento de sinal usa
um primeiro pardmetro (por exemplo, conjunto de dados) para
identificar um numero de modos leitura e um segundo parame-
tro (por exemplo, indice de conjunto) para obter o valor de
diferenca piloto baseado na primeira variéavel.

Um aparelho para processar um sinal usando o modo
‘bsDataMode’ de acordo com uma modalidade da presente inven-
cdo inclui uma parte de obtengdo de informagdo obtendo in-
formacdo de modo, uma parte de obtencdo de valor obtendo um
valor de referéncia piloto correspondente a uma pluralidade
de dados e um valor de diferenca piloto correspondente ao
valor de referéncia piloto de acordo com atributo de dados
indicado pela informacdo de modo, e uma parte de obtencdo de
dados obtendo os dados usando o valor de referéncia piloto e
o valor de diferencga piloto.

E, a parte de obtencdo de informacdo, a parte de
obtencdo de valor e a parte de obtengdo de dados sdo forne-
cidas na parte de decodificacgdo de dados mencionada acima 91
ou 92.

Um método de processar um sinal usando o campo
‘bsDataMode’ de acordo com uma outra modalidade da presente
invencdo inclui as etapas de gerar informagdo de modo indi-

cando atributo de dados, gerar um valor de diferenga piloto

usando um valor de referéncia piloto correspondente a uma

pluralidade de dados e os dados, e transferir o valor de di-
ferenca gerado. E, o método adicionalmente inclui a etapa de

codificar o valor de diferenca gerado.
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Um aparelho para processar um sinal usando o modo
‘bsDataMode’ de acordo com uma outra modalidade da presente
invencdo inclui uma parte de gerag¢do de informagdo gerando
informacdo de modo indicando atributo de dados, uma parte de
geracdo de valor gerando um valor de diferenga piloto usando
um valor de referéncia piloto correspondente a uma plurali-
dade de dados e os dados, e uma parte de emissdo transferin-
do o valor de diferenca gerado. E, a parte de geracdo de va-
lor é fornecida na parte de codificacgdo de dados mencionada
acimaA31 ou 32.

A segunda informacdo de agrupamento de tempo 103b
na informacdo de quadro 10la inclui o campo ‘bsDatapair’. O
campo ‘bsDatapair’ é informagdo gque designa uma presenga ou
ndo presenca de um par entre conjuntos de dados designados
pelo ‘bsDataMode = 3’. Em particular, dois conjuntos de da-
dos sdo agrupados em um grupo pelo campo ‘bsDatapair’.

A segunda informacdo de agrupamento de fregiiéncia
na informacdo de quadro 10la inclui o campo ‘bsFreqResStri-
de’. O campo ‘bsFreqResStride’ é a informagdoc para agrupar
em segundo o pardmetro mal agrupado primeiro pelo campo ‘bs-
FreqRes’ como a primeira informacdo de agrupamento de fre-
giéncia 100b. Ou seja, uma banda de dados é gerada ligando a
gquantidade de parédmetros a um passo designado pelo campo
‘bsFreqResStride’ . Assim, os valores de pardmetros sdo dados
pela banda de dados.

Cada um dos grupos 10lb e 10lc inclui informacgao

de tipo de codificacdo de dados 104a, informacdo de tipo de
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codificacdo por entropia 104b, palavra de cdédigo 104 c e da-
dos laterais 104d.

Em detalhes, um caso de aplicar a estrutura de da-
dos da presente invencdo & informagdo espacial de audio ¢
explicado como segue, por exemplo.

Primeiro de tudo, a informacdo de tipo de codifi-
cacdo 104a em cada um dos grupos 10lb e 10lc inclui o campo
‘bsPCMCoding’, o campo ‘bsPilotCoding’, o campo ‘bsDiffType’
e o campo ‘bsDifftimeDirection’.

O campo ‘bsPCMCoding’ é informagdo para identifi-
car se a codificacdo de dados do grupo correspondente & es-
quema PCM ou esquema DIFF.

Somente se o campo ‘bsPCMCoding’ designa o esquema
PCM, uma presenga ou ndo presenga do eSquema PCM é designada
pelo campo ‘bsPilotCoding’.

O campo ‘bsDifftype’ é informagdo para designar
uma direcdo de codificacdo no caso em que o esquema DIFF é&
aplicado. E, o campo ‘bsDiffType’ designa ou ‘DF: DIFF-FREQ’
ou ‘DT: DIFF-TIME’.

E, o campo ‘bsDifftimeDirection’ é informagac para
designar se uma direcdo de codificagdo em um eixo do tempo é
‘PARA FRENTE’ ou ‘PARA TRAS’ no caso em que o campo ‘bs-
DiffType’ . é ‘DT’.

A informacdo de codificagdo por entropia 104b em
cada um dos grupos 101b e 10lc inclui o campo ‘bsCodingSche-
me’ e o campo ‘bsPairing’,

O campo ‘bsCodingScheme’ é a infofmagéo para de-

signar se a codificagdo por entropia é 1D ou 2D.
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E, o campo ‘bsPairing’ é a informagdo se uma dire-
cdo para extrair dois indices é uma direcdo de freqiéncia
(FP: Emparelhamento de Freqliéncia) ou uma direcdo do tempo
(TP: Emparelhamento de Tempo) no caso em que o campo ‘bsCo-
dingScheme’ designa ‘2D’.

A palavra de cédigo 104c em cada um dos grupos
101b e 10lc inclui o campo ‘bsCodeW’. E, o campo ‘bsCodeW’
designa uma palavra de cdédigo em uma tabela aplicada para
codificacdo por entropia. Assim, a maior partes dos dados
acima mencionados se torna alvos de codificagdo por entropi-
a. Nesse caso, eles sdo transferidos pelo campo ‘bsCodeW’.
Por exemplo, um valor de referéncia piloto e o valor de in-
dice LAV de codificacd3o PBC, que se tornam alvos de codifi-
cacdo por entropia, sao transferidos pelo campo ‘bsCodeW’.

Os dados laterais 104d em cada um dos grupos 101b
e 10lc incluem o campo ‘bsLsb’ e o campo ‘bsSign’. Em parti-
cular, os dados laterais 104d incluem outros dados, que sao
codificados por entropia para n&o serem transferidos pelo
campo ‘bsCodeW’, bem como o campo ‘bsLsb’ e o campo ‘bs-
Sign’ .

O campo ‘bsLsb’ ¢ um campo aplicado ao parametro
parcial mencionado acima e é a informag&o lateral transferi-
da somente se um tipo de dados é ‘CPC’ e no caso de quanti-
zagcdo ndo grosseira.

E, o campo ‘bsSign’ é a informagdo para designar
um sinal de um indice extraido no caso de aplicar codifica-

¢cdo por entropia 1D.
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Além disso, dados transferidos pelo esquema PCM
sdo incluidos nos dados laterais 104d.

Caracteristicas da estrutura de dados de processa-
mento de sinal de acordo com a presente invengdo sdo expli-
cadas como segue.

Primeiro de tudo, uma estrutura de dados de pro-
cessamento de sinal de acordo com a presente invenc¢ao inclui
uma parte de carga util tendo pelo menos um de informagado de
codificacdo de dados incluindo informag¢do de codificacao pi-
loto pelo menos por um quadro e informagdo de codificagédo
por entropia e uma parte de cabegalho tendé informacdo de
configuracdo principal para a parte de carga util.

A informacdo de configuracdo principal inclui uma
primeira parte de informagéo de tempo tendo informacgdo de
tempo para quadros inteiros e uma primeira parte de informa-
cdo de freqgiéncia tendo informacdo de freqiiéncia para os
guadros inteiros.

E, a informacdo de configuragdo principal adicio-
nalmente inclui uma primeira parte de informagdo de agrupa-
mento interno tendo informacdo para agrupamento interno de
um grupo aleatério incluindo uma pluralidade de dados por
quadro.

O quadro inclui uma primeira parte de dados tendo
pelo menos uma dentre a informagdo de codificacio de dados e
a informacdo de codificacdo por entropia, e uma parte de in-
formacdo de quadro tendo informacdo de sub-configuragdo para

a primeira parte de dados.
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A informacdo de sub-configurag¢do inclui uma segun-
da parte de informacdo de tempo tendo informagdo de tempo
para grupos inteiros. E, a informagdo de sub-configuragéao
adicionalmente inclui uma parte de informagdao de agrupamento
externo tendo informacdo para agrupamento externo de um gru-
po aleatdério incluindo uma pluralidade de dados pelo grupo.
Além disso, informacdo de sub-configuragdo adicionalmente
inclui uma segunda parte de informagido de agrupamento inter-
no tendo informacdo para agrupamento interno do grupo alea-
tério incluindo uma pluralidade dos dados.

Finalmente, o grupo inclui a informagdo de codifi-
cacdo de dados tendo informacdo para um esquema de codifica-
cdo de dados, a informacdo de codificac¢do por entropia tendo
informacdao para um ésquema de codificacdo por entropia, um
valor de referéncia correspondente a uma pluralidade de da-
dos, e uma segunda parte de dados tendo um valor de diferen-
ca gerado usando o valor de referéncia e os dados.

[Aplicacédo a Codificacao de Audio (MPEG Ambiente)]

Um exemplo de unificar os conceitos e as caracte-
risticas da presente invengdo mencionadas acima é explicado
a seguir.

A FIG. 28 é um diagrama de bloco de um aparelho
para compressdo e recuperacdo de audio de acordo com uma mo-
dalidade da presente invengao.

Com relacdo a FIG. 28, um aparelho para compressao
e recuperacdo de audio de acordo com uma modalidade da pre-
sente 1invencdo 1inclui umé parte de compressdo de audio

105~400 e uma parte de recuperacgdo de audio 500~800.
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A parte de compressdo de &udio 105~400 inclui uma
parte de mistura descendente 105, uma parte de codificagao
de ntcleo 200, uma parte de codificagdo de informagdo espa-
cial 300 e uma parte de multiplexacdo 400.

E, a parte de mistura descendente 105 inclui uma
parte de mistura descendente de canal 110 e uma parte de ge-
racdo de informacédo espacial 120.

Na parte de mistura descendente 105, entradas da
parte de mistura descendente de canal 110 sdo um sinal de
dudio de N multicanais X1, X2,..., XN e o sinal de 4udio.

A parte de mistura descendente de canal 110 emite
um sinal misturado de forma descendente em canais de numero
menor do gque os canals das entradas.

Uma saida da parte de mistura descendente 105 é
misturada de forma descendente em um ou dois canais, um nua-
mero especifico de canais de acordo com um comando de mistu-
ra descendente separado, ou um numero especifico de canais
pré-estabelecido de acordo com a implementacdo do sistema.

A parte de codificacdo de nucleo 200 executa codi-
ficacdo de nucleo na saida da parte de mistura descendente
de canal 110, isto é, o sinal de &udio de mistura descenden-
te. Nesse caso, a codificacdo de nucleo é executada de uma
maneira a comprimir uma entrada usando varios esquemas de
transformacdo tal como o esquema de transformacdo discreta e
seus similares.

A parte de geracdo de informacdo espacial 120 ex-
trai informacdo espacial do sinal de 4udio multicanal. A

parte de geracd3o de informagdo espacial 120 entdo transfere
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a informacdo espacial extraida para a parte de codificagéo
de informacdo espacial 300.

A parte de codificagdo de informagdo espacial 300
executa codificacdo de dados e codificagdo por entropia na
informacdo espacial inserida. A parte de codificacgao de in-
formacdo ‘espacial 300 executa pelo menos uma de PCM, PBC e
DIFF. Em alguns casos, a parte de codificacdo de informacédo
espacial 300 adicionalmente executa codificagdo por entropi-
a. Um esquema de decodificagdo por uma parte de decodifica-
cdo de informacdo espacial 700 pode ser decidido de acordo
com qual esquema de codificacdo de dados €& usado pela parte
de codificacdo de informacdo espacial 300. E, a parte de co-
dificacdo de informacdo espacial 300 serd explicada em deta-
lhes com relacdo a FIG. 29 posteriormente.

Uma saida da parte de codificagdo de nucleo 200 e
uma saida da parte de codificacdo de informagdo espacial 300
sdo inseridas na parte de multiplexacao 400.

A parte de multiplexagdo 400 multiplexa as duas
entradas em um fluxo de bits e entdo transfere o fluxo de
bits para a parte de recuperacdo de &udio 500 a 800.

A parte de recuperagdo de &dudio 500 a 800 inclui
uma parte de desmultiplexacdo 500, uma parte de decodifica-
cdo de nucleo 600, uma parte de decodificacdo de informagdo
espacial 700 e uma parte de geracdo de multicanal 800.

A parte de desmultiplexagdo 500 desmultiplexa o
fluxo de bits recebido em uma parte de audio e uma parte de

informacdo espacial. Nesse caso, a parte de audio & um sinal
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de &udio comprimido e a parte de informagido espacial €& uma
informacdo espacial comprimida.

A parte de decodificagdo de nucleo 600 recebe o
sinal de &udio comprimido da parte de desmultiplexacdao 500.
A parte de decodificacdo de nucleo 600 gera um sinal de au-
dio de mistura descendente decodificando o sinal de é&udio
comprimido.

A parte de decodificagdo de informagdo espacial
700 recebe a informacdo espacial comprimida da parte de des-
multiplexacdo 500. A parte de decodificagdo de informacao
espacial 700 gera a informacdo espacial decodificando a in-
formacdao espacial comprimida.

Fazendo isso, a informacdo de identificagdo indi-
cando varias informacdes de agrupamento e de codificagdo in-
cluidas na estrutura de dados mostrada na FIG. 27 & ektraida
do fluxo de bits recebido. Um esquema de decodificacdo espe-
cifico é selecionado de pelo menos um ou mais esquemas de
decodificacdo de acordo com a informagdo de identificacéo.
E, a informacdo espacial é gerada decodificaﬁdo—se a infor-
macdo espacial de acordo com © esquema de decodificagdo se-
lecionado. Nesse caso, o esquema de decodificagdo pela parte
de decodificacdo de informacdo espacial 700 pode ser decidi-
do de acordo com qual esquema de codificagdo de dados é usa-
do pela parte de codificagdo de informagdo espacial 300. E,
a parte de decodificacdo de informagdo espacial 700 serad ex-
plicada em detalhes com relagdo a FIG. 30 posteriormente.

A parte de geracdo de multicanal 800 recebe uma

saida da parte de codificacdo de nicleo 600 e uma saida da
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parte de decodificacdo de informagdo espacial 160. A parte
de geracdo de multicanal 800 gera um sinal de &audio de N
multicanais Y1, Y2,..., YN a partir das duas saldas recebi-
das.

Enquanto isso, a parte de compressdo de audio
105~400 fornece um identificador indicando qual esquema de
codificacdo de dados é usado pela parte de codificagédo de
informacdo espacial 300 & parte de recuperagado de audio
500~800. Para preparar para o caso explicado acima, a parte
de recuperacdo de audio 500~800 inclui um dispositivo para
analisar a informacao de identificacéo.

Entdo, a parte de decodificagdo de informagaoc es-
pacial 700 decide um esquema de decodificacdo com relagdo a
informacdo de identificacdo fornecida pela parte de compres-
sdo de audio 105~400. Preferencialmente, o dispositivo para
analisar a informacdoc de identificagdo indicando o esquema
de codificacdo é fornecido a parte de decodificacdo de in-
formagdo espacial 700.

A FIG. 29 é um diagrama de bloco detalhado de uma
parte de codificagdo de informacdo espacial de acordo com
uma modalidade da presente invengdo, na qual informagédo es-
pacial é chamada de um pardmetro espacial.

Com relacdo a FIG. 29, uma parte de codificagédo de
acordo com uma modalidade da presente invencdo inclui uma
parte de codificagdo PCM 310, uma parte DIFF (codificacgéao
diferencial) 320 e uma parte de codificacdo Huffman 330. A
parte de codificacdo Huffman 330 corresponde a uma modalida-

de de executar a codificacdo por entropia mencionada acima.
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A parte de codificagdo PCM 310 inclui uma parte de
codificacdo PCM agrupada 311 e uma parte PBC 312. A parte de

codificacdo PCM agrupada 311 codifica por PCM parémetroé es-

- paciais. Em alguns casos, a parte de codificacao PCM agrupa-

da 311 é capaz de codificar por PCM pardmetros espaciais por
uma parte de grupo. E, a parte PBC 312 executa o PBC mencio-
nado acima em pardmetros espaciais.

A parte DIFF 320 executa a DIFF mencionada anteri-
ormente em pardmetros espaciais.

Em particular, na presente invenc¢do, uma dentre a
parte de codificacdo PCM agrupada 311, -a parte PBC 312 e a
parte DIFF 320 seletivamente opera para codificacédo de para-
metros espaciais. E, seu dispositivo de controle nao € sepa-
radamente mostrado no desenho.

O PBC executado pela parte PBC 312 foi explicado
em detalhes na descricdo anterior, da qual explicagao sera
omitida na seguinte descrigédo.

Para um outro exemplo de PBC, PBC é uma vez execu-

tado em pardmetros espaciais. E, o PBC pode ser adicional-

mente executado N vezes (N > 1) em um resultado do primeiro
PBC. Em particular, o PBC é pelo menos uma vez executado em
um valor piloto ou valores de diferenca como um resultado da
execucdo do primeiro PBC. Em alguns casos, é preferencial
que o PBC seja executado nos valores de diferenca somente
exceto o valor piloto desde o segundo PBC.

A parte DIFF 320 inclui uma parte de codificacdo

DIFF FREQ 321 executando DIFF _FREQ em um parametro espacial
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e partes de codificagdo DIFF TIME 322 e 323 executando
DIFF TIME em pardametros espaciais.

Na parte DIFF 320, um selecionado do grupo que
consiste da parte de codificagdo DIFF FREQ 321 e das partes
de codificagdo DIFF TIME 322 e 323 executa o processamento
para um pardmetro espacial inserido.

Nesse caso, as partes de codificagdo DIFF_TIME sao
classificadas em uma parte DIFF TIME FORWARD 322 executando
DIFF TIME FORWARD em um pardmetro espacial e uma parte
DIFF TIME BACKWARD 323 executando DIFF TIME BACKWARD em um
pardmetro espacial.

Nas partes de codificagdo DIFF TIME 322 e 323, um
selecionado dentre a parte DIFF TIME FORWARD 322 e a parte
DIFF TIME BACKWARD 323 executa um processo de codificacdo de
dados em um pardmetro espacial insérido. Além disso, a codi-
ficacdo DIFF executada por cada um dos elementos internos
321, 322, e 323 da parte DIFF 320 foil explicada em detalhes
na descricdo anterior, da qual explicagdo sera omitida na
seguinte descrigdo. B

A parte de codificagdo Huffman 330 executa codifi-
cacdo Huffman em pelo menos uma dentre uma parte PBC 312 e
uma saida da parte DIFF 320.

A parte de codificagdo Huffman 330 inclui uma par-
te de codificacdo Huffman de 1 dimensdo (aqui abreviada par-
te HUFF 1D) 331 processando dados a serem codificados e
transmitidos um a um e uma parte de codificagdo Huffman de 2

dimensdes (aqui abreviada partes HUFF_2D 332 e 333) proces-
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sando dados a serem codificados e transmitidos por uma uni-
dade de dois dados combinados.

Uma selecionada dentre a parte HUFF 1D 331 e as
partes HUFF 2D 332 e 333 na parte de codificagdo Huffman 330
executa processamento de codificacdo Huffman em uma entrada.

Nesse caso, as partes HUFF 2D 332 e 333 sdo clas-
sificadas em uma parte de codificagdo Huffman de 2 dimensdes
de par de freqliéncias 332 (aqui abreviada parte
HUFF 2D FREQ PAIR) executando codificagdo Huffman em um par
de dados ligados juntos baseados em uma freqliéncia e uma
parte de codificacdo Huffman de 2 dimensdes de par de tempos
333 (aqui abreviada parte HUFF_2D TIME_ PAIR) executando co-
dificacdo Huffman em um par de dados ligados juntos baseados
em um tempo. |

Nas partes HUFF_2D 332 e 333, uma selecionada den-
tre a parte HUFF 2D FREQ PAIR 332 e a parte
HUFF_ 2D TIME PAIR 333 executa um processamento de codifica-
¢80 Huffman em uma entrada.

A codificagdo Huffman executada por cada um dos
elementos internos 331, 332 e 333 da parte de codificacao
Huffman 330 serd explicada em detalhes na seguinte descri-
cao.

Portanto, uma saida da parte de codificagdo Huff-
man 330 é multiplexada com uma saida da parte de codificacao
PCM agrupada 311 para ser transferida.

Em uma parte de codificacdo de informacdo espacial
de acordo com a presente invengdo, varios tipos de informa-

cdo de identificacdo gerados a partir de codificagdo de da-
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dos e de codificacdo por entropia sdo inseridos em um fluxo
de bits de transporte. E, o fluxo de bits de transporte &
transferido a uma parte de decodificagdo de informacdo espa-
cial mostrada na FIG. 30.

A FIG. 30 é um diagrama de bloco detalhado de uma
parte de decodificagdo de informacdo espacial de acordo com
uma modalidade da presente invencgao.

Com relacdo a FIG. 30, uma parte de decodificacgéao
de informacdo espacial recebe um fluxo de bits de transporte
incluindo informacdo espacial e entdo gera a informagao es-
pacial decodificando o fluxo de bits de transporte recebido.

A parte de decodificagdo de informagdo espacial
700 inclui uma (parte de andlise de sinalizadores) de extra-

cdo de identificador 710, uma parte de decodificagcdo PCM

720, uma parte de decodificacdo Huffman 730 e uma parte de

decodificacdo diferencial 740.
A parte de andlise de identificador 710 da parte

de decodificacdo de informacdo espacial extrai varios iden-

tificadores de um fluxo de transporte e entdo analisa os i-

dentificadores extraidos. Isso significa que varios tipos da
informacdo mencionada na descricgdo anterior da FIG. 27 sé&o
extraidos.

A parte de decodificacdo de informacdo espacial €
capaz de saber qual tipo de esquema de codificacdo é usado
para um pardmetro espacial usando uma saida da parte de ana-
lise de identificador 710 e entdo decide um esquema de deco-
dificacdo correspondente ao esquema de codificacdo reconhe-

cido. Além disso, a execucdo da parte de andlise de identi-
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ficador 710 pode ser feita pela parte de desmultiplexagdo
500 mencionada acima também.

A parte de decodificagdo PCM 720 inclul a parte de
decodificacdao PCM agrupada 721 e uma parte de decodificacéo
baseada em piloto 722.

A parte de decodificagdo PCM agrupada 721 gera pa-
rametros espaciais executando decodificagdo PCM em um fluxo
de bits de transporte. Em alguns casos, a parte de decodifi-
cacdo PCM agrupada 721 gera parametros espaciais de uma par-
te de grupo decodificando ﬁm fluxo de bits de transporte.

A parte de decodificagdo baseada em piloto 722 ge-
ra valores de parametros espaciais executando decodificacgéao
baseada em piloto em uma saida da parte de decodificacao
Huffman 730. Isso corresponde a um caso em que um valor pi-
loto esté inclﬁido em uma saida da parte de decodificacgao
Huffman 730. Para exemplo separado, a parte de decodificacgéao
baseada em piloto 722 é capaz de incluir uma parte de extra-
cdo piloto (ndo mostrada no desenho) para diretamente extra-
ir um valor piloto de um fluxo de bits de transporte. Assim,
os valores de pardmetro espacial sdo gerados usando o valor
piloto extraido pela parte de extracdo piloto e valores de
diferenca que sdo as saidas da parte de decodificagdao Huff-
man 730.

A parte de decodificacdo Huffman 730 executa deco-
dificacdo Huffman em um fluxo de bits de transporte. A parte
de decodificacdo Huffman 730 inclui uma parte de decodifica-
cdo Huffman de 1 dimensdo (aqui abreviada parte de decodifi-

cagdo HUFF_1D) 731 emitindo um valor de dados um a um execu-
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tando decodificacdo Huffman de 1 dimensdo em um fluxo de
bits de transporte e partes de decodificacdo Huffman de 2
dimensdes (aqui abreviadas partes de decodificagcdao HUFF_2D)
732 e 733 emitindo um par de valores de dados cada um atra-
vés da execucdo de decodificacgdo Huffman de 2 dimensdes em
um fluxo de bits de transporte.

A parte de andlise de identificador 710 extrai um
identificador (por exemplo ‘bsCodingScheme’) indicando se um
esquema de decodificacdo Huffman indica HUFF_1D ou HUFF 2D a
partir de um fluxo de bits de transporte e entdo reconhece o
esquema de codificacdo Huffman usado pela andlise do identi-
ficador extraido. Assim, ou a decodificagdo HUFF_1D ou
HUFF 2D correspondente a cada caso é decidida como um esque-
ma de decodificacdo Huffman.

.A parte de decodificacgdo HUFF_1D 731 executa deco-
dificagdo HUFF 1D e cada uma das partes de decodificagdo
HUFF 2D 732 e 733 executa decodificagdo HUFF_2D.

No caso em que o esquema de codificacdo Huffman é

HUFFE 2D em um fluxo de bits de transporte, a parte de anali-

se de identificador 710 adicionalmente extrai um identifica-

dor (por exemplo, ‘bsParsing’) indicando se o0 esquema
HUFF 2D é HUFF 2D FREQ PAIR ou HUFF 2D TIME PAIR e entdo a-
nalisa o identificador extraido. Assim, a parte de anéalise
de identificador 710 é capaz de reconhecer se dois dados
configurando um par estao ligados juntos baseados na fre-
giiéncia ou no tempo. E, uma dentre a decodificac¢do Huffman
de 2 dimensdes de par de freqiéncias (aqui abreviada decodi-

ficagdo HUFF_ 2D FRE PAIR) e a decodificagdo Huffman de 2 di-
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mensdes de par de tempos (aqui abreviada decodificagédo
HUFF 2D TIME_ PAIR) correspondentes aos respectivos casos é
decidida como o esquema de decodificag¢do Huffman.

Nas partes de decodificagdo HUFF 2D 732 e 733, a
parte HUFF 2D FRE_PAIR 732 executa decodificacgao
HUFF 2D FRE PAIR e a parte HUFF_2D_TIME_PAIR executa decodi-
ficacdao HUFF 2D FREQ TIME.

Uma saida da pafte de decodificac&o Huffman 730 é
transferida a parte de decodificagdo baseada em piloto 722
ou a parte de decodificagdo diferencial 740 em uma saida da
parte de andlise de identificador 710.

A parte de decodificagdo diferencial 740 gera va-
lores de pardmetro espacial executando decodificacao dife-
rencial em uma saida da parte de decodificacgao Huffman 730.
A parte de andlise de identificador 710 extrai um identifi-
cador (por exemplo, ‘bsDiffType’) indicando se um esquema
DIFF é& DIFF FREQ ou DIFF TIME de um fluxo de bits de trans-
porte e entdo reconhece o esquema DIFF usado analisando o
identificador extraido. Assim, uma dentre a deggdificagao
DIFF FREQ e a decodificagdo DIFF_TIME correspondentes aos
respectivos casos é decidida como um esquema de decodifica-
cdo diferencial.

A parte de decodificacdo DIFF FRE 741 executa de-
codificagdo DIFF_FREQ e cada uma das partes de decodificacgdo
DIFF_TIME 742 e 743 executa decodificacdo DIFF_TIME.

No caso em que o esquema DIFF é DIFF TIME, a parte
de anadlise de identificador 710 adicionalmente extrai um i-

dentificador (por exemplo, ‘bsDiffTimeDirection’) indicando
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se o DIFF TIME é DIFF TIME FORWARD ou DIFF_TIME BACKWARD de
um fluxo de bits de transporte e entdo analisa o identifica-
dor extraido.

Assim, é capaz de reconhecer se uma salda da parte
de decodificacdo Huffman 730 é um valor de diferenca entre
dados atuails e dados anteriores ou um valor de diferenca en-
tre os dados atuais e os prdéximos dados. Uma dentre a deco-
dificacéao DIFF _TIME FORWARD e decodificacao
DIFF TIME BACKWARD correspondentes aos respectivos casos é
decididé como um esquema DIFF TIME.

Nas partes de decodificagdo DIFF TIME 742 e 743, a
parte DIFF TIME_ FORWARD 742 executa decodificacao
DIFF TIME FORWARD e a parte DIFF TIME_ BACKWARD 743 executa
decodificagdo DIFF TIME BACKWARD. 7

Um procedimento para decidir um esquema de decodi-
ficacdo Huffman e um esquema de decodificagdo de dados base-
ados em uma saida da parte de andlise de identificador 710
na parte de decodificacdo de informacdo espacial é explicado

como segue.

Por exemplo, a parte de andlise de identificador
710 1& um primeiro identificador (por exemplo, ‘bsPCMCo-
ding’) indicando qual de PCM e DIFF é usado em codificar um
paradmetro espacial.

Se o primeiro identificador corresponde a um valor
indicando PCM, a parte de andlise de identificador 710 adi-
cionalmente 1& um segundo identificador (por exemplo, ‘bsPi-
lotCoding’) indicando qual de PCM e PBC é usado para codifi-

cacdo de um pardmetro espacial.
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Se o segundo identificador corresponde a um valor
indicando PBC, a parte de decodificagdo de informagdao espa-
cial executa decodificacdo correspondente ao PBC.

Se o segundo identificador corresponde a um valor
indicando PCM, a parte de decodificagédo de informagao espa-
cial executa decodificag¢do correspondente ao PCM.

Por outro lado, se o primeiro identificador cor-
responde a um valor indicando DIFF, a parte de decodificacgado
de informacdo espacial executa um processamento de decodifi-
cacdo correspondente ao DIFF.

Nesse caso, a tabela de entropia de Indice LAV 9le
na Tabela 1 é aplicada a um caso de quatro tipos de indices
LAV. E, estd aparente que a eficiéncia de transmissdo pode
ser mais aperfeigoada se houver mais indices LAV.

3.3. Método de Processamento de Sinal Usando Sele-
cdo de Tabela de Entropia

Um método de processamento de sinal e um aparelho
usando a selecdo de tabela de entropia mencionada acima sao
explicados como segue.

Um método de processar um sinal de acordo com uma
modalidade da presente invengdo inclui as etapas de obter
informacdo de indice, decodificar por entropia a informacao
de indice, e identificar um conteudo correspondente a infor-
macdo de indice decodificado por entropia.

Nesse caso, a informacdo de indice ¢é informacao
para indices que tém caracteristicas de freqiéncia de uso

com probabilidade.
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Como mencionado na descricdo anterior, a informa-
cdo de indice é decodificada por entropia usando a tabela de
entropia dedicada a indice 9le.

O contetdo é classificado de acordo com um tipo de
dados e é usado para decodificacdo de dados. E, o conteudo
pode se tornar informagdo de agrupamento.

A informacdo de agrupamento é informagdao para a-
grupamento de uma pluralidade de dados.

E, um indice da tabela de entropia é um maior va-
lor absoluto (LAV) entre indices incluidos na tabela de en-
tropia.

Além disso, a tabela de entropia é usada na execu-
cdo de decodificacdo por entropia 2D em parametros.

Um aparelho para proceésar um sinal de acordo com
uma modalidade da presente inveng¢do inclui uma parte de ob-
tencdo de informacdo obtendo informagdo de indice, uma parte
de decodificacdo decodificando por entropia a informacdo de

indice, e uma parte de identificag¢do identificando um conte-

udo correspondente & informagdo de indice decodificada por

entropia.

Um método de processar um sinal de acordo com uma
outra modalidade da presente invengdo inclui as etapas de
gerar informacdo de indice para identificar um conteudo, co-
dificar por entropia a informacdo de indice, e transferir a
informacdo de indice codificada por entropia.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengdo inclui uma parte

de geracdo de informagdo gerando informagdo de indice para
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identificar um conteldo, uma parte de codificagdo codifican-
do por entropia a informacdo de indice, e uma parte de emis-
sdo de informacdo transferindo a informagdo de indice codi-
ficada por entropia.

Um método de processar um sinal de acordo com uma
outra modalidade da presente ‘inveng¢do inclui as etapas de
obter um valor de diferenéa e informacdo de indice, decodi-
ficar por entropia a informagdo de indice, identificar uma
tabela de entropia correspondente a informacgdo de indice de-
codificada por entropia, e decodificar por entropia o valor
de diferenca usando a tabela de entropia identificada.

Subsequentemente, um valor de referéncia corres-
pondente a uma pluralidade de dados e o valor de diferencga
decodificado sdo usados para obter os dados. Nesse caso, ©
valor de referéncia pode incluir um valor de referéncia pi-
loto ou um valor de referéncia de diferenca.

A informacdo de indice é decodificada por entropia
usando uma tabela de entropia dedicada a indice. E, a tabela
de entropia é classificada de acordo com um tipo de cada um
de uma pluralidade dos dados.

Os dados sdo parédmetros, e o método adicionalmente
inclui a etapa de reconstruir um sinal de &udio usando os
parédmetros.

No caso de decodificar por entropia o valor de di-
ferenca, a decodificacdo por entropia 2D é executada no va-
lor de diferenca usando a tabela de entropia.

Além disso, o método adicionalmente inclui as eta-

pas de obter o valor de referéncia e decodificar por entro-
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pia o valor de referéncia usando a tabela de entropia dedi-
cada ao valor de referéncia.

Um aparelho para processar um sinal de acordo com
uma outra modalidade da presente invengdo inclui uma parte
de entrada obtendo um valor de diferenca e informagdo de in-
dice, uma parte de decodificacdo de indice decodificandoc por
entropia a informacdo de indice, uma parte de identificacao
de tabela identificando uma tabela de entropia corresponden-
te a4 informacdo de indice decodificada por entropia, e uma
parte de decodificacdo de dados decodificando por entropia o
valor de diferenca usando a tabela de entropia identificada.

O aparelho adicionalmente inclui uma parte de ob-
tencdo de dados obtendo dados usando um valor de referéncia
correspondente a uma pluralidade de dados e o valor de dife-
renca decodificado.

Um método de processar um sinal de acordo com uma
modalidade adicional da presente invencdo inclui as etapas
de gerar um valor de diferenca usando um valor de referéncia
correspondente a uma pluralidade de dados e os dados, codi-
ficar por entropia o valor de diferenc¢a usando uma tabela de
entropia, e gerar informagcdo de indice para identificar a
tabela de entropia.

E, o método adicionalmente inclui as etapas de co-
dificar por entropia a informagdo de indice e transferir a
informacdo de indice codificada por entropia e o valor de
diferenca.

E, um aparelho para processar um sinal de acordo

com uma modalidade adicional da presente invengdo inclui uma
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parte de geracdo de valor gerando um valor de diferenca u-
sando um valor de referéncia correspondente a uma pluralida-
de de dados e os dados, uma parte de codificagdo de valor
codificando por entropia o valor de diferenga usando uma ta-
bela de entropia, uma parte de gerag¢do de informagdo gerando
informacdo de indice para identificar a tabela de entropia,
e uma parte de codificagdo de indice codificando por entro-
pia a informacdo de indice. E, o aparelho adicionalmente in-
clui uma parte de emissdo de informagdo transferindo a in-
formacdo de indice codificada por entropia e o valor de di-
ferenca.

[Estrutura de Dados]

Uma estrutura de dados incluindo varios tipos de
informacgdo associada com a codificacdo de dados mencionada
acima, agrupamento e codificagdo por entropia de acordo com
a presente invengdo é explicada como segue.

A FIG. 27 é um diagrama hierdrquico de uma estru-
tura de dados de acordo com a presente invencgao.

_ _ Com relagdo_a FIG. 27, uma estrutura de dados de
acordo com a presente inveng¢do inclui um cabegalho'loo e uma
pluralidade de quadros 101 e 102f A informacdo de configura-
cdo aplicada aos quadros inferiores 101 e 102 em comum esta
incluida no cabecalho 100. E, a informagdo de configuragéo
inclui informacdo de agrupamento utilizada para o agrupamen-
to mencionado acima.

Por exemplo, a informagcdo de agrupamento inclui

uma primeira informacdo de agrupamento de tempo 100a, uma
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primeira informagdo de agrupamento de freqiéncia 100b e uma
informacdo de agrupamento de canal 100c.

Além disso, a informacdo de configuragcdo no cabe-
calho 100 é chamada ‘informagdo de configuragdo principal’ e
uma parte da informag¢do gravada no quadro € chamada ‘carga
atil’.

Em particular, um caso de aplicar a estrutura de
dados da presente invencdo & informagdo espacial de audio é
explicado na seguinte descrigdo, por exemplo.

Primeiro de tudo, a primeira informagdo de agrupa-
mento de tempo 100a no cabegalho 100 se torna campo ‘bsFra-
meLength’ que designa um numero de intervalos de tempo em um
quadro. |

A primeira informagdo de agrupamento de freqiéncia
100b se torna campo ‘bsFregRes’ que designa um nimero de
bandas de pardmetros em um quadro.

A informacdo de agrupamento de canal 100c signifi-

ca campo ‘OttmodeLFE-bsOttBands’ e campo ‘bsTttDualMode-

bsTttBandsLow’ . O _campo ‘OttmodelLFE-bsOttBands’ é a informa-

cdo designando um numero de bandas de parémetros aplicadas
ao canal LFE. E, o campo ‘bsTttDualMode-bsTttBandsLow’ é a
informacdo designando um numero de bandas de pardmetros de
uma banda de baixa freqiiéncia em um modo dual tendo ambas
bandas de baixa e alta freqiéncia. Ainda, o campo ‘bsTttDu-
alMode-bsTttBandsLow’ pode ser classificado ndo como infor-
macdo de agrupamento de canal, mas como informagdo de agru-

pamento de freqgiéncia.
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Cada um dos quadros 101 e 102 inclui uma informa-
cdo de quadro (Frame Info) 10la aplicada a todos os grupos
em um quadro em comum e uma pluralidade de grupos 10lb e
101c.

A informacdo de quadro 10la inclui uma informacdo
de selecdo de tempo 103a, uma segunda informacao de agrupa-
mento de tempo 103b e uma segunda informagdo de agrupamento
de freqiiéncia 103c. Além disso, a informagdo de gquadro 10la
é chamada ‘informacdo de sub-configuragdo’ aplicada a cada
quadro.

Em detalhes, um caso de aplicar a estrutura de da-
dos da presente invencdo a informagdo espacial de &udio é
explicado na seguinte descrigdo, por exemplo.

A informacdo de selecdo de tempo 103a na informa-
cdo de quadro 10la inclui campo ‘bsNumParamset’, campo ‘bs-
Paramslot’ e campo ‘bsDataMode’.

O campo ‘bsNumParamset’ ¢é informacdo indicando um

numero de conjuntos de pardmetros existentes em um quadro

~ inteiro.

E, o campo ‘bsParamslot’ é informagdo designando
uma posicdo de um intervalo de tempo onde o conjunto de pa-
rametros existe.

Além disso, o campo ‘bsDataMode’ é informacdo de-
signando um método de processamento de codificagdo e decodi-
ficacdo de cada conjunto de paréametros.

Por exemplo, no caso de ‘bsDataMode = 0’ (por e-

xemplo, modo padrdo) de um conjunto de pardmetros especifi-
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co, uma parte de decodificagdo substitui o conjunto de para-
metros correspondente por um valor padrdo.

No caso de ‘bsDataMode = 1’ (por exemplo, modo an-
terior) de um conjunto de pardmetros especifico, uma parte
de decodificacdo mantém um valor de decodificacdo de um con-
junto de pardmetros anterior.

No caso de ‘bsDataMode = 2’ (por exemplo, modo in-
terpolacdo) de um conjunto de parametros especifico, uma
parte de decodificagdo calcula um conjunto de parémetros
correspondente por interpolagdo entre os conjuntos de para-
metros.

Finalmente, no caso de ‘bsDataMode = 3’ (por exem-
plo, modo leitura) de um conjunto de pardmetros especifico,
significa que os dados de codificagdo para um conjunto de
pardmetros correspondente ‘sdo transferidos. Assim, uma plu-
ralidade de grupos 10l1b e 10lc em um quadro & grupos confi-
gurados com dados transferidos no caso de ‘bsDataMode = 3’

(por exemplo, modo leitura). Portanto, a parte de codifica-

" ¢do decodifica dados com relagdo a informagdo de tipo de co-

dificagcdo em cada um dos grupos.

Um método de processamento de sinal e um aparelho
usando o campo ‘bsDataMode’ de acordo com uma modalidade da
presente invengdo sdo explicados em detalhes como segue.

Um método de processar um sinal usando O campo
‘bsDataMode’ de acordo com uma modalidade da presente inven-
cdo inclui as etapas de obter informagdo de modo, obter um
valor de referéncia piloto correspondente a uma pluralidade

de dados e um valor de diferenca piloto correspondente ao
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valor de referéncia piloto de acordo com atributo de dados
indicado pela informacdo de modo, e obter os dados usando o
valor de referéncia piloto e o valor de diferenca piloto.

Nesse caéo, os dados sao parametros, e o método
adicionalmente inclui a etapa de reconstruir um sinal de au-
dio usando os pardmetros.

Se a informacdo de modo indica um modo leitura, o
valor de diferenca piloto é obtido.

A informacdo de modo adicionalmente inclui pelo
menos um dentre um modo padrdo, um modo anterior e uﬁ modo
interpolacgao.

E, o valor de diferenca piloto é obtido por banda
de grupo.

Além.disso, o método de processamento de sinal usa
um primeiro pardmetro (por exemplo, conjunto de dados) para
identificar um numero de modos leitura e um segundo parame-
tro (por exemplo, indice de conjunto) para obter o valor de

diferenca piloto baseado na primeira variavel.

Um aparelho para processar um sinal usando o campo

‘bsDataMode’ de acordo com uma modalidade da presente inven-
cdo inclui uma parte de obtengdo de informacdo obtendo in-
formacdo de modo, uma parte de obtengdo de valor obtendo um
valor de referéncia piloto correspondente a uma pluralidade
de dados e um valor de diferenca piloto correspondente ao
valor de referéncia piloto de acordo com atributo de dados
indicado pela informacdo de modo, e uma parte de obtencado de
dados obtendo os dados usando o valor de referéncia piloto e

o valor de diferencga piloto.
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E, a parte de obtencdo de informacdo, a parte de
obtencdo de valor e a parte de obtencdao de dados sao forne-
cidas na parte de decodificagdo de dados mencionada acima 91
ou 92.

Um método de processar um sinal usando o campo
‘bsDataMode’ de acordo com uma outra modalidade da presente
invencdo inclui as etapas de gerar informagdo de modo indi-
caﬁdo atributo de dados, gerar um valor de diferenga piloto
usando um valor de referéncia piloto correspondente a uma
pluralidade de dados e os dados, e transferir ovvalor de di-
ferenca gerado. E, o método adicionalmente inclui a etapa de
codificar o valor de diferenga gerado.

Um aparelho para processar um sinal usando o campo
‘bsDataMode’ de acordo com uma outra modalidade da presente
invencdo inclui uma parte de geragdo de informagdo gerando
informacdo de modo indicando atributo de dados, uma parte de
geracdo de valor gerando um valor de diferenca piloto usando
um valor de referéncia piloto correspondente a uma plurali-
dade de dados e os dados, e uma parte de emissdo transferin-
do o valor de diferenca gerado. E, a parte de geragdao de va-
lor é fornecida na parte de codificacdo de dados mencionada
acima 31 ou 32.

A segunda informacdo de agrupamento de tempo 103b
na informacdo de quadro 10la inclui o campo ‘bsDatapair’. O
campo ‘bsDatapair’ é informacgdo qué designa uma presenga ou
ndo presenca de um par entre conjuntos de dados designados
pelo ‘bsDataMode = 3’. Em particular, dois conjuntos de da-

dos sado agrupados em um grupo pelo campo ‘bsDatapair’.



10

15

20

25

140

A segunda informacdo de agrupamento de freqiéncia
na informacd3o de quadro 10la inclui o campo ‘bsFregResStri-
de’. O campo ‘bsFregResStride’ é a informacgdo para agrupar
em segundo o pardmetro mal agrupado primeiro pelo campo ‘bs-
FregRes’ como a primeira informagdo de agrupamento de fre-
giiéncia 100b. Ou seja, uma banda de dados é gerada ligando a
quantidade de pardmetros a um passo designado pelo campo
‘bsFregResStride’ . Assim, os valores de parametros sdo dados
pela banda de dados.

Cada um dos grupos 101b e 10lc inclui informacao
de tipo de codificacdo de dados 104a, informacdo de tipo de
codificacdo por entropia 104b, palavra de cdédigo 104c e da-
dos laterais 104d.

Em detalhes, um caso de aplicar a estrutura de da-
dos da presente invengdo a iﬁformagéo espacial de &udio é
explicado como segue, por exemplo.

Primeiro de tudo, a informagdo de tipo de codifi-
cacdo de dados 104a em cada um dos grupos 10lb e 10lc inclui
o campo ‘bsPCMCoding’, o campo ‘bsPilotCoding’, o campo ‘bs-
DiffType’ e o campo ‘bsDifftimeDirection’.

O campo ‘bsPCMCoding’ é informagdo para identifi-
car se a codificacdo de dados do grupo correspondente é es-
quema PCM ou esquema DIFF.

Somente se o campo ‘bsPCMCoding’ designa o esquema
PCM, uma presenca ou ndo presenga do esquema PBC é designada
pelo campo ‘bsPilotCoding’. .

O campo ‘bsDifftype’ é informag&o para designar

uma direcdo de codificacdo no caso em que o esquema DIFF é



10

15

20

25

141

aplicado. E, o campo ‘bsDiffType’ designa ou ‘DF: DIFF-FREQ’
ou ‘DT: DIFF-TIME'.

E, o campo ‘bsDiffTimeDirection’ é informagdo para
designar se uma direcdo de codificagdo em um eixo do tempo &
‘PARA FRENTE’ ou ‘PARA TRAS’ no caso em que o campo ‘bs-
DiffType’ & 'DT’'.

A informacdo de tipo de codificacgcdo por entropia
104b em cada um dos grupos 10lb e 10lc inclui o campo ‘bsCo-
dingScheme’ e o campo ‘bsPairing’,

O campo ‘bsCodingScheme’ré a informacdo para de-
signar se a codificagdo por entropia é 1D ou 2D.

E, o campo ‘bsPairing’ é a informagdo se uma dire-
cdo para extrair dois indices é uma diregdo de freqiiéncia
(FP: Emparelhamento de Frequiéncia) ou uma direcdao do tempo
(TP: Emparelhamento de Témpo) no caso em que o campo ‘bsCo-
dingScheme’ designa ‘2D’.

A palavra de cdédigo 104c em cada um dos grupos
10lb e 10lc inclui o campo ‘bsCodeW’. E, o campo ‘bsCodeW’
designa uma palavra de cdédigo em _uma tabela aplicada para
codificacdo por entropia. Assim, a maior parte dos dados a-
cima mencionados se torna alvos de codificacgdo por entropia.
Nesse caso, eles sdo transferidos pelo campo ‘bsCodeW’. Por
exemplo, um valor de referéncia piloto e o valor de indice
LAV de codificacéao PBC,'que se tornam alvos de codificacdo
por entropia, sao transferidos pelo campo ‘bsCodeW’.

Os dados laterais 104d em cada um dos grupos 101b
e 101lc incluem o campo ‘bsLsb’ e o campo ‘bsSign’. Em parti-

cular, os dados laterais 104d incluem outros dados, que sao
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codificados por entropia para ndo serem transferidos pelo
campo ‘bsCodeW’, bem como o campo ‘bsLsb’ e o campo ‘bs—;
Sign’.

O campo ‘bsLsb’ é um campo aplicado ao parédmetro
parcial mencionado acima e é a informacdo lateral transferi-
da somente se um tipo de dados é ‘CPC’ e no caso de quanti-
zacdo ndo grosseira.

E, o campo ‘bsSign’ é a informacdo para designar
um sinal de um indice extraido no caso de aplicar codifica-
cdo por entropia 1D. |

Além disso, dados transferidos pelo esquema PCM
sdo incluidos nos dados laterais 104d.

Caracteristicas da estrutura de dados de processa-
mento de sinal de acordo com a presente invengdo sdo expli-
cadas como segue..

Primeiro de tudo, uma estrutura de dados de pro-
cessamento de sinal de acordo com a presente inveng¢do incluil
uma parte de carga util tendo pelo menos uma de informagédo

de codificacdo de dados incluindo informagdo de codificagao

'piloto pelo menos por um quadro e informacdo de codificacgdo

por entropia e uma parte de cabecalho tendo informagdo de
configuracdo principal para a parte de carga util.

A informacdo de configuracdo principal inclui uma
primeira parte de informacdo de tempo tendo informagdo de
tempo para quadros inteiros e uma primeira parte de informa-
cdo de freqiéncia tendo informagdo de freqiiéncia para oOs

quadros inteiros.
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E, a informacdo de configuragdo principal adicio-
nalmente inclui uma primeira parte de informag¢ao de agrupa-
mento interno tendo informacdo para agrupamento interno de
um grupo aleatério incluindo uma pluralidade de dados por
quadro.

O quadro inclui uma primeira parte de dados tendo
pelo menos uma dentre a informacdo de codificacdo de dados e
a informacdo de codificagdo por entropia, e uma parte de in-
formacdo de quadro tendo informag¢do de sub-configurag¢ao para
a primeira parte de dados.

A informacdo de sub-configuracdo inclui uma segun-
da parte de informacdo de tempo tendo informagdo de tempo
para grupos inteiros. E, a informacdo de sub-configuracao
adicionalmente inclui uma parte de informacdo de agrupamento
externo tendo informacdo para agrupamento externo de um gru-
po aleatdrio incluindo uma pluralidade de dados pelo grupo.
Além disso, informacdo de sub-configuragdo adicionalmente

inclui uma segunda parte de informagdo de agrupamento inter-

no tendo informacdo para agrupamento_interno do grupo alea-

tério incluindo uma pluralidade dos dados.

Finalmente, o grupo inclui a informacdo de codifi-
cacdo de dados tendo informagdo para um esquema de codifica-
cdo de dados, a informacdo de codificagdo por entropia tendo
informacgdo para um esquema de codificagdo por entropia, um
valor de referéncia correspondente a uma pluralidade de da-
dos, e uma segunda parte de dados tendo um valor de diferen-
ca gerado usando o valor de referéncia e os dados.

[Aplicacdo a Codificacdo de Audio (MPEG Ambiente)]
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Um exemplo de unificar os conceitos e as caracte-
risticas da presente invencdo mencionadas acima é explicado
a seguir.

A FIG. 28 é um diagrama de bloco de um aparelho
para compressdo e recuperacdo de audio de acordo com uma mo-
dalidade da presente invencgdo.

Com relacdo a FIG. 28, um aparelho para compressao
e recuperacdo de &udio de acordo com uma modalidade da pre-
sente invencdo inclui uma parte de compressdo de 4&udio
105~400 e uma parte de recuperacdo de audio 500~800.

A parte de compressdo de audio 105~400 inclui uma
parte de mistura descendente 105, uma parte de codificacgdo
de nucleo 200, uma parte de codificagdo de informagdo espa-
cial 300 e uma parte de multiplexagdo 400.

| E, a parte de mistura descendente 105 inclui uma
parte de mistura descendente de canal 110 e uma parte de ge-
racdo de informacdo espacial 120.

Na parte de mistura descendente 105, entradas da
parte de mistura descendente de canal 110 sdoc um sinal de
dudio de N multicanais (X1, X2,..., XN) e o sinal de &udio.

A parte de mistura descendente de canal 110 emite
um sinal misturado de forma descendente em canais de numero
menor do que os canals das entradas.

Uma saida da parte de mistura descendente 105 é
misturada de forma descendente em um ou dois canais, um nua-
mero especifico de canais de acordo com um comando de mistu-
ra descendente separado, ou um numero especifico de canais

pré-estabelecido de acordo com a implementac¢do do sistema.
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A parte de codificacdo de nucleo 200 executa codi-
ficacdo de nucleo na saida da parte de mistura descendente
de canal 110, isto é, o sinal de &udio de mistura descenden-
te. Nesse caso, a codificacdo de nucleo é executada de uma
maneira a comprimir uma entrada usando varios esquemas de
transformacdo tal como o esquema de transformac¢ao discreta e
seus similares.

A parte de geragdo de informacdo espacial 120 ex-
trai informacdo espacial do sinal de &udio multicanal. A
parte de geracdo de informagdo espacial 120 entdo transfere
a informacdo espacial extraida para a parte de codificacao
de informacgdo espacial 300.

A parte de codificagdo de informacao espacial 300
executa codificacdo de dados e codificag¢do por ehtropia na
informacdo espacial inserida. A parte de codificacgdo de in-
formacdo espacial 300 executa pelo menos uma de PCM, PBC e
DIFF. Em alguns casos, a parte de codificagdo de informacgao
espacial 300 adicionalmente executa codificagdo por entropi-
a. Um esquema de decodificacdo por uma parte de decodifica-
cdo de informacdo espacial 700 pode ser decidido de acordo
com gqual esquema de codificagdo de dados é usado pela parte
de codificacdo de informacdo espacial 300. E, a parte de co-

dificacdo de informacdo espacial 300 sera explicada em deta-

' lhes com relacdo a FIG. 29 posteriormente.

Uma saida da parte de codificag&o de nucleo 200 e
uma saida da parte de codificagdo de informagdo espacial 300

sdo inseridas na parte de multiplexacdo 400.
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A parte de multiplexagdo 400 multiplexa as duas
entradas em um fluxo de bits e entdo transfere o fluxo de
bits para a parte de recuperagao de audio 500 a 800.

A parte de recuperacdo de 4udio 500 a 800 inclui
uma parte de desmultiplexacdo 500, uma parte de decodifica-
cdo de nucleo 600, uma parte de decodificacdo de informagéao
espacial 700 e uma parte de geragdo de multicanal 800.

A parte de desmultiplexagdo 500 desmultiplexa o
fluxo de bits recebido em uma parte de audio e uma parte de
informacdo espacial. Nesse caso, a parte de 4dudio é um sinal
de 4&udio comprimido e a parte de informagdo espacial €& uma
informacdo espacial comprimida.

A parte de decodificagdo de nucleo 600 recebe o
sinal de 4udio comprimido da parte de desmultiplexagéo 500.
A parte de decodificacdo de nucleo 600 gera um sinal de au-
dio de mistura descendente decodificando o sinal de audio
comprimido.

A parte de decodificacdo de informacdo espacial

700 recebe a informag¢do espacial comprimida da parte de des-

multiplexacdo 500. A parte de decodificagdao de informagéao
espacial 700 gera a informagdo espacial decodificando a in-
formacdo espacial comprimida.

Fazendo isso, a informacdo de identificag¢do indi-
cando varias informacdes de agrupamento e de codificacdo in-
cluidas na estrutura de dados mostrada na FIG. 27 é extraida
do fluxo de bits recebido. Um esquema de decodificacgdo espe-
cifico é selecionado de pelo menos um ou malis esquemas de

decodificacdo de acordo com a informagdo de identificacgao.
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E, a informacdo espacial é gerada decodificando-se a infor-
macdo espacial de acordo com o esquema de decodificagdo se-
lecionado. Nesse caso, o esquema de decodificagao pela parte
de decodificacdo de informacdo espacial 700 pode ser decidi-
do de acordo com qual esquema de codificag¢do de dados é usa-
do pela parte de codificacdo de informacdo espacial 300. E,
a parte de decodificagdo de informacdo espacial 700 sera ex-
plicada em detalhes com relagdo & FIG. 30 posteriormente.

A parte de geracdo de multicanal 800 recebe uma
saida da parte de codificac¢do de nucleo 600 e uma saida da
parte de decodificagdo de informagdo espacial 160. A parte
de geracdo de multicanal 800 gera um sinal de audio de N
multicanais Y1, Y2,..., YN a partir das duas saidas recebi-
das.

Enquanto isso, a parte de compressdo de audio
105~400 fornece um identificador indicando gqual esquema de
codificacdo de dados é usado pela parte de codificacdo de
informacdo espacial 300 & parte de recuperacdo de audio
500~800. Para preparar para o caso explicado acima, a parte
de recuperacdo de audio 500~800 inclui um dispositivo para
analisar a informacdo de identificacgao.

Entdo, a parte de decodificagdo de informacaoc es-
pacial 700 decide um esquema de decodificagdo com relagdo a
informacdo de identificacdo fornecida pela parte de compres-
sdo de &udio 105~400. Preferencialmente, o dispositivo para
analisar a informacdo de identificag¢do indicando o esquéma
de codificacdo é fornecido a parte de decodificagéo de in-

formagcdo espacial 700.
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A FIG. 29 é um diagrama de bloco detalhado de uma
parte de codificagdo de informagdo espacial de acordo com
uma modalidade da presente invengdo, na qual informagado es-
pacial é chamada de um pardmetro espacial.

Com relacdo a FIG. 29, uma parte de codificacgdo de
acordo com uma modalidade da presente invenc¢do inclui uma
parte de codificagdo PCM 310, uma parte DIFF (codificagao
diferencial) 320 e uma parte de codificagdo Huffman 330. A
parte de codificagdo Huffman 330 corresponde a uma modalida-
de de executar a codificacdo por entropia mencionada acima.

A parte de codificagdo PCM 310 inclui uma parte de
codificacdo PCM agrupada 311 e uma parte PBC 312. A parte de
codificacdo PCM agrupada 311 codifica por PCM parametros es-
paciais. Em alguns casos, a parte de codificag¢do PCM agrupa-
da 311 é capaz de codificar por PCM os pardmetros espaciais
por uma parte de grupo. E, a parte PBC 312 executa o PBC
mencionado acima em pardmetros espaciais.

A parte DIFF 320 executa a DIFF mencionada anteri-

ormente em pardmetros espaciais.

Em particular, na presente invengdo, uma dentre a
parte de codificacdo PCM agrupada 311, a parte PBC 312 e a
parte DIFF 320 seletivamente opera para codificacdo de para-
metros espaciais. E, seu dispositivo de controle ndo € sepa-
radamente mostrado no desenho.

O PBC executado pela parte PBC 312 foi explicado
em detalhes na descricdo anterior, da qual explicagdo sera

omitida na seguinte descricgdo.
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Para um outro exemplo de PBC, PBC é uma vez execu-
tado em pardmetros espacials. E, o PBC pode ser adicional-
mente executado N vezes (N > 1) em um resultado do primeiro
PBC. Em particular, o PBC é pelo menos uma vez executado em
um valor piloto ou valores de diferenga como um resultado da
execucdo do primeiro PBC. Em alguns casos, é preferencial
gque o PBC seja executado nos valores de diferenca somente
exceto o valor piloto desde o segundo PBC.

A parte DIFF 320 inclui uma parte de codificacgdo
DIFF _FREQ 321 executando DIFF_FREQ em um parametro espacial
e partes de codificagdo DIFF TIME 322 e 323 executando
DIFF TIME em pardmetros espaciais.

Na parte DIFF 320, um selecionado do grupo que
consiste da parte de codificagéo DIFF FREQ 321 e das partes
de codificagdo DIFF TIME 322 e 323 executa o processamento
para um pardmetro espacial inserido.

Nesse caso, as partes de codificagao DIFF TIME séao

classificadas em uma parte DIFF TIME FORWARD 322 executando

DIFF TIME FORWARD em um pardmetro espacial e uma parte

DIFF TIME BACKWARD 323 executando DIFF_TIME_BACKWARD em um
pardmetro espacial.

Nas partes de codificagdo DIFF TIME 322 e 323, um
selecionado dentre a parte DIFF TIME FORWARD 322 e a parte
DIFF TIME BACKWARD 323 executa um processo de codificacao de
dados em um pardmetro espacial inserido. Além disso, a codi-
ficacdo DIFF executada por cada um dos elementos internos

321, 322, e 323 da parte DIFF 320 foi explicada em detalhes
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na descricdo anterior, da gqual explicagdo sera omitida na
seguinte descrigdo.

A parte de codificagdo Huffman 330 executa codifi-
cacdo Huffman em pelo menos uma dentre uma parte PBC 312 e
uma saida da parte DIFF 320.

A parte de codificacdo Huffman 330 inclui uma par-
te de codificacdo Huffman de 1 dimensdo (aqui abreviada par-
te HUFF 1D) 331 processando dados a serem codificados e
transmitidos um a um e uma parte de codificacdo Huffman de 2
dimensdes (aqui abreviada partes HUFF 2D 332 e 333) proces-
sando dados a serem codificados e transmitidos por uma uni-
dade de dois dados combinados.

Uma selecionada dentre a parte HUFF 1D 331 e as
partes HUFF 2D 332 e 333 na parte de codificacdo Huffman 330
executa processamento de codificacgdo Huffman em uma entrada.

Nesse caso, as partes HUFF_ZD 332 e 333 sao clas-
sificadas em uma parte de codificacdo Huffman de 2 dimensdes

de par de freqiéncias 332 (aqui abreviada parte

HUFF 2D FREQ PAIR) executando codificagdo Huffman em um par
de dados ligados juntos baseados em uma freqﬁéncié e uma
parte de codificacdo Huffman de 2 dimensdes de par de tempos
333 (aqui abreviada parte HUFF 2D TIME PAIR) executando co-
dificacdo Huffman em um par de dados ligados juntos baseados
em um tempo.

Nas partes HUFF 2D 332 e 333, uma selecionada den-
tre a parte HUFF 2D FREQ PAIR 332 e a parte
HUFF 2D TIME PAIR 333 executa um processamento de codifica-

cdo Huffman em uma entrada.
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A codificacdo Huffman executada por cada um dos
elementos internos 331, 332 e 333 da parte de codificagdo
Huffman 330 serd explicada em detalhes na seguinte descri-
cdo.

Portanto, uma saida da parte de codificagdo Huff-
man 330 é multiplexada com uma saida da parte de codificagé&o
PCM agrupada 311 para ser transferida.

Em uma parte de codificagdo de informacdo espacial
de acordo com a presente inveng¢do, varios tipos de informa-
cdo de identificacdo gerados a partir de codificac¢do de da-
dos e de codificacdo por entropia sdo inseridos em um fluxo
de bits de transporte. E, o fluxo de bits de transporte é
transferido a uma parte de decodificacdo de informagao espa-
cial mostrada na FIG. 30.

A FIG. 30 é um diagrama de bloco detalhado de uma
parte de decodificacgdo de informagdo espacial de acordo com
uma modalidade da presente invencgdo.

Com relacdo a FIG. 30, uma parte de decodificacao
de informagdo espacial recebe um fluxo de bits de transporte
incluindo informacdo espacial e entdo gera a informacgdo es-
pacial decodificando o fluxo de bits de transporte recebido.

A parte de decodificacdo de informagdo espacial
700 inclui uma (parte de andlise de sinalizadores) de extra-
cdo de identificador 710, uma parte de decodificagao PCM
720, uma parte de decodificagdo Huffman 730 e uma parte de
decodificacdo diferencial 740.

A parte de andlise de identificador 710 da parte

de decodificacdo de informacdo espacial extrai varios iden-



10

15

20

25

152

tificadores de um fluxo de transporte e entdo analisa os i-
dentificadores extraidos. Isso significa que varios tipos da
informacdo mencionada na descricgdo anterior da FIG. 27 sao
extraidos.

A parte de decodificacgdo de informacdo espacial é
capaz de saber qual tipo de esquema de codificag¢do €& usado
para um pardmetro espacial usando uma saida da parte de ana-
lise de identificador 710 e entdo decide um esquema de deco-
dificacdo correspondente ao esquema de codificacdo reconhe-
cido. Além disso, a execucdo da parte de andlise de identi-
ficador 710 pode ser feita pela parte de desmultiplexagdo
500 mencionada acima também.

A parte de decodificacdo PCM 720 inclui a parte de
decodificacdo PCM agrupada 721 e uma parte de decodificagao
baseada em piloto 722. |

A parte de decodificacdo PCM agrupada 721 gera pa-
rametros espaciais executando decodificagdo PCM em um fluxo

de bits de transporte. Em alguns casos, a parte de decodifi-

cagdo PCM agrupada 721 gera parametros espaciais de uma par-

te de grupo decodificando um fluxo de bits de transporte.

A parte de decodificagdo baseada em piloto 722 ge-
ra valores de paradmetros espaciais executando decodificacgao
baseada em piloto em uma saida da parte de decodificagdo
Huffman 730. Isso corresponde a um caso em que um valor pi-
loto estd incluido em uma saida da parte de decodificacgéao
Huffman 730. Para exemplo separado, a parte de decodificacgao
baseada em piloto 722 é capaz de incluir uma parte de extra-

cdo piloto (ndo mostrada no desenho) para diretamente extra-
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ir um valor piloto de um fluxo de bits de transporte. Assim,
os valores de parametro espacial s&o gerados usando o valor
piloto extraido pela parte de extracdo piloto e valores de
diferenca que sdo as saidas da parte de decodificacao Huff-
man 730.

A parte de decodificagdo Huffman 730 executa deco-
dificacdo Huffman em um fluxo de bits de transporte. A parte
de decodificacdo Huffman 730 inclui uma parte de decodifica-
cdo Huffman de 1 dimensdo (aqui abreviada parte de decodifi-
cagdo HUFF _1D) 731 emitindo um valor de dados um a um execu-
tando decodificacdo Huffman de 1 dimensdo em um . fluxo de
bits de transporte e partes de decodificagdo Huffman de 2

dimensdes (aqui abreviadas partes de decodificagdo HUFF_2D)

732 e 733 emitindo um par de valores de dados cada um atra-

vés da execucdo de decodificacdo Huffman de 2 dimensdes em
um fluxo de bits de transporte.

A parte de analise de identificador 710 extrai um
identificador (por exemplo ‘bsCodingScheme’) indicando se um
partir de um fluxo de bits de trahsporte e entdo reconhece o
esquema de codificagdo Huffman usado pela andlise do identi-
ficador extraido. Assim, ou a decodificagdao HUFF_1D ou
HUFF 2D correspondente a cada caso é decidida como um esque-
ma de decodificacdo Huffman.

A parte de decodificagdo HUFF_1D 731 executa deco-
dificagdo HUFF 1D e cada uma das partes de decodificacgao

HUFF 2D 732 e 733 executa decodificagdo HUFF_2D.
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No caso em que o esquema de codificacdo Huffman é
HUFF 2D em um fluxo de bits de transporte, a parte de anali-
se de identificador 710 adicionalmente extrai um identifica-
dor (por exemplo, ‘bsParsing’) indicando se o esdquema
HUFF 2D é HUFF_2D FREQ PAIR ou HUFF_2D_TIME_PAIR e entdo a-
nalisa o identificador extraido. Assim, a parte de analise
de identificador 710 é éapaz de reconhecer se dois dados
configurando um par estdo ligados juntos baseados na fre-
giiéncia -ou no tempo. E, uma dentre a decodificacdo Huffman
de 2 dimensdes de par de freqiiéncias (aqui abreviada decodi-
ficagdo HUFF 2D FREQ PAIR) e a decodificag¢do Huffman de 2
dimensdes de par de tempos (aqui abreviada decodificagao
HUFF_ZD_TIME_PAIR).correspondentes aos respectivos casos é
decidida como o esquema de decodificacdo Huffman.

Nas partes de decodificacgéao HUFF_ZD.732 e 733, a
parte HUFF 2D FREQ PAIR 732 executa decodificagéao
HUFF 2D FREQ PAIR e a parte HUFF_2D_TIME_PAIR executa deco-
dificagdo HUFF_ 2D FREQ TIME.

Uma saida da parte de decodificagdo Huffman 730 é
transferida a parte de decodificacdo baseada em piloto 722
ou & parte de decodificacgdo diferencial 740 baseada em uma
saida da parte de andlise de identificador 710.

A parte de decodificagdo diferencial 740 gera va-
lores de pardmetro espacial executando decodificacdo dife-
rencial em uma saida da parte de decodificagdo Huffman 730.

A parte de andlise de identificador 710 extrai um
identificador (por exemplo, ‘bsDiffType’) indicando se um

esquema DIFF é DIFF FREQ ou DIFF TIME de um fluxo de bits de
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transporte e entdo reconhece o esquema DIFF usado analisando
o identificador extraido. Assim, uma dentre a decodificacgdo
DIFF FREQ e a decodificagdo DIFF_TIME correspondentes aos
respectivos casos é decidida como um esquema de decodifica-
cdo diferencial.

A parte de decodificacdo DIFF FREQ 741 executa de-
codificagdo DIFF FREQ e cada uma das partes de decodificacdo
DIFF TIME 742 e 743 executa decodificagao DIFF TIME.

No caso em que o esquema DIFF & DIFF TIME, a parte
de andlise de identificador 710 adicionalmente extrai um i-
dentificador (por exemplo, ‘bsDiffTimeDirection’) indicando
se o DIFF TIME é DIFF TIME FORWARD ou DIFF TIME_ BACKWARD de
um fluxo de bits de transporte e entao analisa o identifica-
dor extraido.

Assim, é capaz de reconhecer se uma saida da parte
de decodificacdo Huffman 730 é um valor de diferenga entre
dados atuais e dados anteriores ou um valor de diferenca en-
tre os dados atuais e os préximos dados. Uma dentre a deco-
dificacao DIFF TIME FORWARD e decodificacéo
DIFF_TIME BACKWARD correspondentes aos respectivos casos é
decidida como um esquema DIFF TIME.

Nas partes de decodificagdo DIFF TIME 742 e 743, a
parte DIFF TIME FORWARD 742 executa decodificacéo
DIFF TIME FORWARD e a parte DIFF_TIME;BACKWARD 743 executa
decodificagdo DIFF_TIME BACKWARD.

Um procedimento para decidir um esquema de decodi-
ficacdo Huffman e um esquema de decodificagdo de dados base-

ados em uma saida da parte de andlise de identificador 710
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na parte de decodificacdo de informagdo espacial é explicado
como segue.

Por exemplo, a parte de andlise de identificador
710 1& um primeiro identificador (por exemplo, ‘bsPCMCo-
ding’) indicandc qual de PCM e DIFF é usado para codificar
um pardmetro espacial.

Se o primeiro identificador corresponde a um valor
indicando PCM, a parte de andlise de identificador 710 adi-
cionalmente 1& um segundo identificador (por exemplo, ‘bsPi-
lotCoding’) indicando qual de PCM e PBC é usédo para codifi-
cacdo de um parametro espacial.

Se o segundo identificador corresponde a um valor
indicando PBC, a parte de decodificagdo de informacao eépa—
cial executa decodificacgdo correspondente ao PBC.

Se o segundo identificador corresponde a um valor
indicando PCM, a parte de decodificag¢do de informagao espa-
cial executa decodificacido correspondente ao PCM.

Por outro lado, se o primeiro identificador cor-
responde a um valor indicaﬁdo DIFF, a parte de decodificacgédo
de informacgao eSpacial executa um processamento de decodifi-
cagdo correspondente ao DIFF.

Aplicabilidade Industrial

Estard aparente aqueles versados na técnica que
modalidades preferenciais da presente invencdo sdo exempli-
ficadas somente e varias melhorias, variacgdes, alternacgdes
ou adigdes da modalidade podem ser feitas na presente inven-
cdo sem abandonar o espirito ou escopo da invencdo. Por e-

xemplo, o agrupamento, a codificagdo de dados e a codifica-
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cdo por entropia de acordo com a presente invengdo sdo apli-
caveis a uma variedade de aplicac¢des e produtos. Em adigéo,
é possivel fornecer um meio para armazenar dados tendo pelo

menos uma caracteristica da presente invencdo.
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REIVINDICACOES

1. Método de processar um sinal, CARACTERIZADO pe-
lo fato de que compreende:

receber sinais de transmissdo incluindo fluxo de
video e fluxo de Aaudio a partir de uma rede de internet, os
sinais de transmissdo encapsulados por um protocolo de in-
ternet e desencapsular os sinais de transmissdo encapsula-
dos;

desmultiplexar os sinais de transmissdao no fluxo
de video e no fluxo de 4audio, o fluxo dé dudio incluindo da-
dos de &udio codificados por um esquema de codificacido de
dados; e

obter um valor de referéncia piloto correspondente
a uma pluralidade de unidades de dados nos dados de audio e
um valor de diferenca piloto; obter os dados de audio usando
o valor de referéncia piloto e o valor de diferenca piloto e
decodificar os dados de &audio.

2. (Cancelada) Método, de acordo com a reivindica-
cdo 1, CARACTERIZADO adicionalmente pelo fato de que compre-
ende decodificar pelo menos um do valor de referéncia piloto
e do valor de diferencga piloto.

3. (Cancelada) Método, de acordo com a reivindica-
cdo 1, CARACTERIZADO pelo fato de que os dados sdo um para-
metro, e o método adicionalmente compreende re-construir um
sinal de &udio usando o parédmetro obtido.

4, Método, de acordo com a reivindicacdo 1,
CARACTERIZADO pelo fato de que na etapa de obtencgéo, os da-

dos de &audio sdo obtidos por pelo menos um parametro de uma
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de dadés.

6. Método, de acordo com a reivindicagdo 1,
CARACTERIZADO pelo fato de que o valor de referéncia piloto
é um valor extraido de uma tabela.

7. Método, de acordo com a reivindicagdo 1,
CARACTERIZADO adicionalmente pelo fato de que compreende se-
lecionar dados tendo eficiéncia de codificag¢do mais alta co-
mo um valor de referéncia piloto final depois deste ter sido
configurado para cada um da pluralidade de dados.

8. Aparelho para processamento de sinal,
CARACTERIZADO pelo fato de que compreende: -

um gerenciador desenéapsulando o sinal recebido
por uma rede de protocolo de Internet;

| .uma parte de thengéo de valor obtendo um valor de
referéncia piloto correspondente a uma pluralidade de dados
e um Qalor de diferenca piloto correspondente ao valor de
referéncia piloto a partir do sinal desencapsulado; e

uma parte de obtencdo de dados obtendo os dados
usando o valor de referéncia piloto e o valor de diferencga
piloto.

9. Método para processamento de sinal,
CARACTERIZADO pelo fato de que compreende:

gerar um valor de diferenca piloto usando um valor
de referéncia piloto correspondente a uma pluralidade de da-
dos e os dados; e

encapsular e transferir o valor de diferenga pilo-
to gerado por uma rede de protocolo de Internet. |

10. Aparelho para processamento de sinal,



CARACTERIZADO pelo fato de que compreende:

uma parte de geracdo de valor gerando um valor de
diferenca piloto usando um valor de referéncia corresponden-
te a uma pluralidade de dados e os dados; e

um gerenciador encapsulando e transferindo o valor
de diferenga piloto gerado por uma rede de protocolo de In-

ternet.
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Fig. 29
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Fig. 30
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RESUMO

“METODO E APARELHO PARA PROCESSAMENTO DE SINAL”

Um método e um aparelho para processamento de si-
nal que habilita a compressdo e recuperacao de dados com al-
ta eficiéncia de transmissdo sdo descritos. A codificacdo de
entropia e a codificacdo de dados sdo executadas com corre-
lacdo e agrupamento é usado para aumentar a eficiéncia de
codificacdo. Um método para processamento de sinal de acordo
com essa invencgdo inclui desencapsular o sinal recebido por
uma fede de protocolo de Internet, obter um valor de refe-
réncia piloto correspondente a uma pluralidade de dados e um
valor de diferenca piloto correspondente ao valor de refe-
réncia piloto do sinal desencapsulado e obter os dados usan-
do o valor de referéncia piloto e o valor de diferenga pilo-

to.
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