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PACKET FILTERING IN CONNECTION-BASED
SWITCHING NETWORKS

Field of the Inventi

This invention relates to communication networks, and, more particularly to apparatus
and methods for filtering packets in a connection-based switching network that includes a

shared-media subnetwork.

Background of the Invention

As businesses have realized the economic advantages of sharing expensive computer
resources, cabling systems (including wireless cabling systems) have proliferated in order to
enable the sharing of such resources over a computer network. A network for permitting this
communication may be referred to as a local area network or “LAN.” LAN refers to an
interconnection data network that is usually confined to a moderately-sized geographical area,
such as a single office building or a campus area. Larger networks are often referred to as wide
area networks or “WANs.”

Networks may be formed using a variety of different interconnection elements, such as
unshielded twisted pair cables, shielded twisted pair cables, coaxial cable, fiber optic cable or
even wireless interconnect elements. The configuration of these cabling elements, and the
interfaces for the communication medium, may follow one (or more) of many topologies, such as
star, ring or bus. In addition, a number of different protocols for accessing the networking
medium have evolved. For example, the Institute of Electrical and Electronics Engineers, IEEE,
has developed a number of standards for networks, including IEEE 802.3 relating to Ethernet
buses using carrier sense multiple access and collision detection, IEEE 802.4 relating to token
buses using token passing and IEEE 802.5 relating to token ring networks using token passing.
The American National Standards Institute (ANSI) has also developed a standard for fiber
distributed data interface (FDDI) using multiple token passing.

As demand has grown, communication networks have gotten bigger and bigger.
Eventually, the number of stations on the network use up the available bandwidth for that
network, or approach limits imposed by the physical medium employed. In addition, it is often

desirable to combine two existing networks into one larger network. Accordingly, methods and
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apparatus for connecting two separate networks have developed. One such method involves the
use of a bridge.

Generally, a “bridge” refers to a link between (at least) two networks. Thus, when a
bridge receives information on one network, it may forward that information to the second
network. In this fashion, two separate networks can be made to function as one larger network.

Fig. 1A illustrates one example of networks being interconnected. A first network NW1
is shown as a network cloud NW1. End station ES1 is located within that network. Similarly,
the figure illustrates a second network NW2 containing a second end station ES2; a third network
NW3 containing a third end station ES3; and a fourth network NW4 containing a fourth end
station ES4.

In Fig. 1A, the four networks NW1, NW2, NW3 and NW4, are interconnected using a
shared media network F. (As discussed in more detail below, information on a shared media
network is made available to all switches on that network.) The strategy for connecting networks
NWI1-NW4 in the topology of Fig. 1A uses a “backbone.” That is, a separate network is
disposed between each of the existing networks NW1-NW4. Communication traffic between the
networks, therefore, is sent over the network backbone F. In the illustration, shared media
network F is an FDDI token ring. Since shared media network F (or any of networks NW1-
NW4) constitutes a communication network within a larger communication network, shared-
media network F may also be referred to as a subnetwork.

Interconnections may be achieved using switches S1, S2, S3 and S4. The switch S1 may
include two components. The FDDI components F1-F4 process and manage communications
over the FDDI ring F, according to methods known in the art. The bridging components B1-B4
manage the bridging of traffic from the networks NW1-NW4 to the FDDI ring F, and vice-versa.

Bridging strategies are well known in the art, and are the subject of a standard
promulgated by the IEEE, IEEE 802.1, concerning transparent or self-learning bridges. A useful
background discussion of bridges can be found in Radia Perlman, /nterconnections: Bridges and
Routers, Edison Wellesley Professional Computing Series, Reading, MA (1992). To aid in
understanding the present invention, a discussion of transparent bridges follows. This discussion
is not intended to limit the scope or application of the present invention and claims.

One possible strategy for connecting two networks with a bridging board would be for
the bridging board to forward all communications (often referred to as “packets” or “data

packets” -- both of these terms, as used in the specification and the claims, are intended to
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include traditional data packets and their functional equivalents, such as “cells,” “datagrams,” or
the like) to all other networks connected to that board. For example, whenever a communication
is sent from end station ES1, that communication would be forwarded via the shared media
subnetwork F to each of the other networks NW2, NW3 and NW4, regardiess of who is the
intended recipient. In this fashion, the shared-media subnetwork F would serve to combine the
four networks NW1-NW4 as though they were only one network. Unfortunately, the duplication
of every message sent on the network would quickly clog up the available bandwidth on each of
the networks.

To address this problem, it would be possible to program each bridging board with the
location of each station on each network. In this way, every communication could be routed to
the appropriate network. This is a viable option as discussed below for connection-based
networks: however, it may require replacement of existing network hardware, at additional
expense.

Another alternative is to have a bridging board watch traffic across the board in order to
learn the location of each end station, as communications are made over the network. In this
fashion bridges could be simply plugged into networks and left on their own to learn the proper
connections to be made. This type of bridge is often referred to as a “transparent” bridge or
“self-learning” bridge.

Fig. 1B illustrates an example of end station ES1 sending a packet to end station ES2.
Each packet of information includes a unique identifier that indicates the source station and
destination station for the packet. In this example, the source address would be a unique address
(such as a media access control, or “MAC” address) for ES1 and the destination address is a
unique identifier for ES2. In the example, the packet is first sent from network NW1 to the
backbone switch S1, as indicated at 12a. From this packet, bridging component B1 learns that
end station ES1 is located off of its network port, as indicated in the first two columns of the
table illustrated at T1. |

A function of the bridging components B1-B4 is to remove (Le., refuse to forward or
“filter”) data traffic that should not be sent to an attached network. In the present example, when
bridging component B1 determines that end station ES1 lies off of its network port, it should not
filter subsequent traffic to network NW1 -- if that traffic has a destination address corresponding
to end station ES1. Accordingly, a filter entry of the table T1 indicates that traffic to end station
ES1 should not be filtered.
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Because the destination address of the packet (which corresponds to end station ES2) is
not present in the table T1, bridging component B1 forwards the packet to the FDDI ring F. As
indicated at 12b, the FDDI component F1 forwards the packet along the FDDI ring. Because the
bridging component B2 is not aware of where end station ES2 is located, the bridging component
B2 forwards the packet onto network NW2, as indicated at 12c. In addition, bridging component
B2 learns from the source address for the packet that end station ES1 is located off of the FDDI
port. Accordingly, bridging component B2 should filter any future traffic received on the FDDI
port and destined to ES1. Thus, bridging component B2 creates a table T2 that identifies end
station ES1 as connected off of its FDDI connection (the FDDI port), and indicating in the filter
column that future traffic destined to end station ES1 should be filtered from network NW2.

Meanwhile, FDDI component F2 forwards the packet on its FDDI connection, as
indicated at 12e. Switches S3 and S4 process the packet in a similar manner as switch S2. As
indicated at 12i, the packet is again forwarded to FDDI component F1. Since F1 initiated this
packet on the FDDI ring F, FDDI component F1 terminates the packet.

Fig. 1C illustrates what happens when end station ES3 then sends a packet to end station
ES1. The packet is first forwarded from the network NW3 to the switch S3, as indicated at 13a.
As before, bridging component B3 learns that end station ES3 is located off its network port.
Accordingly, an entry is made in the table T3 indicating that end station ES3 is off of the
network port and that communications destined to end station ES3 should not be filtered.

As before, the FDDI component F3 will forward the packet to FDDI component F4.
Because the destination address for the packet is end station ES1, and there is an entry in the
table T4 indicating that packets with a destination address of ES1 should be filtered, this packet
is filtered at bridging component B4 and not forwarded to network NW4.

FDDI component F4 forwards the packet to FDDI component F1, as indicated at 13c.
Bridging component B1 refers to its table T1. End station ES1 is a known destination address
and is not a filter entry. Accordingly, the packet is forwarded onto network NW1, as indicated at
13d.

As indicated at 13e, the packet is also forwarded to FDDI component F2. As before, this
packet is filtered from network NW2, and bridging component B2 also learns that end station

ES3 lies off of its FDDI port -- thus, future communications to end station ES3 should also be
filtered.



15

20

25

30

WO 98/12840 PCT/US97/16635
-5-

The table located at each switch (e.g., tables T1-T4) may be implemented as a bridge
ASIC filter table or bridge address filter table (“BAF” table). A BAF may be implemented as a
separate special-purpose hardware or software mechanism. A purpose of the BAF is to permit
automatic filtering of packets. That is, the packet may be automatically filtered (or “in-line”
filtered) when received -- without intervention of a host CPU or other element implementing the
switching functions of the device. The host CPU for the switch may then process more
sophisticated procedures or functions while the BAF table and mechanism in-line filter unwanted
packets -- preventing these packets from swamping the host CPU. As a result, however, existing
hardware and software for a switch may apply filtering based on entries in the BAF table,
without providing any opportunity for implementing a more sophisticated filtering scheme on the
host CPU.

The network described above employs a destination address-based form of switching.
That is, the decision of where to route a packet is based on the destination address for that packet.
Most existing network topologies employ destination address-based procedures for determining
the flow of communication packets. Accordingly, when a switch receives a packet with a given
destination address on a particular port, that switch will always handle the packet in the same
manner -- filtering the packet or forwarding the packet to the same port, as determined, for
example, by the BAF tables or their equivalents.

The network described above also includes a shared media network F. In a shared media
network, switches or end stations may be exposed to communication traffic not intended for that
switch or end station. For example, a bus, such as a conventional ethernet network, employs a
shared media topology. Similarly, a conventional FDDI ring may be viewed as a shared media
topology -- each station or switch located on the FDDI ring is exposed to all traffic that is present
on the ring. As described above, shared media networks also may require some way of filtering
packets not intended to cross that switch.

Most currently implemented networks follow a destination address-based scheme and
include shared-media networks. An alternative, which is gaining increased acceptance, is to
employ connection-based networking.

In a connection-based network, a specific path may be selected through the network for a
given data packet. Thus, each packet follows a specific route or “connection” through the
network. For example, the packet itself could specify a route through switches on the network.

Alternatively, the source address (in combination with the destination address) for a packet could
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be used to identify a path through the switches. In this case, each source address/destination
address pair could be used to uniquely identify a path through the communication network and
each switch would know how to handle a packet corresponding to each source
address/destination address combination that has a connection passing through that switch.
Assignment of the path through the network could be done either through a central management
site or through a distributed mechanism for determining a connection path for each source
address/destination address pair that corresponds to a communication path that is currently being
used.

U. S. Patent No. 5,485,455 issued January 16, 1996, illustrates a particularly
advantageous embodiment of a connection-based network, using a centralized management agent
to establish the mapping of destination address/source address pairs to a communication path.
U.S. patent application 08/626,596, filed April 2, 1996, which is copending and commonly
owned, discloses a particularly advantageous connection-based networking system employing
distributed determination of communication paths through the switched network. Each of the
above-identified patents and applications are hereby incorporated by reference in their entirety.

Connection-based networks offer an opportunity to improve network efficiency (i.e., the
effective bandwidth of the network) and to provide additional services to network users.
Accordingly, many network administrators would like to implement connection-based
networking systems. Unfortunately, replacing existing destination-based hardware and software
components, including shared-media network infrastructure, in order to implement connection-
based network topologies can be an expensive proposition. Accordingly, there is a great need for
a method and apparatus utilizing existing destination-based components and shared media
networks in a connection-based scheme, preferably in a way that permits efficient filtering of
packets in a shared-media subnetwork. Such a method and apparatus could, for example, permit

an existing shared media network to be integrated into a newer connection-based networking

scheme.

Summary of the Invention

According to one embodiment of the invention, a method for filtering a plurality of
packets received by a switch having a set of known connections is provided. According to this
method, information on known connections for the switch is maintained and packets that do not

correspond to one of the known connections are filtered.
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According to another embodiment of the invention, a method for routing a packet through
a connection-based network that includes a shared-media subnetwork is provided. According to
the method, the packet is routed through a switch on the shared-media network and filtered on
another switch on the shared-media network.

According to another embodiment of the invention, a method of using a switch in a
connection-based communication network is provided. According to this embodiment, a path
through the network is identified; packets are forwarded according to the identified path; and a
packet that does not correspond to the identified path is filtered.

According to another embodiment of the invention, a switch for a connection-based
communication network is provided. The switch includes two communication ports, means for
maintaining information on a set of known connections, means for forwarding packets
corresponding to one of the known connections, and means for filtering packets that do not

correspond to one of the known connections.

Bri escription of Drawings

Fig. 1A illustrates a sample communication network.

Fig. 1B illustrates an example of a packet being sent from end station ES1 to end station
ES2 on the network of Fig. 1A.

Fig. 1C illustrates an example of a packet being sent from end station ES3 to end station
ES1 on the network of Fig. 1B.

Fig. 2 illustrates an embodiment of a switch for a communication network.

Fig. 3 illustrates one embodiment of a method for filtering packets on a shared-media
subnetwork of a connection-based network.

Fig. 4 illustrates an example according to the method of Fig. 3.

Fig. 5 illustrates a communication network that includes a redundant path.

Fig. 6 illustrates one embodiment of a method for programming a connection in a shared-
media subnetwork switch, according to the present invention.

Fig. 7 illustrates one embodiment of a method for unprogramming a connection in a
shared-media subnetwork switch, according to the present invention.

Fig. 8 illustrates one embodiment of a method according to the present invention for

receiving and filtering packets on a shared-media subnetwork switch.
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Fig. 9A illustrates an example of forwarding and filtering packets according to the
embodiment of the invention shown in Fig. 8.

Fig. 9B provides a second example of filtering connections according to the method of
Fig. 8.

Fig. 9C illustrates a third example of filtering packets according to the method of Fig. 8.

Detailed Description

While the preferred embodiment is described in the context of an FDDI subnetwork and
filtering using a BAF table, this is not intended to be limiting. Application to other shared media
networks and other filtering mechanisms is within the scope of the present invention.

Fig. 2 illustrates one embodiment of a switch S. The switch S includes two
communication ports 22 for receiving and sending data on an FDDI token network. An FDDI
component 21 is provided to control communication over the FDDI network. Two network ports
26 are also provided. These ports would channel communication to one or two networks coupled
to this switching board S. A CPU 23 is provided to control switching and filtering of packets
between any network connected via a port 26 and the FDDI network connected via ports 22. A
command port 24 is included for downloading commands to control the function of the CPU.
Specialized hardware 25 may also be provided. Such hardware could implement the BAF table
functions, such as filtering communication received via the FDDI component 21 from being
forwarded to the network attached via one of the ports 26. In one embodiment, specialized BAF
hardware 25 filters this communication without requiring the intervention (after an entry has
been made in the BAF table) of any software program located on the CPU 23. In this
embodiment, the processing of the CPU 23 does not get overloaded by an extremely high volume
of communication data on the shared-media FDDI network.

Use of the hardware of Fig. 2 in a connection-based network can be difficult. Use of the
BAF hardware is desirable due to its efficiency in filtering unwanted packets and to the fact that
it exists in many components of existing systems. It is not readily apparent, however, how BAF
hardware for destination address-based networking systems can be used in a connection-based
networking system. This is complicated by the fact that the BAF hardware may filter or
otherwise process packets received, prior to intervention by the CPU. This complicates the

ability to address the problem by downloading connection-based software to the CPU. If a
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packet is handled exclusively by the BAF hardware, the CPU will not be given an opportunity to
process the packet according to a connection-based networking scheme.

According to one embodiment of the invention, the connection-based switching
mechanism is resident on the CPU for the applicable switch. This switch may be implemented
as disclosed 1n U.S. Patent No. 5,485,455 to K. Dobbins, et al. which issued January 16, 1996.
U.S. patent application, serial number 08/550,630, entitled “Port-Link Configuration Tracking
Method and Apparatus,” filed October 31, 1995, discloses particularly advantageous methods
and apparatus for determining connections in a connection-based switching network that includes
a shared-media subnetwork. This application is hereby incorporated by reference in its entircty.

In one embodiment, a connection-based networking scheme is used that “programs”
connections between end stations before communication between those end stations can occur.
To program a connection, a path through switches on the network is first identified. That path
will define the single communication route to be used between those end stations (of course, in
other embodiments, more than one communication route could be selected). Each switch on the
identified path is informed (or deduces) that it is on that communication path and which port on
that switch should reccive packets for forwarding.

Thus, in Fig. 1A, to program a connection between end station ES1 and end station ES2,
switch S1 could be programmed to forward ES1/ES2 traffic (that is, packets having a source
address corresponding to end station ES1 and a destination address corresponding to end station
ES2) to the FDDI component. and ES2/ES1 packets to the network port coupled to network
NW1. Similarly. switch S2 would be programmed to forward ES1/ES2 traffic to its network port
coupled to network NW?2. and ES2/ES] traffic would be forwarded to the FDDI component.

In the above example, the ES1/ES2 connection is, therefore “known” to switches S1 and
S2, and not “known™ to switches S3 and S4. Thus, a connection is “known” if the source
address/destination address connection has been programmed through that particular switch.
(The present description assumes that known connections are identified by source address and
destination address. Usc of other identifiers is, of course, feasible and within the scope of the
present invention.)

A “known connection table” may be implemented in order to maintain information
concerning known connections. A known connection table may be implemented in memory

associated with a host CPU 23 of Fig. 2, or by any other equivalent means. The known
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connection table would, preferably, include an identifier for the forwarding port for each source
address/destination address combination corresponding to a known connection.

Thus, an existing network switch in a destination address-based networking scheme may
be programmed to perform connection-based switching by downloading alternative software to
the CPU for that switch. As explained above, however, this does not resolve how to filter
packets in a shared-media subnetwork, or how to retain the advantages of in-line filtering for a
shared-media subnetwork.

Fig. 3 illustrates one embodiment of a method for implementing conncction-based
networking on a destination address-based switch. For reasons explained below, this method 1s
useful for networks that do not include redundant communication paths. At a step 31, the
applicable switching board receives a packet. At a step 32, it is determined whether the
destination address for the packet is resident in the BAF table (with in-line filtering enabled) for
this switch. If so, at a step 33, the packet is automatically filtered. As indicated at the box B,
these steps may be implemented by the BAF hardware -- without intervention from a host CPU.
As is apparent from the figure, in this embodiment, the BAF is used only for filtering, and not for
forwarding packets. This may be done because, in a connection-based network scheme, the
destination address alone is not sufficient information for determining the forwarding port for a
switch. Additional information, such as the source address or other routing information, needs to
be examined.

If the destination address is not present in the BAF, processing may be resumed by a host
CPU, as indicated at the box H. At a step 34, it is first determined whether the applicable packet
corresponds to a known, or programmed, connection. That is, does the source
address/destination address pair indicate that the communication path for this connection passes
through this switching board (the source port may also be used in determining whether a
connection is known). If so, at a step 38, the packet is forwarded on the appropriate port,
according to a known connectioﬁ table for the swi‘tch. If not, at a step 35, the destination address
for that packet is added to the BAF table. At astep 36, the source address is also added to the
BAF table. Finally, at a step 37, the packet is filtered.

Thus, steps 35 and 36 assure that all future communications between these two end
stations will be filtered by the BAF, and without intervention by the CPU. In a preferred
embodiment, entries in the BAF table are removed if no packet has been filtered, based on that

entry, over a predetermined period of time.
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To program a connection, the source ports are first identified. For example, to program
the ES2-ES1 connection in the network of Fig. 1A, switch S1 would identify the FDDI port as
the source port for traffic to ES1, and the network NW1 port as the source port for traffic to ES2.
After identifying source ports, the corresponding BAF entries are removed. Thus, in the above
example, the entry in the BAF table for filtering traffic to ES1 received on the FDDI port is
removed (if any) and the entry for filtering traffic to ES2 received on the network NW1 port is
removed (if any, for example where another shared media network is used at NW1). (In the
preferred embodiment described herein, communication paths or “connections” are established
as two-way paths. That is, a packet from end station ES1 to end station ES2 will follow the same
path (in reverse order) as a packet from end station ES2 to end station ES1. Of course this is not
a requirement in a connection-based network. It would be apparent to one of ordinary skill in the
art that the methods and apparatus described herein could be readily adapted to permit
programming of one-way communication paths.)

Fig. 4 illustrates an example using the network illustrated in Fig. 1A, and after a
communication path has been programmed for communication from end station ES1 to end
station ES2. As can be seen, each entry in a BAF table corresponds to communications that will
be filtered. When packets are sent from ES1 to ES2 and ES2 to ES1, switches S3 and S4 each
program both the source address and destination address for the packets into their BAF tables,
because these are not known connections. Accordingly, packets to and from ES2 and ES1 are in-
line filtered at switches S3 and S4. Switch S1 has an entry in its BAF table that would permit
filtering of communications to ES2, when received on the FDDI port. When the connection is
programmed, end station ES1 is removed from the BAF table for switch S1 and communication
received at switch S1 and destined to end station ES1 will be forwarded across switch S1.

The above method works well for communication networks that include no redundant
communication paths. That is, a communication for which there is exactly one communication
path between any two end stations. Such a network is known in the art as a spanning tree
network (including networks with redundant communication paths, but which has redundant
paths blocked according to the spanning tree algorithm known in the art). As explained below,
however, this method may not be satisfactory when redundant communication paths are present.

Fig. 5 illustrates a network where there is a redundant path in the communication
network. Fig. 5 illustrates the network of Fig. 1A, with an additional communication link from

switch S4, through port 52, and to network NW1.
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Consider using the preceding method in the network of Fig. 5, after programming a
connection from ES2 to ES1, through switches S2 and S1, followed by programming a
connection from end station ES3 to end station ES1 through switches S3 and S4. According to
the above method, when end station ES3 sends a packet to end station ES1, switch S1 will be
exposed to that packet -- which it will determine corresponds to an unknown connection.
Accordingly, switch S1 will add the destination address for the packet (ES3) and the source
address for the packet (ES1) to the BAF table, as illustrated at Fig. 3, steps 35 and 36. Asa
result, future packets from ES2 to ES1, which have a connection programmed through switch S1,
will be filtered by switch S1 -- because ES1 appears in switch S1's BAT table.

This problem may be addressed using a port table and a filter connection table. A port
table maintains a count of the number of connections through the switch using a particular
shared-media source port for sending packets to a particular end station. Thus, the format for a
row of the port table would include entries for the port that receives the packet (the source port),
the destination address for the packet and a connection count corresponding to the number of
different communication paths for that destination address that use that source port.

A filter connection table maintains a list of connection identifiers that should be filtered
by the switch, but which are not filtered through the BAF mechanism. The format for a row of
the filter connection table would include entries for the source port for the filtered packet, the
source address for the filtered packet, and the destination address for the filtered packet. The
filter connection table may be implemented separately or as a part of the known connection table.
If a packet arrives for which there is an entry in the filter connection table that meets each of
those three values. that packet will be filtered.

Fig. 6 illustrates a method of programming a connection through a switch that uses a port
table. Atastep 61. it s first determined whether the source port for the connection is a shared-
media port. (In the disclosed embodiment, it is assumed that one shared-media network is used
to connect other connection-based networks. The disclosed method is readily adapted, however,
to scenarios where more than one shared-media network is attached to a switch, as would be
apparent to one of skill in the art.) If not, no entry needs to be made in the port table. If the
source port is a shared-media port, at a step 62, it is determined whether the destination address
for the packet is already present in the port table. If so, at a step 64, the connection count for that
entry is increased. This indicates that an additional connection is using that port as a source port

to transmit to that destination address. If, at step 62, it is determined that the destination
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address/source port is not in the port table, then, at a step 63, a new row is created for the port
table, and a connection count of 1 is assigned. Any entry in the filter connection table that
corresponds to the programmed connection may similarly be removed.

Fig. 7 illustrates how a connection can be unprogrammed for a switch. At a step 71, the
connection count for the applicable source port/destination address combination is decreased by
1. If the new connection count is determined to be a 0, at a step 72, then that row is removed
from the port table, at a step 73.

Fig. 8 illustrates one embodiment of a method for processing packets at a switch using
the port table and filter connection tables described above. The process begins at a step 80 where
a packet is received by the applicable switch. At a step 81a, it is determined whether the source
port/destination address combination for the packet meets an entry in the BAF table. If so, ata
step 81b, the packet is filtered. These steps may be performed using existing BAF hardware for
filtering. The remaining steps in the process, in a preferred embodiment, may be carried outon a
host CPU. In this embodiment, the host CPU would then determine, at a step 82a, whether this
is a known connection. This step may be performed by examining a known connection table, as
described above. If the connection is known, at a step 82b, the packet is forwarded to the
applicable port (again, the applicable port may be determined through reference to the known
connection table). If the packet does not correspond to a known connection, at a step 83, it is
determined whether the packet corresponds to a filtered connection. If there is an entry in the
filter connection table corresponding to this packet, the packet may be filtered at a step 81b. (In
practice, filtering done in response to an entry in a BAF filter may be performed using a different
mechanism than filtering done in response to an entry in the filter connection table; the former
may be filtered in BAF hardware while the latter may be filtered by a host CPU.)

If there is no applicable entry in the filter connection table, at a step 84, it is determined
whether the source address/source port combination for the packet appears in the port table. If
50, a filtered connection is added to the filter connection table. The entry, of course, corresponds
to the source port, source address and destination address for the packet received at step 80.

If the source address does not appear in the port table, the source address may be added to
the BAF, at a step 86.

In addition to examining the source address at steps 84 to 86, steps 87 to 89 perform a

similar function for the destination address for the received packet.
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In one embodiment, an entry in the filter connection table is removed if no packet
corresponding to that entry has been received by the switch over a predetermined amount of
time.

As can be seen, this method for receiving packets at a switch S1 assumes that
communications between two end stations use the same communication path independent of the
direction of the communication. It is readily apparent, however, that the above procedure could
be modified to permit different communication paths depending on the direction in which the
packet is going.

Fig. 9A illustrates an example of communication in an illustrative network, according to
the above embodiment of the present invention. In this figure, a communication path has been
programmed from end station ESI to end station ES2 via switches S1 and S2. After the
exchange of ES2-ES]1 packets on the network, the BAF table for switch S1 has an entry
corresponding to filtering packets sent to end station ES2, when the packet is received via the
FDDI port. The port table for switch S1 will include an entry identifying the fact that packets
destined to end station ES1 from the FDDI port will be sent -- the connection count is now one
since one connection (from ES2 to ES1) passes through this port to this end station.

Fig. 9B illustrates the BAF tables, port tables and filter connection tables for the network
of Fig. 9A, after a connection has been programmed from ES1 to ES3 via switches S4 and S3
and packets have been sent on that path. In similar fashion to Fig. 9A, entries in port tables are
added at switches S4 and S3, corresponding to the newly programmed connection. According to
the method described above, the programming of switch S4 includes both the removal of end
station ES1 from the BAF table for switch S4 and the creation of the port table entry at switch
S4. The filter connection for switch S4, corresponding to a source port of the FDDI port, a
source address of ES2 and a destination address of ES1, would result in the filtering of all future
ES2-ES1 traffic, but without resulting in the filtering of future ES3-ES1 traffic.

Fig. 9C illustrates what happens when, in the network of Fig. 9B, a connection from end
station ESS to end station ES1 is programmed and ES5-ES1 packets have been sent. As
illustrated, the connection count of the port table for switch S1 is increased. This indicates that
two connections now use the FDDI port as a source port to send packets having a destination
address of ES1.

Having thus described at least one illustrative embodiment of the invention, various

modifications and improvements will readily occur to those skilled in the art and are intended to
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be within the scope of the invention. Accordingly, the foregoing description is by way of

example only and is not intended as limiting. The invention is limited only as defined in the

following claims and the equivalents thereto.
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Claims
1. A method of filtering a plurality of packets received by a switch having a set of
known connections, and further having a first port coupled to a shared-media subnetwork of a
connection-based communication network and a second port, the method comprising the steps
of:
storing information on the known connections for the switch; and
selectively filtering one of the packets, rcceived by the switch on the first port, that does

not correspond to one of the known connections.

2. The method of claim 1, wherein each packet includes a destination address, and
wherein the step of filtering comprises the step of:
selectively in-line filtering one of the packets, based on which port that packet was

received by the switch and a destination address for that packet.

3. The method of claim 2, further comprising the step of:
selectively filtering one of the packets based on which port that packet was received by

the switch, a destination address for that packet and a source address for that packet.

4. The method of claim 2, wherein the shared-media subnetwork comprises an FDDI

token ring network.

5. The method of claim 2, wherein the step of selectively in-line filtering comprises
the steps of:

maintaining an in-line filter table based on a plurality of destination addresses
corresponding to packets to be filtered; and

for one of the packets that does not correspond to onc of the known connections, adding

an entry to the in-line filter table corresponding to a destination address for that packet.

6. The method of claim 5, wherein the step of selectively in-line filtering further
comprises the step of:
adding an entry to the in-line filter table corresponding to a source address for a received

packet that does not correspond to one of the known connections.
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7. The method of claim 2, further comprising the step of:
maintaining, for at least one destination address that has a known connection through the
switch using the first port as a source port, a count of the number of connections for that

destination address which use the first port as a source port.

8. The method of claim 7, wherein the step of selectively in-line filtering comprises
the steps of:

maintaining an in-line filter table based on a plurality of destination addresses
corresponding to packets to be filtered; and

for one of the packets that does not correspond to one of the known connections, adding
an entry to the in-line filter table corresponding to a destination address for the received packet,
if the destination address for the received packet does not have a connection count of more than

ZLT10.

9. The method of claim 8, further comprising the steps of:

maintaining a filter connection table that includes entries designating packets to be
filtered;

for one of the packets that is received on the first port and does not correspond to one of
the known connections, adding an entry to the filter connection table corresponding to that
packet, if a destination address for that packet has a connection count using the first port of more
than zero; and

filtering any packet received by the switch that has a corresponding entry in the filter

connection table.

10. A method of sending a packet across a connection-based network through a
shared-media subnetwork having a first shared-media switch and a second shared-media switch,
the method comprising the steps of:

forwarding the packet through the first shared-media switch; and

filtering the packet at the second shared-media switch.

11. The method of claim 10, wherein the shared-media subnetwork is an FDDI token

ring network.
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12. The method of claim 10, wherein the step of filtering comprises the step of in-line
filtering the packet.

13. A method of using a switch, having a first port and a second port, in a connection-

based communication network for forwarding a plurality of packets, one of the packets being
sent from a first end station on the network to a second end station on the network, the method
comprising the steps of:

identifying a path through the network for one of the packets to be transmitted through
the network from the first end station to the second end station, the identified path including the
switch;

forwarding the one of the packets, being sent from the first end station to the second end
station, from the first port of the switch to the second port of the switch, according to the
identified path; and

selectively filtering one of the packets, received by the switch, that is not being

transmitted from the first end station to the second end station.

14. The method of claim 13, wherein the first port is on a shared-media subnetwork
and the step of selectively filtering includes the step of selectively filtering one of.the packets

received by the switch on its first port.

15. The method of claim 14, wherein the step of filtering comprises the step of:

selectively in-line filtering one of the packets.

16. The method of claim 15, wherein the step of selectively in-line filtering includes
the step of selectively in-line filtering one of the plurality of packets, based on the port on which

that packet was received by the switch and a destination address for the packet.

17.  The method of claim 16, further comprising the step of:
selectively filtering one of the packets based on the port on which that packet was
received by the switch, the destination address for that packet and the source address for that

packet.
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18. The method of claim 16, wherein the shared-media subnetwork includes an FDDI

token ring network.

19. A switch for a connection-based communication network, comprising:

a first port;

a second port;

means for storing information on a set of known connections for the switch;

means, coupled to the first port, the second port and the means for storing, for forwarding
a first packet corresponding to one of the known connections from the first port to the second
port; and

means, coupled to the first port and the second port, for filtering a packet received on the

first port, when the packet does not correspond to one of the known connections.

20.  The switch of claim 19, wherein the means for filtering comprises in-line filter

means for automatically filtering packets.

21.  The switch of claim 20, wherein the means for filtering further comprises:
means, coupled to the first port, for selectively filtering one of the packets based on the
port on which that packet was received by the switch, the destination address for that packet and

the source address for that packet.

22.  The switch of claim 20, further comprising an FDDI component, coupled to the

first port, to manage communication over an FDDI token ring subnetwork.

23.  The switch of claim 20, wherein the means for selectively in-line filtering
comprises:

means for maintaining an in-line filter table based on destination addresses of a plurality
of packets to be filtered,

means for adding an entry to the in-line filter table corresponding to the destination

address of a received packet that does not correspond to one of the known connections.
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24. The switch of claim 23, wherein the means for selectively in-line filtering further

compriscs:

means for adding an entry to the in-line filter table corresponding to the source address

for the received packet.

25. The switch of claim 20, further comprising:
means for maintaining, for each destination address of the known connections that uses

the first port as a source port, a count of the number of known connections for that destination

address which use the first port as a source port.

26. The switch of claim 25, wherein the means for selectively in-line filtering
comprises:

means for maintaining an in-line filter table based on the destination addresses of the
packets to be filtered; and

means for adding an entry to the in-line filter table corresponding to a destination address
of a packet received by the switch and not corresponding to one of the known connections, if the

destination address for the packet does not have a connection count of more than zero.

27.  The switch of claim 26, further comprising:

means for maintaining a filter connection table that includes entries designating packets
to be filtered;

means for adding an entry to the filter connection table that corresponds to a packet
received by the switch and not corresponding to one of the known connections, if the destination
address for the packet has a connection count of more than zero; and

means for filtering any packet received having a corresponding entry in the filter

connection table.

28. A method of programming a connection for a packet, the connection passing
through a switch in a connection-based network from a source port of the switch through a
destination port for the switch, the source port being coupled to a shared media subnetwork of
the connection-based network, the method comprising the step of:

disabling filtering of the packet when it is rececived on the source port of the switch.
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29. The method of claim 28, wherein:
the step of disabling comprises the step of disabling in-line filtering of the packet when it

is received on the source port of the switch.

30. The method of claim 29, wherein:

the packet is sent from a first end station to a second end station, the second end station
having a destination address; and

the step of disabling comprises the step of removing an entry corresponding to the

destination address and source port from an in-line filter table for the switch.

31. The method of claim 28, wherein:
the step of disabling comprises the step of removing an entry corresponding to the

connection being programmed from a filter connection table for the switch.



WO 98/12840 PCT/US97/16635

112

NW1

EST

r———
ES2 :
S4
e s
B2—}—]F2 B4
l
NW2 NW4
AN
|
L
J
B3] ~S3
NW3
FIG 1A

SUBSTITUTE SHEET (RULE 26)



WO 98/12840 PCT/US97/16635

2/12

T
A

"STATION PORT FILTER

/‘_’/531 | NET | N

e ]
ES? | 2| ES4
| \ | S4
§120 | | \ 12h
| |
}3@ ; 'FJE Fa}——{BaH
| |
Nw2 N ‘\ / | NW4
S2 { 12e F3 129 :
L —_d
STATION PORT FILTER [ STATION PORT FILTER
_Est lroDi ] v Ba] h.S3 ES1 |FDDI| v

Y / -
Y
T2 /Zf T4
STATION PORT FILTER

_Est [FDDI| v
, Y
T3

FlG. 1B

SUBSTITUTE SHEET (RULE 26)



WO 98/12840 PCT/US97/16635

3/12
NW1
T2 ES1 T
‘STATION PORT FILTER' ‘STATION PORT FILTER
ES1 IFDDII Y ES1 ' NET‘ N
Ess | FODI| v " “Es3 |FODI| v
9 | s
lr—‘“““‘““‘—“l
ES2 13e = 13c |
| //D\si l S4
l | )
| :
B2——JF2 F4l——IBa
| |
Nw2 Yy \ | Nw4
S2. | ~(F3 |
| 13f 13b |
L 4
Ff— STATION PORT FILTER
B3| kS3 ES1 | FDDI| Y
STATION PORT FILTER 13a ess | roDi| v
ES1 | FDDI| Y < v —
ES3 | NET| N T4
T3
NW3

SUBSTITUTE SHEET (RULE 26)



WO 98/12840 PCT/US97/16635

4112

22

26 ‘——Ll

~-S

CPU o5 | FDDI

1

26

FlG. 2

SUBSTITUTE SHEET (RULE 26)



WO 98/12840

FORWARD ON
APPROPRIATE
PORT

_,— e —— — —— —

YES

512

./ RECEIVE ; i

PACKET

KNOWN

CONNECTION

?

31

ADD DA
TO BAF

J35

ADD SA
TO BAF

/36

FILTER
PACKET

/37

SUBSTITUTE SHEET (RULE 26)

PCT/US97/16635

FILTER
PACKET




WO 98/12840 PCT/US97/16635

6/12

NW1

ES1

STATION PORT
ES1 | FODI

~S1__ STATION PORT

ARl __ ____ ES2 | FDDI
I |
ES? | |
| / \ | S4
' | {
i ]
B2——IF2 Fa}——{B4
| I
e J TN |
82 l
' |
L —_— I .
i STATION PORT
i ~ 83 ES1 | FDDI
STATION PORT/ es2 | rool
ES1 | FDDI
ES2 | FDDI
NW3

SUBSTITUTE SHEET (RULE 26)



WO 98/12840 PCT/US97/16635

712

ES2 ES4
B2

NW2 ) NW4
S2

NW3

FIG. 5

SUBSTITUTE SHEET (RULE 26)



WO 98/12840

PCT/US97/16635

8/12

61

SOURCE
PORT = SHARED
PORT

62 ( 64

SOURCE
/DA IN PORT-
DA TABLE

INCREMENT
CcC

CREATE ENTRY;
CC=1

RETURN

FIG. 6

‘L 71

DECREMENT
CcC

72 73
S

YES REMOVE
FROM TABLE

NO 74

RETURN =

FIG. 7

SUBSTITUTE SHEET (RULE 26)



WO 98/12840

912
80

RECEIVE

PCT/US97/16635

PACKET

81\b 81a

BAF

FILTER
?

FILTER YES
PACKET |~

82a

KNOWN

CONNECTION
?

FILTERED
CONNECTION

84

SA
IN PORT

TABLE
?

DA
IN PORT
TABLE

ADD TO

82b

YES

FORWARD TO
APPLICABLE

PORT

85
|

| ADD FILTERED
CONNECTION

88
}

ADD FILTERED

CONNECTION

BAF

SUBSTITUTE SHEET (RULE 26)




WO 98/12840

PCT/US97/16635

10/12

BAF PORT  BAF_PORT
ES2 | FDDI ES2 | FDDI

ES1 | FDDI
PORT MAC CC
FDDI | ES1 | 1 LPORT MAC CC

r——

BAF PORT
ES1 | FDDI

PORT MAC CC
FDDI | ES2 | 1

m 1

BAF PORT

ES2 | FDDI
ES1 | FDDI
ES3 PORT MAC CC
1
NW3
FIlG. 9A

SUBSTITUTE SHEET (RULE 26)



PCT/US97/16635

WO 98/12840
1112

BAF_PORT (BAF PORT
ES2 | FDDI Eszr FDDI

ES3 | FDDI ES3 | FDDI
PORT MAC CC PORT MAC CC
FDDI | ES1] 1 FDDI | ES1] 1
PORT SA DA PORT SA DA
FDDI |ES3|EST | _FDDI [ES2[EST

NW4
BAF PORT )
ES1 | FDDI
ES3 | FDDI
PORT MAC CC rség igST
FDDI [ES2 | 1
| | J [ES3] ES1 | FOD!
PORT MAC CC
FODI | ES3 | 1
NW3 -
FlG. 9B

SUBSTITUTE SHEET (RULE 26)



WO 98/12840 PCT/US97/16635

1212

-
BAF PORT

BAF PORT

PORT MAC CC iggr‘g?f‘QF
FDDI [ ESt | 2
PORT SA DA PORT SA DA
FDDI |ES3|EST FODI | ES2| ES1
J FDDI |ES5 | ES1
{-_—_ N
, 2 |
| l
| | i
F2] Fa——1e4H
| I
l /// g NW4
| | S4
F3
| l
L e — 4
S
BAF PORT F =7 l_ss )
ES1 | FDDI - BAF_PORT
ES3 | FDDI
PORT MAC CC
FDDI | ES2 | 1 =55
FDDI | ES5 | 1 PORT MAC CC
’ FDDI |ES3 | 1
NW3

SUBSTITUTE SHEET (RULE 26)



INTERNATIONAL SEARCH REPORT

Inter’ nal Application No

PCT/US 97/16635

A. CLASSIFICATION OF SPBJECT MATTER
IPC 6 HO04L12/46 H04L12/56

According to {nternational Patent Ctassification(IPC) or to both national ciassification and \PC

B. FIELDS SEARCHED

IPC 6 HOAL

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the axtent that such documants are inctuded in the fislds searched

Electronic data base consuited during the international search (name of data base and, where practical, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° | Citation of document, with indication, where appropriate, of the ralevant passages

Relavant to claim No.

X US 5 485 455 A (DOBBINS KURT ET AL) 16 1-4,
January 1996 13-22,
cited in the application 28-31
see column 3, line 38 - column 4, line 20
see column 8, line 6 - column 11, Tine 50
see column 15, line 16-47

X GARD I ET AL: "AN ATM SWITCH 1,2,10,
IMPLEMENTATION - TECHNIQUE AND TECHNOLOGY" 11,19

INNOVATIONS IN SWITCHING TECHNOLOGY,
STOCKHOLM, MAY 28 - JUNE 1, 1990,

vol. 4, 28 May 1990, INSTITUTE OF
ELECTRICAL AND ELECTRONICS ENGINEERS,
pages 23-27, XP000130893

see page 24, right-hand column, Tine 1-19;
figure 2

see paragraph 4.2 - paragraph 4.3

-/

Further documents are listed in the continuation ofbox C.

Patent family members are listed in annex.

° Special categories of cited documents :

“A" document defining the general state of the art which is not
considered to be of patticular relevance

“E" oarlier document but published on or after the international
filing date

"L" documant which may throw doubts on riority claim(s) or
which is cited to establish the publicationdate of another
citation or other special reason (as specitied)

*Q* document referring to an oral disclosure, use, exhibition or
other means

"p* document published prior to the intemational filing date but
later than the priority date ctaimed

“T* |ater document published after the internationai filing date
or prlority date and not in conflict with the application but
cited to understand the principle or theory underlying the

invention

“X" document of particular relevance; the claimed invention
cannot be considered novel or cannot be considered to
involve an inventive step when the document is taken alona

“y* documant of particular relevance; the claimed invention
cannot be considerad to involve an inventive step when the
documant is combined with one of more other such docu-
ments, such combination being obvious to a person skilled

in the art.

"8" document member of the same patent family

Date of the actuat completion of theinternational search

20 January 1998

28/01/1998

Date of mailing of the international search report

Name and mailing address of tha ISA

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tal. (+31-70) 340-2040, Tx. 31 651 epo ™,

Fax: (+31-70) 340-3016

Authorized officer

Dupuis, H

Form PCT/ASAR210 (second sheat) {July 1992)

page 1 of 2




INTERNATIONAL SEARCH REPORT

Intert nat Application No

PCT/US 97/16635

C.(Continuation) DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° | Citation of document, with indication,where appropriate, of the relevant passages Relevant to claim No.

A US 5 490 252 A (MACERA MARIO ET AL) 6 11
February 1996

see column 4, line 31-47

see column 5, Tine 51-55

see column 9, Tine 32 - column 10, line 28
see column 12, line 61-66

see column 15, line 29 - column 16, line
31

Fom PCT/ISA/2210 {continuation of second sheet) {July 1992)

page 2 of 2



INTERNATIONAL SEARCH REPORT

.. sormation on patent family members

interr

7al Application No

PCT/US 97/16635

Patent document Publication Patent tamily Publication
cited in search report date member(s) date
US 5485455 A 16-01-96 AU 678687 B 05-06-97
AU 1607895 A 15-08-95
AU 681062 B 14-08-97
AU 6190296 A 03-10-96
AU 681063 B 14-08-97
AU 6190396 A 03-10-96
EP 0741937 A 13-11-96
EP 0746175 A 04-12-96
EP 0746176 A 04-12-96
JP 9508509 T 26-08-97
WO 9520850 A 03-08-95
US 5491694 A 13-02-96
US 5521910 A 28-05-96

US 5490252 A 06-02-96 IL 107160 A 18-06-96
WO 9408415 A

14-04-94

Form PCT/NSA/210 (patent family annex) (July 1992}




	BIBLIOGRAPHY
	DESCRIPTION
	CLAIMS
	DRAWINGS
	SEARCH_REPORT

