The IP filter (12), embodying the present invention, is a communications device designed to provide public network (14) or Internet (16) access to nodes (18) of private networks (10), advantageously without requiring the private nodes on such networks to register public Internet addresses. The IP filter presents a single IP address to the Internet and uses a plurality of IP ports to solve the problem of IP address conservation. It initiates sessions by assigning private side IP sessions to a unique port of the IP filter’s public address. The IP filter effects a translation between a source port number for the private network and a destination port number for the public network for communication therebetween. Benefits of the IP filter include private node security and conservation of Internet-registered addresses.
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INTERNET PROTOCOL FILTER

Background Of The Invention

The present invention generally relates to inter-
network firewalls and, in particular, to an internet
5 protocol (IP) filter whereby a private IP network domain is
mapped to a single IP address on the public Internet.

Firewalls are generally known and characterized by
computer servers which function to couple nodes within the
domain of the private network to nodes in a public network
domain, such as the Internet. A deficiency of the known
firewall products is the need for a unique public IP
address for each concurrent session or interaction between
public and private nodes.

A firewall providing conservation of public IP
15 addresses would be desirable.

Summary Of The Invention

It is an object of the present invention to
provide a new and improved apparatus for communicatively
coupling two networks.

20 The invention, therefore, according to a first
exemplary aspect provides a method of interfacing private
and public data communications networks, through a filter
node in communication with both networks, the filter node
having an address known in the public network, comprising
the steps of: routing from nodes in the private network, to
25 the filter node, data packets having destination
information, which includes a destination address and a
destination port, corresponding to nodes in the public
network and having source information, which includes a
source address and a source port, of the respective private
network nodes; for each data packet received from the
30 private network, at the filter node, maintaining the source
information taken from the data packet in correlation with
a unique value representing a port of the filter node, and
replacing in the data packet the source address with the
35 filter node address and the source port with the filter
node port value; and routing from the filter node, in the
public network, the data packets having the replaced source information, according to the destination information in each, to the corresponding public network nodes.

According to a second exemplary aspect, the invention provides a method of interfacing private and public data communications networks, through a filter node in communication with both networks, comprising the steps of: (a) receiving at the filter node, from the private network, a data packet having an address corresponding to a node in the public network and a source address corresponding to a node in the private network; (b) maintaining, by the filter node, the source address taken from the data packet; (c) replacing, in the data packet, the source address with an address of the filter node; (d) routing from the filter node, in the public network, the data packet having the replaced source address, according to the destination address, to the corresponding public network node; (e) waiting for a return packet from the public network, responsive to the data packet having the replaced source information; (f) replacing, in the return packet, the destination address with the maintained source address; and (g) routing from the filter node, in the private network, the return packet having the replaced destination address to the corresponding private network node.

According to a third exemplary aspect, the invention provides a method of operating a filter node for interfacing first and second data communications networks, comprising the steps of: receiving from the first network, a data packet having destination information, which includes a destination address and a destination port, corresponding to a node in the second network and having source information, which includes a source address and a source port, corresponding to a node in the first network; maintaining the source information taken from the data packet in correlation with a unique value representing a port of the filter node; replacing in the data packet the
source address with an address of the filter node and the source port with the filter node port value; and sending to the second network the data packet having the replaced source information, whereby that packet is routed according to its destination information to the corresponding second network node.

According to a fourth exemplary aspect, the invention provides a filter node for interfacing first and second data communications networks, comprising: means for receiving from the first network, a data packet having destination information, which includes a destination address and a destination port, corresponding to a node in the public network and having source information, which includes a source address and a source port, corresponding to a node in the first network; means for maintaining the source information taken from the data packet in correlation with a unique value representing a port of the filter node; means for replacing in the data packet the source address with an address of the filter node and the source port with the filter node port value; and means for sending to the second network, the data packet having the replaced source information, whereby that packet is routed according to its destination information to the corresponding second network node.

An IP filter, embodying the present invention, is a communications device designed to provide public network or Internet access to nodes of private networks, advantageously without requiring the private nodes on such networks to register public Internet addresses. The IP filter presents a single IP address to the Internet and uses a plurality of IP ports to solve the problem of IP address conservation. It initiates sessions by assigning private side IP sessions to a unique port of the IP filter’s public address whereby up to 64,512 (= 65,536 total - 1,024 well known ports) concurrent sessions may be supported through the single IP address. The IP filter effects a translation between a source port number for the
private network and a destination port number for the public network for communication therebetween. Benefits of the IP filter include private node security and conservation of Internet-registered addresses.

In a particular embodiment, the IP filter may support three data transport protocols over the internet protocol: transmission control protocol (TCP), user datagram protocol (UDP) and Internet control message protocol (ICMP). Packets of other protocols may be ignored.

The TCP protocol prepends a TCP header to a data packet. The source port and destination port numbers are contained in this header. The Internet addresses of the source and destination nodes are contained in the IP header. The IP address and port information extracted from each packet will be used to determine where the IP filter should route this packet.

The IP filter maintains a lookup table of information on each TCP connection. This information includes the port from the private node, the private IP address, the assigned port number of the destination node, and the port number of the IP filter in the form of an index. When a packet is received from the private network, the private address and port number are added to the table as a new entry, if an entry corresponding to this packet is not found in the table and if the TCP header indicates that this is a new connection request. Then the source address and port number in the packet header are replaced with the IP filter's IP address and port number, and the packet is transmitted to the Internet.

When the IP filter receives a packet from the Internet, the destination port number is used to index the lookup table. When the corresponding table entry is found, the destination address and port number are replaced with the private network's IP address and port number, and the packet is transmitted to the private network. If the received packet's source port is different from the port
recorded in the table, and if the packet header information indicates that this packet is the first response on the connection, then the lookup table is updated with the port number assigned by the Internet node, if needed. When the IP filter detects an end of transmission code in the packet, the lookup table entry is zeroed. If the IP filter receives packets from the Internet that do not have entries in the lookup table corresponding to the IP filter port, it ignores the packets.

The UDP protocol is connectionless, as opposed to TCP, a connection-oriented protocol. The UDP header contains no codes governing initial connection or end of transmission. The data of interest in the UDP header are the source port and destination port. This information, along with the Internet addresses contained in the IP header, are used to determine where the IP filter should route this packet.

The IP filter maintains a lookup table of information on each UDP session. When the IP filter receives a UDP packet from the private network, it records the source address, the source port number, the destination port number, and the assigned IP filter port number as the index to the table. Then the private node address and port number in the packet header are replaced with the address and assigned port number of the IP filter. Then the packet is transmitted to the Internet.

When the IP filter receives a UDP packet from the Internet, it indexes the UDP lookup table and replaces the packet's destination information, namely the IP filter address and assigned port number, with the private address and port number from the lookup table. The lookup table also maintains an interval indication for an expiration timer on datagram packets received as per standard UDP implementations. If the IP filter receives packets from the Internet that do not have entries in the lookup table corresponding to the IP filter port, it ignores the packets.
As ICMP packets do not contain port numbers of either source or destination, any ICMP packets received from the private network are processed one at a time, with buffering of additional ICMP packets. The IP filter reads the private address from the packet header and replaces it with the address of the IP filter. The packet is transmitted to the Internet, and the IP filter waits for the response. When it receives the responding packet, the destination address in the packet header is changed from that of the IP filter to that of the node on the private network. Then the IP filter transmits the packet to the private network.

To successfully deliver packets over an IP protocol network, each node must maintain a table of other hosts' IP addresses and their corresponding Ethernet addresses in an Ethernet based data communications network. The nodes actually use the IP addresses and the Ethernet addresses to address packets. The relationship between the two addresses is dynamic; that is, a node with an IP address may change its Ethernet address. The information in the address table is obtained from the replies to the node's broadcast of ARP packets. The source node broadcasts ARP packets to request the Ethernet address of the destination node, given the destination node's IP address. If the destination node receives the packet, it sends a reply packet with the requested information.

Though it does not maintain a true ARP table, the IP filter passes ARP packets in a manner similar to TCP and UDP packet passing. When the IP filter receives an ARP packet from a node on the private network destined for the public network, it replaces the source address information with the filter's address information. The private node's IP address and the target IP address are placed in a lookup table. When the target node replies with its own Ethernet address, the destination address information is changed from that of the IP filter to that of the private node before transmitting the packet to the private node. The
private node address information is obtained from the table. When an ARP packet is destined for the firewall, the ARP packet does not pass through the IP filter but is restricted to communications between the filter and the one side of the network.

Events and errors encountered by the IP filter may be logged, for example, by writing them into a text file.

The IP filter ideally will process packets as fast as the networks present them but when network traffic is too heavy, the IP filter will then buffer the packets in two queues, one for the private network and one for the Internet.

Two source and destination lookup tables may be utilized, one for TCP packets and the other for UDP packets. Each table is directly indexed by the IP filter port number assigned to the communication session. The table entries contain the IP address of the private node, the source port of the private node, and the destination port of the Internet node. If there is no connection on a certain IP filter port, then the corresponding entry in the table may be zeroed. Packets arriving from both the private network and the Internet are processed using the same lookup table. This arrangement assumes that of the available IP filter communications ports some are designated for UDP communication and some for TCP communication.

**Brief Description Of The Drawings**

The invention will be better understood from the following description together with reference to the accompanying drawings, in which:

Figure 1 is a schematic representing an internet protocol filter coupling a private network and a public network; and

Figure 2 is a block diagram representing internal components of the filter.

**Detailed Description**

Referring to Figure 1, shown for illustration of
the present invention is a private network 10 communicatively coupled through an internet protocol (IP) filter 12 to a public network 14 which may form part of a global data network, otherwise referred to as the Internet 16. The private network 10 represents a conventional data communications network, such as a local area network (LAN), having a plurality of nodes 18 each being identified by a unique IP address within the domain of the private network 10. The public network 14 and Internet 16 are representative of public domain data communications networks also having a plurality of nodes 20 with corresponding IP addresses.

The IP filter 12 acts as a gateway through which data packets are exchanged between the private network 10 and the public network 14, thereby providing Internet access to the nodes 18 of the private network 10. The IP filter 12 constitutes one of the private network nodes 18 and is the only such node to have a public IP address that is Internet-registered, whereby the IP filter 12 essentially also constitutes one of the public nodes 20 and its IP address is known in the public domain. The IP addresses of the other private network nodes 18 are reserved for the private network 10, and not known or registered in the public Internet address domain. As is conventional, associated with the IP address of the IP filter 12 are a plurality of IP ports, specifically 65,536 in total of which 64,512 are not reserved for predefined protocols and can be used for address translations.

Communications between nodes 18 on the private network 10 are unaffected by the presence of the IP filter 12, but to access the public network 14 and particularly the nodes 20 therein, the private nodes 18 route all communications requests through the IP filter 12. The IP filter 12 manages the communications between private nodes 18 and the Internet nodes 20 by modifying header information of data packets received from the private network 10 before transmitting each to the public network
14. The modifications cause the communications between the private nodes 18 and the public Internet nodes 20 to actually be between the IP filter 12 and the Internet nodes 20, which route all return communications to the IP filter 12 which subsequently routes the return data packets to the private nodes 18.

The IP filter 12 accepts no connection requests from the public network 14. All communications between private nodes 18 and public nodes 20 are initiated by the private nodes 18. The IP filter 12 is designed to support three data transport protocols over the internet protocol: TCP, UDP and ICMP messages; packets of other protocols are rejected or ignored.

A translation table is maintained by the IP filter 12 to map address and ports for packets received from the private network 10 destined to the public network 14 and vise versa. The translation table contains the following for each entry:

- private IP address (pIP)
- private port (pPort)
- internet (public) IP address (iIP)
- internet (public) Port (iPort)
- meter
- session type/state
- Ethernet address

The basic translation substitutes IP addresses and ports from the private network side to the IP filter's IP address and ports, thereby hiding all nodes 18 on the private network 10 from the public network 14.

A packet originating on the private network side specifies a source - destination of

(pIP, pPort - iIP, iPort)

This defines a "socket" in which the endpoints of the connection (source and destination) are defined by the IP addresses in the IP header and the ports in the TCP or UDP header.

The IP filter 12 will translate the above to
(frIP, frPort - iIP, iPort)
where frIP is the IP address of the IP filter 12 on the
public network 14, and frPort is the index into the
translation table plus an offset value, for example, of
1024 to skip using well known ports. The frPort represents
an arbitrary port.

The internet node 20 will reply with a packet
(iIP, iPort - frIP, frPort)
which will be received by the IP filter 12 and translated
10 thereby to
(iIP, iPort - pIP, pPort)

In general, to translate from the private side,
the values (protocol type, pIP, pPort, iIP, iPort) must be
located in the translation table. This should be done with
a hash table lookup.

Translating from the public side can be a direct
table lookup since frPort minus 1024 is the index into the
table. If (iIP, iPort) in the packet does not match the
corresponding entries in the table, then an unauthorized
access is logged and the packet dropped.

In translating packets, when a port is substituted
in the TCP or UDP header, the checksum in both the TCP/UDP
and IP header must be recalculated. When an IP address is
substituted in the IP header, the IP header checksum must
25 be recalculated.

Following are special considerations for different
protocols supported by the IP filter 12.

In respect of TCP, when a SYN packet is received
from the private network 10, the IP filter 12 locates an
30 unused entry in the table and fills it in, setting the type
to TCP and state to SYN. Then the packet is forwarded by
the general scheme above. If no free entries exist in the
table, then the packet is dropped and the event is logged.

If a SYN packet is received from the public
35 network 14 interface, it is treated as unauthorized and
logged (except for FTP special case described below).
However, a SYN+ACK packet is forwarded if the state of the
translation table entry is SYN. After forwarding such a packet the state set to OPEN.

If a FIN packet is received by the IP filter 12 and if the state in the translation table is not FIN, the state is set to FIN and the packet forwarded. If the state is FIN, then the packet is forwarded and the translation table entry is deleted by setting it to 0. A FIN must be sent by each side to close a TCP connection.

If a RST packet is received, then the translation table entry is deleted.

Having regard now to the UDP protocol, when any UDP packet is received from the private network 10 side, the IP filter 12 first tries its standard lookup. If a translation table entry is not found, an unused entry is set up and the state set to OPEN. If a free entry is not found in the table, then rather than dropping the packet, a random UDP in the table is overwritten. Since UDP is connectionless and consequently an unreliable transport, if a packet is received from the public network 14 that would have needed the entry that was overwritten, that packet will be dropped and the node 18 on the private side will need to retry.

With regard to FTP, an FTP client establishes a TCP "control" connection with an FTP server on a particular port, for example, port 21. However, when data is to be transmitted, the FTP server will open a TCP connection from its "data" port, for example, which is default 20, to a destination port specified by the client.

To support this, packets sent by the private network 10 to port 21 need to be analyzed for an FTP "port" command at the IP filter 12. If detected, then a new entry in the table must be set up with pPort set to the value in the FTP port command. The IP address and port number in the FTP command must be changed to the IP filter's address and port before forwarding the packet. The state is set to FTPDATA.

When a SYN packet is received from the public
network 14, if a table entry exists and is in FTPDATA state, then the packet is forwarded and the state set to OPEN.

For the ICMP protocol, if an ICMP packet is received from the private network 10 and if that packet is an echo request (ping), then the IP filter 12 locates a new entry in the translation table. The sequence field of the packet is stored in pPort in the table and the table index is put in the sequence field of the packet. The ICMP checksum is recalculated and the standard IP header substitution is done. The type is set to ICMP and state to PING and the timer set to 1 minute.

If an echo reply (ping) is received from the public network 14 interface, then the sequence field is used as the index into the table. If the state is PING, then pPort in the table is substituted into the sequence field of the packet, the ICMP checksum recalculated and the standard IP header substitution is done. The table entry is then deleted.

If an echo request (ping) is received from the public network 14, then the IP filter 12 will reply. This allows internet access to confirm that the IP filter 12 is reachable and running.

If a Destination Unreachable packet is received from the public network 14, then the header information contained is extracted. If the protocol was TCP or UDP, the (frIP, frPort - iIP, iPort) of the originating packet can be determined and the translation table entry located. If the IP address extracted from the ICMP matches the address in the table, the IP filter 12 forwards the packet to the private network 10 using the standard scheme.

All other ICMP packets received from either side are dropped and logged.

Since most data communications protocols are based on either the UDP or TCP protocols, these other protocols are compatible with the IP filter 12 as long as they do not initiate negotiations like FTP to have the server open a
connection back to the client. Examples of other compatible protocols include: Telnet; TFTP (Trivial File Transfer Protocol); DNS (Domain Name Services); and Web browsers.

Whenever a packet is transmitted in either direction, the timer field of the translation table entry is set to the configured timeout value (except ping). Each minute, the timer field of all active entries in the tables are decremented and if they become 0, then the translation table entry is deleted. This will clear out UDP and PING entries which are no longer in use and also TCP entries which have had an abnormal termination and did not send FIN from each side. It could be a security hole to leave an unused entry in the table for too long. A good timeout value to be configured would be just longer than the typical TCP keep alive.

According to a particular embodiment, the private network 10 and the public network 14 are Ethernet based LANs. The IP filter 12 may be implemented by a data processing platform which is equipped with two conventional Ethernet hardware interfaces connected to networks 10 and 14, respectively, and which is provisioned with appropriate software to implement the functionality of the IP filter 12.

Internal components of the IP filter 12 in terms of software executable by the data processing platform are shown in Figure 2. The internal components include two packet drivers 30 and 32, an address resolution protocol (ARP) table 34, an Ethernet address table 36, an IP handler 38, an address translation 40 and a user interface 42. The packet drivers 30 and 32 control the Ethernet hardware interfaces in order to communicate with, respectively, the private network 10 and the public network 14. The IP handler 38 provides a router functionality for receiving and forwarding messages, and maintains the ARP table 34 and the Ethernet table 36. The address translation 40 effects translation between source port numbers from the private
network 10 and the destination port numbers on the public network side 14. The user interface 42 enables an operator, via a keyboard and display terminal attached to the processing platform, to interface with the IP filter 12. Functions keys are provided to configure the IP filter, view or copy log files, display status, etc. The log file will contain the connect time of TCP or UDP sessions, inbound and outbound traffic statistics, and invalid access to the IP filter 12. To prevent the log file from growing too large, this information will be logged to a new file when the date changes.

Routing of packets to and from the IP filter 12 is described in the following in terms of a public interface, from the view of the public network 14, and of a private interface, from the view of the private network 10.

The public interface behaves as a host on the LAN segment. To forward a packet, it checks to see if the destination IP is on the local LAN segment. If it is, it looks up the IP address in its ARP table to find the Ethernet address. If there is no entry in the ARP table, it must put the packet on a queue and send out an ARP request to get the Ethernet address. Standard aging out of ARP table entries needs to be done. If the IP destination is not on the LAN segment, it will forward the packet to the configured default router. ICMP Redirect messages sent by the default router will be ignored.

The private interface effects the functionality of a router, as it needs to be able to forward packets to one or more routers to communicate with the remote client stations. A large remote client network may access multiple router machines. Conventional routing can result in large routing tables because the routing entries become host addresses instead of subnet addresses. That is, if the network is set up so that a client may come in through either Router1 or Router2, then no single router can be the router for the subnet that that client station is on. A conventional router that would get routing tables via RIP
from all routers on the private network would end up with a large table of host addresses for each remote client connected. This can affect performance in the search time necessary to find the route, the memory required for large tables and the amount of RIP traffic on the LAN segment between all these routers.

To handle routing in this environment, the IP filter will maintain an Ethernet table. For every packet that is forwarded from the private to public side, if a translation entry exists, use its Ethernet index to compare with the Ethernet source address of the incoming packet. If they match, nothing more needs to be done. Otherwise, the Ethernet table is searched for the source Ethernet address, adding a new Ethernet table entry if not found.

The index to the Ethernet table is then saved in the translation table entry. Then when a packet is being translated from the public to private side, the Ethernet address can be retrieved directly from the index in the translation table. Thus packets will be routed to the router which forwarded the packet to the IP filter.

Those skilled in the art will recognize that various modifications and changes could be made to the invention without departing from the spirit and scope thereof. It should therefore be understood that the claims are not to be considered as being limited to the precise embodiments set forth above, in the absence of specific limitations directed to each embodiment.
WE CLAIM:
1. A method of interfacing private (10) and public (14) data communications networks, through a filter node (12) in communication with both networks, the filter node having an address known in the public network, comprising the steps of:

   routing from nodes (18) in the private network, to the filter node, data packets having destination information, which includes a destination address and a destination port, corresponding to nodes (20) in the public network and having source information, which includes a source address and a source port, of the respective private network nodes;

   for each data packet received from the private network, at the filter node, maintaining the source information taken from the data packet in correlation with a unique value representing a port of the filter node, and replacing in the data packet the source address with the filter node address and the source port with the filter node port value; and

   routing from the filter node, in the public network, the data packets having the replaced source information, according to the destination information in each, to the corresponding public network nodes.

2. A method as claimed in claim 1, comprising the steps of:

   routing from nodes in the public network, to the filter node, data packets each having the address of the filter node as the destination address;

   for each data packet received from the public network, at the filter node, correlating the destination port of the destination information in the data packet to particular source information being maintained and replacing, in the data packet, the destination information with the particular source information;

   routing from the filter node, in the private
network, the data packets having the replaced destination information to the corresponding private network nodes.

3. A method as claimed in claim 2, comprising

ignoring by the filter node a data packet received from the public network, if the destination port of the destination information in that data packet can not be correlated to the maintained source information.

4. A method as claimed in claim 3, wherein maintaining the source information includes storing the source information from each data packet as an entry in a lookup table, and the filter node port value correlating to the source information constitutes an index into the table for that entry.

5. A method as claimed in claim 4, wherein the data packets include packets in accordance with a transmission control protocol (TCP) over an internet protocol (IP).

6. A method as claimed in claim 5, comprising receiving at the filter node a TCP packet from the private network; and if an entry corresponding to the TCP packet is not found in the lookup table and the TCP packet indicates that this is a connection request, storing the source information together with the destination information from the TCP packet as a new entry in the lookup table.

7. A method as claimed in claim 6, comprising

receiving at the filter node a TCP packet from the public network; and if the source port in the received TCP packet is different from the destination port in a source information entry of the lookup table, indexed by the destination port in the TCP packet, and if the TCP packet indicates that this packet is a first response to the connection request, then updating by the filter node the destination port in the table entry with the source port
from the received TCP packet.

8. A method as claimed in claim 7, comprising receiving at the filter node a TCP packet having an end of transmission code in the packet and zeroing an entry in the lookup table corresponding to the received TCP packet.

9. A method as claimed in claim 4, wherein the data packets include packets in accordance with a user datagram protocol (UDP) over an internet protocol (IP).

10. A method as claimed in claim 9, comprising receiving at the filter node a UDP data packet from the private network, and adding the source information and the destination information from the UDP packet together with an interval indication for an expiration timer as a new entry in the lookup table.

11. A method of interfacing private (10) and public data (14) communications networks, through a filter node (12) in communication with both networks, comprising the steps of:
   (a) receiving at the filter node, from the private network, a data packet having an a destination address corresponding to a node (20) in the public network and a source address corresponding to a node (18) in the private network;
   (b) maintaining, by the filter node, the source address taken from the data packet;
   (c) replacing, in the data packet, the source address with an address of the filter node;
   (d) routing from the filter node, in the public network, the data packet having the replaced source address, according to the destination address, to the corresponding public network node;
   (e) waiting for a return packet from the public network, responsive to the data packet having the replaced
source information;
(f) replacing, in the return packet, the destination address with the maintained source address; and
(g) routing from the filter node, in the private network, the return packet having the replaced destination address to the corresponding private network node.

12. A method as claimed in claim 11, comprising buffering, at the filter node, further data packets received from the private network while waiting for the return packet, and repeating steps (b) through (g) on an individual basis for the further packets, if any, that were buffered.

13. A method as claimed in claim 12, wherein the data packets include packets in accordance with an internet control message protocol (ICMP).

14. A method of operating a filter node (12) for interfacing first (10) and second (14) data communications networks, comprising the steps of:
   - receiving from the first network, a data packet having destination information, which includes a destination address and a destination port, corresponding to a node (20) in the second network and having source information, which includes a source address and a source port, corresponding to a node (18) in the first network;
   - maintaining the source information taken from the data packet in correlation with a unique value representing a port of the filter node;
   - replacing in the data packet the source address with an address of the filter node and the source port with the filter node port value; and
   - sending to the second network the data packet having the replaced source information, whereby that packet is routed according to its destination information to the corresponding second network node.
15. A method as claimed in claim 14, comprising the steps of:

receiving from the second network, a data packet having the address of the filter node as the destination address;

correlating the destination port of the destination information in the data packet to particular source information being maintained;

replacing, in the data packet, the destination information with the particular source information;

sending to the first network the data packet having the replaced destination information, whereby that packet is routed according to its destination information to the corresponding first network node.

16. A method as claimed in claim 15, comprising ignoring a data packet received from the second network, if the destination port of the destination information in that data packet can not be correlated to the maintained source information.

17. A method as claimed in claim 16, wherein maintaining the source information includes storing the source information from the data packet as an entry in a lookup table, and the filter node port value correlating to the source information constitutes an index into the table for that entry.

18. A method as claimed in claim 17, wherein the data packets include packets in accordance with a transmission control protocol (TCP) over an internet protocol (IP).

19. A method as claimed in claim 18, comprising receiving a TCP packet from the first network; and if an entry corresponding to the TCP packet is not found in the lookup table and the TCP packet indicates that this is a
connection request, storing the source information together with the destination information from the TCP packet as a new entry in the lookup table.

20. A method as claimed in claim 19, comprising receiving a TCP packet from the second network; and if the source port in the received TCP packet is different from the destination port in a source information entry of the lookup table, indexed by the destination port in the TCP packet, and if the TCP packet indicates that this packet is a first response to the connection request, then updating the destination port in the table entry with the source port from the received TCP packet.

21. A method as claimed in claim 20, comprising receiving a TCP packet having an end of transmission code in the packet, and zeroing an entry in the lookup table corresponding to the received TCP packet.

22. A method as claimed in claim 17, wherein the data packets include packets in accordance with a user datagram protocol (UDP) over an internet protocol (IP).

23. A method as claimed in claim 22, comprising receiving a UDP data packet from the first network, and adding the source information and the destination information from the UDP packet together with an interval indication for an expiration timer as a new entry in the lookup table.

24. A method of operating a filter node (14) for interfacing first (10) and second (14) data communications networks, comprising the steps of:
(a) receiving from the first network, a data packet having an a destination address corresponding to a node (20) in the second network and a source address corresponding to a node (18) in the first network;
(b) maintaining the source address taken from the data packet;
(c) replacing, in the data packet, the source address with an address of the filter node;
(d) sending to the second network the data packet having the replaced source address, whereby that packet is routed to the corresponding second network node;
(e) receiving a return packet from the second network, responsive to the data packet having the replaced source information;
(f) replacing, in the return packet, the destination address with the maintained source address; and
(g) sending to the first network the return packet having the replaced destination address, whereby that packet is routed to the corresponding first network node.

25. A method as claimed in claim 24, comprising buffering further data packets received from the first network while waiting for the return packet, and repeating steps (b) through (g) on an individual basis for the further packets, if any, that were buffered.

26. A method as claimed in claim 25, wherein the data packets include packets in accordance with an internet control message protocol (ICMP).

27. A filter node (12) for interfacing first (10) and second (14) data communications networks, comprising:
   means for receiving from the first network, a data packet having destination information, which includes a destination address and a destination port, corresponding to a node (20) in the second network and having source information, which includes a source address and a source port, corresponding to a node (18) in the first network;
   means for maintaining the source information taken from the data packet in correlation with a unique value representing a port of the filter node;
means for replacing in the data packet the source address with an address of the filter node and the source port with the filter node port value; and
means for sending to the second network, the data packet having the replaced source information, whereby that packet is routed according to its destination information to the corresponding second network node.

28. A filter node as claimed in claim 27, comprising:
means for receiving from the second network, a data packet having the address of the filter node as the destination address;
means for correlating the destination port of the destination information in the data packet to particular source information being maintained;
means for replacing, in the data packet, the destination information with the particular source information; and
means for sending to the first network the data packet having the replaced destination information, whereby that packet is routed according to its destination information to the corresponding first network node.

29. A method as claimed in claim 28, comprising means for ignoring a data packet received from the second network, if the destination port of the destination information in that data packet can not be correlated to the maintained source information.

30. A method as claimed in claim 29, wherein the means for maintaining the source information includes means for storing the source information from the data packet as an entry in a lookup table, and wherein the filter node port value correlating to the source information constitutes an index into the table for that entry.

31. A filter node (12) for interfacing first (10) and
second (14) data communications networks, comprising:  
(a) means for receiving from the first network, a data  
packet having an a destination address corresponding to a  
node (20) in the second network and a source address  
corresponding to a node (18) in the first network;  
(b) means for maintaining the source address taken  
from the data packet;  
(c) means for replacing, in the data packet, the  
source address with an address of the filter node;  
(d) means for sending to the second network the data  
packet having the replaced source address, whereby that  
packet is routed to the corresponding second network node;  
(e) means for receiving a return packet from the  
second network, responsive to the data packet having the  
replaced source information;  
(f) means for replacing, in the return packet, the  
destination address with the maintained source address; and  
(g) means for sending to the first network the return  
packet having the replaced destination address, whereby  
that packet is routed to the corresponding first network  
node.

32. A filter node as claimed in claim 31, comprising  
means for buffering further data packets received from the  
first network while waiting for the return packet, and  
means for controlling means (b) through (g) on an  
individual basis for processing the further packets, if  
any, that were buffered.
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