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MEMORY SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application is based upon and claims the ben-
efit of priority from the prior Japanese Patent Application No.
2010-214357, filed on Sep. 24, 2010, the entire contents of
which are incorporated herein by reference.

FIELD
[0002] The embodiment relates to a memory system.
BACKGROUND
[0003] Inrecentyears, mass data is held in mobile devices,

for example, in handheld smart terminals and electronic
books for fast access. Such technologies have become impor-
tant increasingly. Further, from the viewpoint of weight-re-
ducing and energy-saving of information devices, integrated
circuit memories having no moving parts such as a motor has
proceeded rapidly. The importance in this case is how to use
up memory cells in performance marginal parts on memory
production. In accordance with this, lower prices and larger
capacities due to improvements in productivity of memories
can be realized. In addition, the reliability of data stored in
such the mass-capacity memories becomes important.
[0004] Even with no large-scale technical innovation,
mass-capacity memories can be realized. One such method is
a multi-level technology, which can increase the storage
capacity per memory cell. In addition, as the technology of
insuring data for marginal memory cells, ECC is known. In
particular, as for NAND flash memories, multi-levels of
memory cells and ECC system technologies have been
matured and almost completed.

[0005] Such the NAND flash memories have been used
increasingly wider, for example, in mobile terminals and
SSDs. Accordingly, it is required to achieve additional tech-
nical leaps for the NAND flash memories. For that purpose, it
is required to add innovative modifications to the conven-
tional multi-leveling technologies and ECC.

[0006] The multi-leveled NAND flash memories have been
developed originally based on the specifications without con-
sideration of multi-level. In addition, the ECC is applied to
the NAND flash memories based on the technologies for the
system of the overall memory. Therefore, the multi-leveling
technologies and ECC have not been made optimal as the
technology kept with multi-levels of memory cells.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG.1 is a table showing relations among the num-
bers of levels of p-adic cells, the data storage efficiencies and
so forth in a memory system according to a first embodiment.
[0008] FIG. 2 is a conceptual view of the memory system
according to the present embodiment.

[0009] FIG. 3 is a diagram illustrative of the outline of a
data interface in the memory system according to the present
embodiment.

[0010] FIG. 4 is a diagram illustrative of the procedure of
data transfer in the memory system according to the present
embodiment.

[0011] FIG.5is adiagram illustrative of write processing at
every sector in the memory system according to the present
embodiment.

Mar. 29, 2012

[0012] FIG. 6 is a diagram illustrative of read processing at
every sector in the memory system according to the present
embodiment.

[0013] FIG. 7 is a diagram illustrative of assigning numer-
als in a finite field Zp (p=17) to p-adic cells in the memory
system according to the present embodiment.

[0014] FIG. 8 is a diagram illustrative of write/read meth-
ods in the memory system according to the present embodi-
ment.

[0015] FIG. 9 is a diagram illustrative of word-line level
conversion and data transfer timing at the time of write/read in
the memory system according to the present embodiment.
[0016] FIG. 10 is a diagram illustrative of the configuration
of a to-17-adic converter circuit in the memory system
according to the present embodiment.

[0017] FIG. 11 is a block diagram of a to-17-adic converter
circuit corresponding to 1 step (“X to p” circuit block) in the
memory system according to the present embodiment.
[0018] FIG. 12 is a block diagram of the “X to p” circuit
block in the memory system according to the present embodi-
ment.

[0019] FIG. 13 is a diagram showing a circuit symbol of the
“X to p” circuit block in the memory system according to the
present embodiment.

[0020] FIG. 14 is a diagram showing a circuit symbol of an
operating circuit element for deriving elements in Zp (6 bit
mod 17” circuit block) in the memory system according to the
present embodiment.

[0021] FIG. 15 is a block diagram of the “6 bit mod 17”
circuit block in the memory system according to the present
embodiment.

[0022] FIG. 16 is a diagram showing a circuit symbol of a
to-17-adic conversion core (“p-adic” circuit block) in the
memory system according to the present embodiment.
[0023] FIG. 17 is a block diagram of the “p-adic” circuit
block in the memory system according to the present embodi-
ment.

[0024] FIG. 18 is a block diagram of the to-17-adic con-
verter circuit in the memory system according to the present
embodiment.

[0025] FIG. 19 is a circuit diagram of a “D-r” register in the
memory system according to the present embodiment.
[0026] FIG. 20 is a timing chart of timing signals for use in
control of the to-17-adic converter circuit in the memory
system according to the present embodiment.

[0027] FIG. 21 is a diagram illustrative of the configuration
of a to-2°-adic converter circuit in the memory system
according to the present embodiment.

[0028] FIG. 22 is a block diagram of a to-2°-adic converter
circuit corresponding to 1 step (“a to X” circuit block) in the
memory system according to the present embodiment.
[0029] FIG. 23 is a block diagram of the “a to X” circuit
block in the memory system according to the present embodi-
ment.

[0030] FIG. 24 is a diagram showing a circuit symbol of the
“ato X” circuit block in the memory system according to the
present embodiment.

[0031] FIG. 25 is a diagram showing a circuit symbol of an
operating circuit element for deriving a binary element (“6 bit
add 17 circuit block) in the memory system according to the
present embodiment.

[0032] FIG. 26 is a block diagram of the “6 bit add 17~
circuit block in the memory system according to the present
embodiment.
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[0033] FIG. 27 is a block diagram of a to-2°-adic converter
circuit block corresponding to 1 step (“p to X circuit block)
common to the memory system according to the present
embodiment.

[0034] FIG.28is a diagram showing a circuit symbol of the
“p to X” circuit block in the memory system according to the
present embodiment.

[0035] FIG. 29 is a diagram showing a circuit symbol of a
to-2°-adic converter circuit core (“binary” circuit block) in
the memory system according to the present embodiment.
[0036] FIG. 30 is a block diagram of the “binary” circuit
block in the memory system according to the present embodi-
ment.

[0037] FIG. 31 is a block diagram of a to-2°-adic converter
circuit in the memory system according to the present
embodiment.

[0038] FIG. 32 is a circuit diagram of an “A-r” register in
the memory system according to the present embodiment.
[0039] FIG. 33 is a block diagram of the memory system
according to the present embodiment.

[0040] FIG. 34 is a flowchart of encoding in the memory
system according to the present embodiment.

[0041] FIG. 35 is a flowchart of decoding in the memory
system according to the present embodiment.

[0042] FIG. 36 is a flowchart of decoding in the memory
system according to the present embodiment.

[0043] FIG. 37 is a diagram showing a circuit symbol of a
multiplier circuit for deriving the product of elements in Zp
(“X Zp” circuit block) in the memory system according to the
present embodiment.

[0044] FIG. 38 is a block diagram of the “X Zp” circuit
block in the memory system according to the present embodi-
ment.

[0045] FIG. 39 is a diagram showing a circuit symbol of an
operating circuit element for deriving the sum of elements in
Zp (“5S bit AD mod 17” circuit block) in the memory system
according to the present embodiment.

[0046] FIG. 40 is a block diagram of the “5 bit AD mod 17”
circuit block in the memory system according to the present
embodiment.

[0047] FIG. 41 is a block diagram of a circuit for deriving a
code component to be stored in a memory in the memory
system according to the present embodiment.

[0048] FIG. 42 is a diagram showing a circuit symbol of a
circuit for deriving the cumulative sum of elements in Zp (“X
k-times” circuit block) in the memory system according to the
present embodiment.

[0049] FIG.43is ablock diagram of the “X k-times” circuit
block in the memory system according to the present embodi-
ment.

[0050] FIG. 44 is a block diagram of a circuit for deriving a
syndrome in the memory system according to the present
embodiment.

[0051] FIG. 45 is a block diagram of a circuit for deriving a
syndrome in the memory system according to the present
embodiment.

[0052] FIG. 46 is a block diagram of a circuit for deriving a
syndrome in the memory system according to the present
embodiment.

[0053] FIG. 47 is a diagram showing a circuit symbol of a
circuit for deriving the cumulative sum of elements in Zp
(“G)" (5=1to 16)” circuit block) in the memory system accord-
ing to the present embodiment.
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[0054] FIG. 48 is a block diagram of the “(j)’ (j=1 to 16)”
circuit block in the memory system according to the present
embodiment.

[0055] FIG. 49 is a block diagram of a circuit for deriving a
solution searching polynomial in the memory system accord-
ing to the present embodiment.

[0056] FIG. 50 is a block diagram of a circuit for deriving
coefficients of a Hasse differential polynomial in the memory
system according to the present embodiment.

[0057] FIG. 51 is a table of various operational results over
elements in Zp in the memory system according to the present
embodiment.

[0058] FIG. 52is acircuit diagram of a decoder for deriving
the correspondences among elements in Zp in the memory
system according to the present embodiment.

[0059] FIG. 53 is a block diagram of a circuit for deriving a
polynomial solution and the associated multiplicity in the
memory system according to the present embodiment.
[0060] FIG. 54 is a block diagram of a circuit for deriving a
true error from a root and multiplicity pair of the Hasse
differential polynomial to execute code correction in the
memory system according to the present embodiment.
[0061] FIG. 55 is a block diagram of an operating circuit for
computing a LLee metric of the error code word in the memory
system according to the present embodiment.

[0062] FIG. 56 is a diagram showing a circuit symbol of an
operating circuit element for computing the Lee metric (5 bit
LM 177 circuit block) in the memory system according to the
present embodiment.

[0063] FIG. 57 is a block diagram of the *“5 bit LM 17~
circuit block in the memory system according to the present
embodiment.

[0064] FIG. 58 is a diagram showing a circuit symbol of a
unit contained in a computing circuit for deriving A=CG™
from C=AG (“c™~1j” circuit block) in the memory system
according to the present embodiment.

[0065] FIG. 59 is a block diagram of the “c~1j” circuit
block in the memory system according to the present embodi-
ment.

[0066] FIG. 60 is a diagram showing a circuit symbol of a
unit contained in the computing circuit for deriving A=CG™*
from C=AG (“a,,” circuit block) in the memory system
according to the present embodiment.

[0067] FIG. 61 is a block diagram of the “a,,” circuit block
in the memory system according to the present embodiment.
[0068] FIG. 62 is a block diagram of the computing circuit
for deriving C=CG™" from C=AG in the memory system
according to the present embodiment.

[0069] FIG. 63 is a block diagram of a memory system
according to a second embodiment.

[0070] FIG. 64 is a block diagram of a circuit for deriving
component elements of a syndrome in the memory system
according to the present embodiment.

[0071] FIG. 65 is a diagram showing a circuit symbol of a
circuit for use in a Euclidean iterative method (“kn” circuit
block) in the memory system according to the present
embodiment.

[0072] FIG. 66 is a block diagram of the “kn” circuit block
in the memory system according to the present embodiment.
[0073] FIG. 67 is a diagram showing a circuit symbol of a
circuit for use in a Euclidean iterative method (“fn” circuit
block) in the memory system according to the present
embodiment.
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[0074] FIG. 68 is a block diagram of the “fn” circuit block
in the memory system according to the present embodiment.
[0075] FIG. 69 is a diagram illustrative of a circuit symbol
of a circuit for use in a Fuclidean iterative method (“pn”
circuit block) in the memory system according to the present
embodiment.

[0076] FIG. 70 1is a block diagram of the “pn” circuit block
in the memory system according to the present embodiment.
[0077] FIG. 71 is a diagram showing a circuit symbol of a
circuit for use in a Euclidean iterative method (“f,=k £, ,,+
f,.,” circuit block) in the memory system according to the
present embodiment.

[0078] FIG. 72 is a block diagram of the “f =k £,  +f .”
circuit block in the memory system according to the present
embodiment.

[0079] FIG. 73 is a diagram showing a circuit symbol of a
circuit for use in a Euclidean iterative method (“p,,, =k, p,,+
p,_,” circuit block) in the memory system according to the
present embodiment.

[0080] FIG. 74 is a block diagram of the “p,,,;=K,p,+D,._1”
circuit block in the memory system according to the present
embodiment.

[0081] FIG. 75 is a block diagram of a circuit for use in the
Euclidean iterative method in the memory system according
to the present embodiment.

[0082] FIG. 76 is a block diagram of a circuit for use in the
Euclidean iterative method in the memory system according
to the present embodiment.

[0083] FIG. 77 is a diagram showing a circuit symbol of a
circuit for use in a Euclidean iterative method (“DEG” circuit
block) in the memory system according to the present
embodiment.

[0084] FIG. 78 is a block diagram of the “DEG” circuit
block in the memory system according to the present embodi-
ment.

[0085] FIG. 79 is a block diagram of a circuit for deciding
the stop condition on the Fuclidean iterative method in the
memory system according to the present embodiment.
[0086] FIG. 80 is a block diagram of a circuit for deciding
the success condition on the Euclidean iterative method in the
memory system according to the present embodiment.

DETAILED DESCRIPTION

[0087] A memory system according to the embodiment
comprises a cell array including word lines and plural
memory cells operative to store data in accordance with plural
different physical levels when selected by the word lines; a
register operative to hold first data input from external; and a
data converter unit operative to convert the first data held in
the register into second data and overwrite the second data in
the area of the register for holding the first data, and further
operative to convert the second data held in the register into
third data to be recorded in the memory cells and overwrite
the third data in the area of the register for holding the second
data.

[0088] With reference to the drawings, memory systems
according to the embodiments will now be described below.

Overview of Embodiment

[0089] A memory system realizes a higher-density storage
capacity by finely fabricating a cell array, forming the cell
array and so forth in 3-dimensional structures, and thinking
physical phenomena for use in memory cells. If the memory

Mar. 29, 2012

system is further required to have a higher density after
completion of stable process steps, multi-leveling of memory
cells is effective means.

[0090] In particular, as for NAND flash memories, multi-
leveling proceeds promptly and 3-bit cells capable of storing
8 levels per cell become practical. Much higher multi-level-
ing of memory cells associates with a sudden deterioration of
reliability, however, and suffers a 2-decimal places or more
error rate per bit error rate increase at least. Thus, from the
problem on the reliability and production yield, the progres-
sion of multi-leveling of memory cells has a difficult problem
even though it is expected as means for realizing high-capac-
ity file memories.

[0091] If the problem on multi-leveling of memory cells
can be overcome to achieve effective use, NAND flash memo-
ries can be attained to have a higher-density storage capacity
while utilizing stable process steps for NAND flash memories
for longer terms.

[0092] Therefore, the first embodiment, under the follow-
ing gist, proposes a memory system utilizing a Lee metric
code.

[0093] (1)Anerrorinamemory cell, in many cases, may be
caused by writing an adjacent level in the memory cell and
reading an adjacent level from the memory cell. Even in such
the case, the assignment of binary bits to the conventional
memory cell may cause a larger error quantity. Therefore, the
memory system according to the embodiment described
below utilizes multi-level storage cells with reliability
improved by simplifying the assignment of levels to a
memory cell.

[0094] (2) A multi-level of the memory cell can be grasped
as a height from the base level. In a word, a multi-leveled
memory cell is suitable for storing information not digitalized
by a binary but digitalized by a prime. Therefore, the memory
system according to the embodiment described below is con-
figured with the use of memory cells having physical quantity
levels assigned to elements in a finite field Zp of a prime p
(hereinafter referred to as “p-adic cells”).

[0095] (3) An ECC (Error Correcting Code) effective in the
case of the error caused by writing an adjacent level in the
memory cell and reading an adjacent level from the memory
cell is a Lee metric code in the finite field Zp. Therefore, the
memory system according to the embodiment described
below utilizes an ECC system that uses a Lee metric code
thought to cause no error searching miss.

[0096] (4) The configuration of the NAND flash memory
using p-adic cells is different from the configuration of the
conventional NAND flash memory. Therefore, the embodi-
ment described below proposes an essential idea of the speci-
fication about a specific memory system and describes the
memory system configured based thereon.

[0097] (5) If it is desired to set a larger correctable error
quantity, an error correcting method using a Euclidean itera-
tive method may be effective if it is used as the error correct-
ing method using the Lee metric code ECC. Therefore, the
following description is given to specific circuits required to
realize the memory system using the Euclidean iterative
method for error correction.

First Embodiment
Lee Metric Code

[0098] First, an overview of the Lee metric code is
described.
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[0099] A symbol c representative of the code is an integer
shown in Expression 1.

c;€GF(p)y=Zp, 0=c<p [Expression 1]

When the metrics of these integers are represented by Ic,| as
Lee metrics and all Lee metrics Ic,| are represented by inte-
gers of p/2 or below, the Lee metrics Ic,| can be defined as in
Expression 2.

0=c<p/2: Icil=¢;
DpR2<c<p: Igl=p-c;

[0100] As the code C can be considered a row of n(=p-1)
symbols c,, it can be represented by C=(c,, ¢,, . . ., ¢,,), and a
metric w(C) of the code C can be defined as the sum of Lee
metrics of the symbols c, as in Expression 3.

[Expression 2]

w(C)=le|l+lesl+. .. +le,

[0101] The distance between codes can be defined by the
sum of Lee metrics of differences between the symbols cor-
responding to the code. Here, a difference between 2 symbols
c and y (Lee distance) d,(c, y) is given as Expression 4.

[Expression 3]

di(c.y)=w(c-y) [Expression 4]

[0102] Further, the minimum Lee distance of the code C
can be defined by the minimum metric of the metrics w(C) of
the code C as shown in Expression 5.

d; (Cy=min w(C)

[0103] In this case, the Lee metric code is such a code that
has the minimum distance of 2y between codes having a
generator matrix G and a syndrome matrix H shown in
Expression 6 and that can correct (y—1) or lower Lee metric
errors.

[Expression 5]

1 2 - (p=-1 [Expression 6]
12 22 ... (p_1)2
G=|. . . s
1k 2k L. (p_l)k
12 (p-1)
1! ol (p- 1
H=| . . .
ool (p—- 1)7*1

Here, when the word length of the code C is denoted with n
and the word length of data is denoted with k, then y=n-k
where y represents the redundant word length contained in the
code C.

[0104] For the purpose of generating the L.ee metric code
thus configured, the input-converted data is presented by a
k-digit, p-adic number. The numerals on the digits of the
p-adic number are the elements in Zp and therefore can be
used as a data word X of the Lee metric code to obtain a code
expression through an operation C=XG based on the genera-
tor matrix G. The obtained code word is stored in the memory.
Information about the error caused on the stored numeral in
Zp is used as a data word Y of the [.ee metric code read out of
the memory to obtain a syndrome through an operation
S=YH’ (H'is a transpose of H) so that the position and quan-
tity of the error can be computed to correct the error.

Mar. 29, 2012

<Principle of Data Processing, Syndrome Converting
Method>

[0105] The following description is given to the principle of
a data processing method in the NAND flash memory using
p-adic cells. Hereinafter, the principle is referred to as a
“syndrome converting method”.

[0106] The components of the code C held in the p-adic
cells are the numerals in Zp and they cause variations on
receipt of various disturbances at every component and make
a change to the code Y consisting of different components as
shown in Expression 7.

Y=(3y), yi=csre;, i=l~p-1 [Expression 7]

[0107] The operation to restore C fromY is decoding. Prior
to decoding, a syndrome is derived.

[0108] After selecting 3-component vectors <m>=<m,,
m,, m;> (m,=0 to p-2) from Zp and applying a matrix opera-
tion of these vectors and H matrix as in Expression 8, a
syndrome =S can be derived as elements S S
S_,>.c Where e=y-1.

<m=>+03 M<m>+1>

[Expression 8]

(p-171H 0 0 3
-1
mg_y 0 (p —.2 ) e 0
0 0 “Ap-(p-17")
(p-1) 0 0 mrlogo... 0 T
0 (p=2) - 0 02 .. 0
: : - : FEE : H
0 0 e gp—(p-1}] [0 0 -« (p-1)
[0109] After setting =™ S=(S_,,-,,) (1=0 to €), and deriving

S, from <m>+1=0, if [S,|=e, then decoding starts.

[0110] This is because the generator matrix G and the syn-
drome matrix H are configured to satisfy GH=0(mod p), for
example. Therefore, the substitution of Y=C+E makes zero
the part corresponding to C as shown in Expression 9 so that
S can be represented by the components of E.

p-1 [Expression 9]
D =B (e =

=

p—e-3 »
ay (YL p - jymip— ™ =
R

p-1
0= St =, (p=i B (P = (I (iy; =
=l
-1
p= iR G e;

b

.
I

[0111] If<m>=<0>,1=0 and E=(e,, e,, ..., e,), the repre-
sentation of S_. ,;=S,=2e, can be given so that S, indicates
the total sum of errors as can be found.

[0112] IfIS,I=y-1, an error can be found through the fol-
lowing syndrome converting method. Even if this condition is
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not satisfied, the value of the error on the code component can
be obtained according to the computation. It is not possible to
determine whether the error is an error on a true code or an
error on an adjacent code. Therefore, it cannot be used in error
correction. This is because the requirement for enabling error
correction of the Lee metric code includes the minimum value
of'the Lee metric code between codes being equal to 2y, and
because in this case the Lee metric code of S, always becomes
equal to € or below, that is, the total sum of Lee metrics of
error components becomes equal to € or below.

[0113] If IS I=e, the flow enters the error searching
through the syndrome converting method and executes the
syndrome conversion at the start. In this case, the flow seeks
u=e(S.,-.0) " that makes uS_, ., ,=€ over <m> that leads to
S_,=40720, from Expression 10, to obtain a new syndrome
u”""S=(uS uS cesuS_ L)

<m=>+03 <m=+1° *

USimpi0 = [Expression 10]

—1 p-1
up = (p = ey =e=u) ()
=

b

S

[0114] Subsequently, the converted syndrome is used to
decode the error. This method is described.

[0115] The code stored in the memory cell array contains
the error E=(e,, e,, . . ., e,) (n=p-1). Accordingly, a virtual
error on the new syndrome includes {u(1)™e,, u(2)™"e,, .
.., u(m)™e,_, }. These n (=p-1) error components are con-
verted and classified into 2 sets J, and J_ as in Expression 11.

J.={e1,2,..., n); U(j)<m> e<pl2}

J={je1,2,..., n); U(j)<m> e>pl2}

Namely, it is classified into J,, which is an arrangement of the
positions j of the symbols c, if the error quantity of the
symbol is u()™ e<p/2, and J_, which is an arrangement of
the positions j of the symbols c;, if the error quantity of the
symbol is u(j) ™ e>p/2. Polynomials A(x), V(x) on Zp are
configured on the basis of these sets as in Expression 12.

[Expression 11]

LM [Expression 12]
Aw =[] =g,

Jjely

RO
v =[] a-ppm

jed_

Thus, the polynomial A(x) is such a polynomial that has a
reciprocal number of the error component positionjinJ, asa
root, and that has a Lee metric u(j)™ e, of that error compo-
nent as the multiplicity of the root. On the other hand, the
polynomial V(x) is such a polynomial that has a reciprocal
number of the error component position j in J_ as a root, and
that has a Lee metric p-u(j)™ e, of that error component as
the multiplicity of the root. Decoding is a process of finally
configuring these polynomials only from the information on
the syndromes to solve them, thereby obtaining information
on errors. In a word, it is required to seek a relation between
these polynomials A(x), V(x) and the syndromes. When it is
configured with a series polynomial having each syndrome
u™S on a coefficient of the corresponding degree, it is
represented with a rational polynomial having the position of
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the error composition and the value of the virtual error com-
position in factors thereof as in Expression 13.

i [Expression 13]
S(x) = Z US iy 1 X'

=1

p-1

= Z uH™e;y” (o)t
= =1

1 .
jx
it —jx

()™

J=1

From Expression 13, a relational equation shown in Expres-
sion 14 can be established among the polynomials A(x), V(x)
and the syndrome S(x).

Alx) Ay [Expression 14]
(W)SW:"‘(W)
[0116] Subsequently, the relational equation shown in

Expression 14 is used to seek the polynomials A(X), V(x)
from the syndrome S(x).

[0117] From the syndrome S(x), a polynomial ¥(x) with a
degree of y-1 or lower shown in Expression 15 is sought.

P(x)S(x) = —x¥ (x)(modx?) [Expression 15]

Y =1+ g,

g

1 J
Yp=- 72 ¥ j-ithSemyei
=)

[0118] Inan expansive expression of the polynomial W(x),
a coefficient 1; can be sought from a comparison between
coefficients of the homogeneous degree on both sides of the
expression shown in Expression 15 through an iterative
method using the syndrome uS_, ., and an already-deter-
mined coefficient1),_,. Coefficients 1,1 of the polynomial
W(x) are sought from syndromes uS._,,.,, to uS_,.,.. The
results are shown in Expression 16.

Yo =1 [Expression 16]
Y1 = —ouSimye1 = —USemy+1

W2 = = WuSimyr1 + YouSum+2)/2
= —u(h1 Semy+1 + Yo Sem+2) /2

Yyt = — et USumys1 + -+ YoltSymyie) [ &
= — e 1Semye1 + o+ YoSimyre) /€

[0119] The polynomial W(x) is a polynomial equivalent to
AX)/V(X). In this case, the key conditions on mutual primes
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A(x) and v(x) are given as in Expression 17. Therefore, V(x)
=1 can be established and W(x) can be applied as A(x) itself.

V(X)W (x)=Mx)(mod x+1)
deg Mx)-deg v(x):]’ls<m>‘r 0 +0=€(mod p)

deg Mx)-deg v(x)Ze

[0120] The condition, deg A(x)—deg v(x)=€ and deg A(x)+
deg v(x)=e¢, on the degree of the polynomial results in 0=2
deg v(x)=0, which establishes deg v(x)=0 as can be found.
Namely, as V(x)=1 and AX)=¥(x) can be established, so
W(x) can satisfy this condition. In this case, € previously
determined by W(x) derived from the syndrome, and e=deg
W(x)=deg A(x) should be established. If it is established, all
key conditions can be satisfied and accordingly W(x) can be
used to obtain a solution. On the other hand, if it is not
established, no error satisfies the key conditions, resulting in
no solution.

[0121] This method corresponds to conversions, which col-
lect the positions of all error code components into the set J,,
applied to errors. Another viewpoint indicates the presence of
the possibility of error correction if conversions are executed
such that the total sum of the converted errors reaches e.

[0122] The possibility referred above has two meanings.
The first is associated with the requirement in which the
positions of all error code components are collected in J,, and
the degree of W(x) derived from the syndrome is just equal to
€. The second is associated with the requirement in which the
error quantity can be obtained according to the computation
even though |S)I=e is not satisfied. This condition is added,
though, to exclude failed corrections.

[0123] The method of solution searching comprises substi-
tuting A(x)=W(x) and V(x)=1 to find a solution that satisfies
the equation from the elements in Zp, and applying an inverse
transformation to obtain a true error E from the obtained root
and multiplicity.

[0124] Next, with respect to the syndrome converting
method in accordance with the above principle, an effective
condition on error searching is considered.

[0125] When a point in a true error code word actually
indistinct is represented by E=(e;, €,, . . ., €, ;). in the
syndrome converting method the process converts it to a point
TE=u(1) ™ e, u(2) ey, ..., u@) ™ e,_,) in a virtual
error code word. Note that the component coordinates them-
selves are unchanged. In this case, the syndrome is repre-
sented as in Expression 18. In Expression 18, j, (i=1 to &)
indicates the component coordinates of E different from zero
where j;<G,<. . . <.

[Expression 17]

£ [Expression 18]
USymy0 = MZ (j)™ej =2
=1

[0126] IfE=2 and <m>=<m'">, the conversions to the vir-
tual errors are all independent. Because if there is an equal
one, u(j) ™™ =u'(j)™™" is required to establish over & different
j because j, is unchanged through the conversion. This means
that Expression 19 shown below can establish over all j, and
can establish only if £=1.
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(ji)<m>s<m’>+0 - (ji)<m,>5<m>+o N [Expression 19]

13
G Y e,

i=1

3
=™y G ™ey,

i=1

[0127] Thus, according to the syndrome converting
method, scanning <m> can configure polynomials of virtual
error points different at every different <m>. The case of £=1
corresponds to one in which only the conversion of the syn-
drome multiplied by u is required to ready for virtual errors.

[0128] In addition, when paying attention to one virtual
error component, for example, u()™ e ~(S_,,-.o) ()" "¢,
moves through all Zp components except zero under the
following condition. In other words, when any one of <m>

components fluctuates from O to p-2, then

G }71S<m>+0 — [Expression 20]

3
S - i e =i e - i e - ior

ki

UG GoY™ey, +e,

it moves through Zp components 1 to p-1 except 0. Accord-
ingly, the inverse element thereof (S_,,-.,) ' (j) ™™ also takes
all components except zero. In the end, as u(j)™¢, takes all
components except zero once at least, the sufficient condition
is to scan any one of <m> components from 0 to p-2.
[0129] In the syndrome converting method, the process
introduces syndromes, (p—1) diagonal matrixes, and uses O-th
to (p—2)-th powers ofthese individuals to cause a virtual error.
Therefore, the following description is given to the error that
can be covered by the conversion to such the virtual error, and
to the condition on the syndrome converting method.

[0130] When a point in a true error code word is given by
E=(e;, e, . .., €, ), a point in a virtual error code word in
accordance with the syndrome converting method is given
TPE={u(1) e, u2) e, . .., u(p-1)""e,_, }.

[0131] There are & error component positions, which are
represented by j, (i=1-, j,<j,< . . . <jg) and replaced as in
Expression 21.

£ [Expression 21]
WS =y () Me, = &, u(j) e, = &
=1

In Expression 21, €, (i=1 to p-1) is considered a variable
where the sum of €, to €,,_, is fixed to €.

[0132] Therefore, the process computes the number in the
case of & components that make the sum equal to €.

[0133] As for (§-1) components, 1 to p—1 can be selected
freely. The final &-th value can be selected for the sum of
(§-1) such that the sum of & components is made congruent
with e. Accordingly, the number is equal to (p—1)5"" in the
case of selection of the variable.
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[0134] This result, however, also contains the case where
the final selection is required to take 0. Accordingly, this case
is excluded. If the number is equal to n(§) when the sum is
congruent with e for § pieces of 1 to p-1, it is required to
exclude the case where the sum reaches € before the final
selection. Therefore, n(£)=(p-1)>"'-n(E-1) establishes, and
thus n(§) can be obtained as in Expression 22.

Ereven n(@)~{(p-1)>1}p
Erodd n@~{(p-1)%1}p
= n@~{(p-DE-(-L}p

When e is divided into & pieces, there is one having compo-
nents all present between 0 and 2/p, that is, components
belong only in J,. If the number of conversions to different
virtual errors is higher than the number in the case of n(g)
pieces, it is possible to make J, virtual errors. In this case, if
the resultant true error can satisfy the condition on error
correction of the Lee metric code, it is possible to find solu-
tions through the syndrome converting method without
misses.

[0135] Subsequently, the flow finds the number of different
virtual errors that can be caused from the true error through
the syndrome converting method. In the case described
above, the degree of the vector <m> is equal to 3. Therefore,
<m>=<m,, m,, m;> establishes, and in order to allow the
divided components of € to move all from 1 to p-1, the
components are independently scanned from O to p-2. In the
case of the current specific example, the number of conver-
sions in the case of <m>=<m"> is equal to (p-1)°.

[0136] In comparison with the number n(E) when the sum
of § free variables €, reaches e,

nE={p-D=CD5p=p-1)°

is the scan condition without misses. Thus, £=4 can satisfy
this condition, and the method using 3 diagonal matrixes is
possible to execute searching up to =4 without misses.
[0137] When j moves from 1 to p-1, an additional m-th
power of the matrix that includes a diagonal matrix, that is, a
function that moves through all Zp components 1 to p-1
except zero allows the number of conversions to increase at
every (p-1)-fold similar to the above.

[0138] When C matrixes are aligned, the number of conver-
sions reaches (p-1)%, which makes the condition without
misses always be E=C+1.

[0139] In addition to the above used j, p—j, p—j ', examples
of these functions include a in Zp but a=1, 2, and &, p-a> of
which a is the number other than a power of a certain number
so that a sufficient number of conversions can be made.
Therefore, an appropriate selection of a to make a diagonal
matrix can extend the degree of <m> so that § can be set
always larger by 1 than this degree. Therefore, even if the
syndrome converting method is used over all the cases, where
the correctable condition on the Lee metric code is satisfied,
instead of using the Euclidean iterative method, it is possible
to execute error searching without misses.

[0140] The number in the case of the conversion grows
(p—1)-fold when & increases by 1, however, and accordingly
the number of searches increases exponentially. Therefore,
depending on the case, the use of the conventional Euclidean
iterative method shortens the processing time than the syn-
drome converting method as can be considered. In this case,
it is required to execute an optimal selection in accordance
with the applied memory system. In particular, in the case of

[Expression 22]

[Expression 23]
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e=1, 2 and so forth, the use of the syndrome converting
method is more advantageous.

<Data Interface in p-adic NAND Flash Memory>

[0141] On the basis of the above, the following description
is given to a specific example of the NAND flash memory that
uses the syndrome converting method for error correction.
Hereinafter, this NAND flash memory is referred to as the
“p-adic NAND flash memory”. In addition, if no special
notice is given, a “memory system” refers to the p-adic
NAND flash memory.

[0142] First, a comparison/consideration is performed to
determine what kind of p-adic cell should be selected.
[0143] FIG. 1 is a table showing relations among the data
storage efficiencies and so forth at every number of levels of
p-adic cells in a memory system according to a first embodi-
ment. The first column in the table shows evaluated items. The
evaluated items are as follows.

[0144] L: The number of threshold level divisions of the
p-adic cell.

[0145] p: A prime to be used.

[0146] h: A minimum number of bits required for binary

representation of Zp.

[0147] e: An overall quantity of Lee metrics of error-cor-
rectable errors.
[0148] M: A value determined by M=h(p—e-3), which is

the number of bits, that is, the quantity of binary data in a
“Binary World” subject to batch processing by ECC.

[0149] The “Binary World” refers to an environment out-
side the memory system according to the present embodi-
ment, for example, an IT instrument that handles data in

binary.

[0150] &: The number of digits of M as a 2*-adic number
(6=M/h).
[0151] M/(p-1): An index indicative of the number of

binary bits that one p-adic cell can store.

[0152] Binary M bits are treated as a code word having
(p-1) code components, which are stored in (p-1) p-adic
cells.

[0153] p-1: The number of p-adic cells required for storing
a code word of the Lee metric code.

[0154] log, L: The number of bits that can be stored in a
p-adic cell when the p-adic cell is made as a binary storing
multi-level cell.

[0155] e/(p-1): A proportion of the maximum number of
correctable cells when c¢ is used. Or a proportion of the maxi-
mum error level length correctable in one p-adic cell.

[0156] log, L/{M/(p-1)}: A redundancy when a memory
cell is used as a p-adic cell for storing ECC with the Lee
metric code, and the memory cell is regarded as a binary
multi-bit cell.

[0157] Inthe table dotted parts are ranges that can be con-
sidered practical from the viewpoint of the level of the p-adic
cell and the redundancy to binary.

[0158] The following description is given to an example of
the practical memory system in the case of =17 and e=4
shown in FIG. 1 with the star mark where 4 cells among 16
cells can be corrected.

[0159] This considers that the number of levels per cell in
the practically used NAND flash memory is equal to 16 levels.
When E increases by 1, the scale of processing through the
syndrome converting method increases almost p-fold.
Accordingly, if p=17 is used, the case of e=2 shown in FIG. 1
with a double circle where 2 cells among 16 cells are correct-
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able is considered practical for the present, though the case of
e€=4 is picked up for convenience in understanding of the
embodiment.

[0160] Subsequently, a NAND flash memory system is
configured for the specific example in the case of =17 and
e=4. Initially, the specification for the NAND flash memory
system is shown. The specification herein shown provides a
skeleton ofthe specification for the use of other p and €. Inthis
case, the values of the skeleton can be changed to the corre-
sponding values in accordance with the values of p and e.
[0161] The following is the specification for the p-adic
NAND flash memory system.

[0162] (1) The configuration of the data interface is a x8
1-byte configuration.

[0163] (2) It operates in sync with clocks.

[0164] (3) A sector contains 512 bytes as a data transfer
unit.

[0165] (4) The unit of conversion processing from a binary

to a p-adic number includes 50 bits. Hereinafter, the conver-
sion processing from the 50-bit binary to the p-adic number is
referred to as a “process”. For the purpose of distinguishing it
from other general terms, “process”, it is expressed by “PRO-
CESS”. Therefore, a binary corresponding to 1 sector is con-
verted to a p-adic number through 82 PROCESS.

[0166] (5) A page size is determined by 4 sectors (2048
bytes). A block size is not determined particularly though it
has a size of 64 pages, for example, which depends on the
configuration of the cell array.

[0167] (6) Each sector contained in a page can be accessed
at random.
[0168] (7) A variety of modes are prepared as access meth-

ods in a sector. The access modes are roughly divided into
two: a “fast mode” and a “random mode”.

[0169] The fast mode: A mode in which accesses are made
in order of addresses fixed in a sector. In writing, after a lapse
ot 10 cycles since the beginning of the sector access, a PRO-
CESS starts for processing data in turn. In reading, after
completionof 1 PROCESS, a sector access is allowed. In both
writing and reading, a PROCESS to a sector and an access to
the sector proceed at the same time.

[0170] The random mode: An access mode in which a burst
length of access to a sector, the burst mode, and the top
address of burst can be set.

[0171] For example, the burst length may include 4/8/16/
32/256 bits and so forth, and the burst mode can be set in an
interleave mode/wrap-around mode and so forth.

[0172] After completion of PROCESS to the data to be
stored in a sector, an access to the sector is allowed.

[0173] At the time of writing, PROCESS starts after
completion of data storage in the sector access.

[0174] In the random mode, an access and a process start
after pieces of data to the sector are grouped. Therefore, the
access and the PROCESS to the same sector cannot proceed
at the same time.

[0175] The following description is given to an overview of
the memory system capable of realizing the above specifica-
tion skeleton. This system is a system that directly treats the
numerals in Zp as data.

[0176] As describe above, the environment outside the
memory system, for example, the I'T instrument that handles
data in binary is referred to as the “binary world”. In contrast,
containing a part that handles data in binary such as opera-
tional processing, an environment inside the p-adic NAND
flash memory system that handles data in Zp is referred to as
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a “p-adic Zp world”. In this case, the “binary world” can also
be referred to as a “p-adic Z, world”.

[0177] FIG. 2 is a conceptual view of the memory system.
This memory system mainly comprises a “p-adic NAND
cell” part operative to store data (codes), and a “Lee metric
code & ECC” part operative to execute error processing at the
time of executing write/read to the “p-adic NAND cell” part.
These “p-adic NAND cell” part and “Lee metric code &
ECC” part are parts that belong to the “p-adic Zp world”.
[0178] Thememory system further comprises, as interfaces
between the “binary world” and the “p-adic Zp world”, a
“binary to p-adic” converter unit operative to convert binary
datato Zp data, and a “p-adic to binary” converter unit opera-
tive to convert Zp data to binary data.

[0179] As the outside of the memory system is the “binary
world”, the “binary to p-adic” converter unit receives binary
data from the “binary world” and processes it at every 50 bits.
Thereafter, the data is stored in p-adic cells, and further pro-
vided to external at every 50 bits by the “p-adic to binary”
converter unit.

[0180] ECC to the data stored in the “p-adic NAND cell”
part can be executed easily by applying a Lee metric code to
Zp. The present memory system is also possible to execute
ECC processing because it comprises the “Lee metric code &
ECC” part.

[0181] As the memory system comprises the “binary to
p-adic” part and the “p-adic to binary” converter unit, users
can handle the memory system just as the “binary world”
without having consciousness about the “p-adic Zp world”
inside the memory system.

[0182] Data write and read to the “p-adic NAND cell” part
is handled directly with relating the threshold levels to the
elements in Zp. There are two such relating methods.

[0183] The first is a method in which interfaces are used to
deal data write and read to conventionally NAND-connected
multi-level cells (hereinafter referred to as “NAND MLC”). It
is required to once convert the Zp level (1 to p-1) stored in
MLC to page information and so forth of NAND MLC.
Therefore, a part, which mediates between the NAND MLC
and a peripheral circuit “p-adic Zp world”, is required to have
a logic part. In the case of this method, information on Zp
stored in MLC spans over page information of plural NAND
MLCs and accordingly data transfer needs a longer time.
[0184] The second is a method in which a Zp level is
directly written as a physical level in a p-adic cell. This
method can make data write/read processing faster than the
first method.

[0185] The present embodiment applies the second
method.
[0186] The following description is given to data transfer

suitable for the above-described memory system specifica-
tion, and to an interface circuit for making the match with
internal p-adic cells.

[0187] In the case of the memory system according to the
present embodiment, all the results on data processing show
up on page registers contained in pages. The p-adic cells
communicate data with the page registers. Therefore, how to
configure the page registers is the key to the data transfer
specification.

[0188] At the start, the data interface specification is con-
firmed once again.

[0189] (1) The I/O transfer rate of the memory system is 1
byte/cycle. In a word, the transfer unit is 1 byte.
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[0190] (2) 50 bits of binary data are converted as a process-
ing unit to a Lee metric code.

[0191] (3) 1 sector includes 512 bytes. Therefore, 512
cycles are required to transfer 1 sector of binary data.
[0192] (4) 82 PROCESS are required to convert 1 sector of
binary data to a Lee metric code. Binary data that can be
processed by 82 PROCESS includes 82x50=4100 bits.
Therefore, it is required to process 1 sector plus 4 bits.
[0193] (5) When binary data is converted to p-adic data,
there is an increase to 55 bits per 50 bits. Therefore, 1 sector
requires registers corresponding to 82x55=4510 bits.

[0194] (6) If binary data is converted to a Lee metric code
through the conversion to p-adic data, there is an increase to
80 bits per 50 bits. Therefore, 1 sector requires registers
corresponding to 82x80=6560 bits (820 bytes).

[0195] In consideration of the above (2), the subsequent
description is given to a register configuration that allows data
processing at every 50 bits to be executed efficiently.

[0196] Data is transferred at a rate of 1 byte/cycle in accor-
dance with the above (1). Therefore, transfer of 50-bit binary
data requires 7 cycles at the minimum. When 50-bit binary
data is converted to a Lee metric code, there is an increase in
size to 80 bits in accordance with the above (6).

[0197] Here, 50 bits can be represented by 5x10 bits, and 80
bits by 8x10 bits. Therefore, the memory system according to
the present embodiment configures (10x8) register blocks
with plural byte-unit registers to execute data processing
using the registers thus configured. Thus, it is possible to
realize an optimal register configuration and data processing
in the memory system. The (10x8) register blocks are
described later.

[0198] Subsequently, a flow of data processing is described
with reference to FIG. 3.

[0199] The transfer of 50-bit binary data to 1 register block
is executed in 10 cycles.

[0200] Therefore, if the address order of data transfer has
been determined, processing of 1 PROCESS is made enable
at every 10 cycles. In PROCESS, however, pieces of data are
merged at every /O and processed. Accordingly, if an 1/O is
masked and invalidated, the I/O is processed as it holds fixed
data.

[0201] On the other hand, if the address order of data trans-
fer is at random, it is not possible to determine which part of
the registers contained in a sector the data is transferred.
Accordingly, on receipt of a command indicative of comple-
tion of 1-sector data transfer, the flow decides that preparation
of processing-target data is completed, and starts PROCESS.
[0202] The PROCESS is treated by regarding (10x8) reg-
ister blocks as the later-described “D-r” register and utilizing
overwrite to the “D-r” register.

[0203] At the start, processing-target data stored in the
“D-r” register is regarded as h=5, =10 binary data (first data)
and converted to a p-adic number (second data) (S1 in FIG. 3).
Subsequently, the data converted to the p-adic number is
overwritten in the “D-r” register (S2 in FIG. 3). Subsequently,
the p-adic data stored in the “D-r” register is multiplied by a
generator matrix G to convert it to a Lee metric code (third
data) (S3 in FIG. 3). Finally, the Lee metric code is overwrit-
ten in the “D-r” register (S4 in FIG. 3).

[0204] Thus, binary data corresponding to 1 PROCESS
stored in the registers in a (10x8) or 80-bit register block
serving as the “D-r” register is converted to the Lee metric
code, then overwritten in the same register block and stored
therein.
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[0205] The repetition of the above PROCESS sequence can
treat 512 bytes of sector datain 82 PROCESS. The quantity of
data that can be treated in 82 PROCESS is equal to 512 bytes
plus 4 bits. Accordingly, 4 fixed dummy bits are added for
processing.

[0206] The following description is given to the relation
between the configuration of register blocks and the burst data
transfer.

[0207] FIG. 4 is a diagram showing a first register block
contained in a sector register.

[0208] Oneregister block includes 80 bit registers, in which
a (8x5) register group shown with a in FIG. 4 holds pieces of
data transferred in No. 1-5 cycles.

[0209] Pieces of datatransferred in No. 6-10 cycles are held
in another register group shown with b in FIG. 4, which is
located beneath and in parallel with the (8x5) register group.
A part of the data transferred in No. 6-10 cycles is contained
in part of data corresponding to 1 PROCESS held in the first
register block shown in FIG. 4 and the other is contained in
part of data corresponding to 1 PROCESS held in the next
register block.

[0210] Transfer scanning of input byte data advances wave-
like as shown with the dashed line in FIG. 4. In a word, the
data transferred in first 10 cycles decides data in the first
register block. Thereafter, data processing is allowed.

[0211] Pieces of byte data transferred over cycles are
merged on processing. Accordingly, the number of cycles
used at every bit of byte data differs from one another as can
be found. In the case of FIG. 4, the first 2 bits of byte data form
10-cycle data and the remaining 6 bits form 5-cycle data.
[0212] Next, the process of data processing in the sector
register at the time of data write is described with reference to
FIG. 5.

[0213] FIG. 5 shows, sequentially from the left, the state of
a sector register on burst transfer of binary data (S1in FIG. 5),
the state of a sector register after the p-adic conversion (S2 in
FIG. 5), and the state of a sector register after the Lee metric
code conversion (S3 in FIG. 5). The dashed line in FIG. 5
indicates the boundary of a byte register at every 8 bits.
[0214] The sector register is configured to include 820 reg-
isters aligned in 8 columns and has a receiving portion of 820
rows for 102.5-byte data transfer. Of 8 columns, No. 1-5
columns are used in data transfer and the remaining No. 6-8
columns are used in holding the target data after data transfer.
[0215] At S1 in FIG. 5, binary data corresponding to 1
PROCESS is transferred to the register block in 512 cycles. At
the start, of the binary data transferred in 512 cycles, pieces of
binary data transferred in the first No. 1-510 cycles are stored
in the byte registers on No. 1-5 columns in order at every 5
cycles. At the time of completion of storing binary data trans-
ferred in No. 510 cycle, registers on No. 1-816 rows of 820
rows are filled with data.

[0216] Pieces of data transferred in subsequent No. 511,
512 cycles are divided into 4 bits each and held in registers on
No. 817-820 rows, No. 1-4 columns as shown in the S1 lower
figure of FIG. 5. The registers on No. 817-820 rows, No. 5
column are used to store 4 bits of fixed dummy data.

[0217] Thus, the sector register can store 50-bit binary data
corresponding to h=>5, =10 of a 10-digit, 2°-adic number, by
82 PROCESS.

[0218] AtS2inFIG. 5, 50-bit binary data is converted to an
11-digit, p-adic number (p=17), that is, 55-bit data and over-
written in the sector register. This PROCESS is executed at
every 10 register rows. The converted p-adic data is stored
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over 55 bits of each 10-row, 8-column register block. The
sector register includes 820-row, 8-column registers such that
data is overwritten at every 10 rows by 1 PROCESS. There-
fore, all sector registers are filled with p-adic data in 82
PROCESS.

[0219] Thus, S1 and S2 in FIG. 5 complete the conversion
of binary data to p-adic data in 1 sector.

[0220] At S3 in FIG. 5, p-adic data is converted to a Lee
metric code.
[0221] The Lee metric code is data having components that

are equal to (p—1) (=16) elements in Zp. A Lee metric code by
1 PROCESS is 80-bit data resulted from 5-bit, p-adic data
multiplied by a G matrix. The Lee metric code by 1 PRO-
CESS is overwritten and stored in one 10-row, 8-column
register block. In this case, 1 sector register is entirely filled
with the Lee metric code in 82 PROCESS. Thus, the sector
register can hold pieces of data to be written in 164-byte
pieces of p-adic cells.

[0222] Thus, processing in 3 stages shown at S1-S3 in FIG.
5 sequentially advances at every 10-row, 8-column register
block.

[0223] The data transfer to the sector register is executed in
the fast mode and in the random mode as described earlier. In
the case of the fast mode, pieces of transferred binary data are
filled in the sector register in turn from the top. Therefore, in
the fast mode, when pieces of binary data by 1 PROCESS are
stored in the 10-row, 8-column register block, PROCESS can
be executed sequentially in serial.

[0224] Onthe other hand, in the random mode, it is possible
to designate the top address at every burst length to set a data
storage location and also possible to select 2 addressing
modes: interleave, and wrap-around. In this case, no-data
stored areas exist at intervals in the register block. Therefore,
in the random mode, it is required to wait a command indica-
tive of completion of binary data storage to the sector register
to exert control over starting PROCESS and so forth.

[0225] Thus, in the memory system according to the
present embodiment, data is overwritten in the sector register
twice at the time of conversion of binary data (first data) to
p-adic data (second data) and at the time of conversion of the
p-adic data (second data) to a Lee metric code (third data).
[0226] By the way, in the case of the conventional memory
system, there is no processing corresponding to the conver-
sion of binary data to p-adic data, and binary data is directly
converted to a code using Reed-Solomon and so forth.
Accordingly, overwrite to a register is executed once at the
most.

[0227] Next, the process of data processing in the sector
register at the time of data read is described with reference to
FIG. 6.

[0228] At S1 in FIG. 6, pieces of data stored in 164-byte
pieces of p-adic cells in the p-adic cell array are read out to
820-byte pieces of sector registers corresponding to 82 PRO-
CESS.

[0229] The pieces of data stored in the sector registers are
subject to computation processing by ECC, at every data
corresponding to 1 PROCESS stored in a 10-row, 8-column
register block, beginning from the sector register end, then
error-corrected if enable, and left as it is if unable. Then, 82
PROCESS can be applied to complete ECC processing over
all data in 1 sector to restore the Lee metric code.

[0230] At S2in FIG. 6, the Lee metric code restored at S1
in FIG. 6 is converted to p-adic data sequentially. Here, the
Lee metric code corresponding to 1 sector is subjectto inverse
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transformation with a generator matrix G at every 80 bits
corresponding to 1 PROCESS such that it is converted to a
5-bit, 11-digit, p-adic number and then overwritten in each
register block.

[0231] At S3in FIG. 6, the p-adic number generated at S2
in FIG. 6 is converted to a 2°-adic number, that is, binary data.
The “p-adic to binary” part converts p-adic data correspond-
ing to 1 PROCESS to 5-bit, 10-digit, 50-bit binary data and
then overwrite the binary data at every 10-row, 8-column
register block.

[0232] Thereafter, the binary data is read out at every 8-row,
5-column register group in column order at a rate of 1 byte/
cycle and provided as data corresponding to 1 sector. With
respect to data read from the sector register at the last 2 cycles,
4-bit, 2-column binary data is read out as byte data in 1 cycle,
similar to data write, as shown in the lower figure at S3 in FIG.
6.

[0233] Inthe fast access mode, data is read out from the top
of' the sector register. Accordingly, data in the sector register
can be read out sequentially with the latency of 1-PROCESS
processing. On the other hand, in the random mode, the top of
burst in the sector has not been known previously. Accord-
ingly, after completion of 82 PROCESS when binary data
corresponding to 1 sector is reproduced in the sector register,
a first access is allowed.

[0234] Thus, in the memory system according to the
present embodiment, data is overwritten in the sector register
twice at the time of conversion of a Lee metric code (third
data) to p-adic data (second data) executed after ECC pro-
cessing and at the time of conversion of the p-adic data (sec-
ond data) to binary data (first data).

[0235] By the way, in the case of the conventional memory
system, there is no processing corresponding to the conver-
sion of the Lee metric code to p-adic data. Accordingly,
overwrite to a register is executed once at the most.
<Assignment of Elements in Zp to p-adic Cell>

[0236] The following description is given to an assignment
of elements in Zp to p-adic cell levels, which is optimal for
storing each code ¢, of a Lee metric code C=(c, €5, . . ., €14)
in a p-adic cell.

[0237] In the present embodiment, as shown in FIG. 7,
elements in Zp are assigned continuously, beginning from the
lowermost level of the p-adic cell, as 0, 1, . . ., 16. In this case,
the error quantity is proportional to the quantity of level
variation.

[0238] Inthecaseofp=17, the number oflevels required for
a p-adic cell is equal to 17, and the number of boundaries
(thresholds) between these 17-stage levels is equal to 16.
[0239] In the case of c=4, if an error arises only in 1 cell,
error correction is possible on failed identification of a level
within a range shown with a bold arrow in FIG. 7. The error,
however, arises mainly due to failed identification within a
range of adjacent levels.

[0240] In a word, the memory system according to the
present embodiment is possible to have a strong error correct-
ing ability to realize error correction of 4 cells among 16 cells
substantially in accordance with the assignment way shown
in FIG. 7.

<Data Read/Write>

[0241] An example of a method of data write/read to the
p-adic cell array is described next with reference to FIG. 8.
The herein-called “p-adic cell array” means a cell array
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including plural p-adic cells NAND-connected, using a float-
ing gate transistor as each p-adic cell.

[0242] Previously, the meanings of symbols shown in FIG.
8 are described.
[0243] Inthe case of p=17, the Lee metric code has 16 code

components. These codes are denoted with ¢, -c, . Each code
ccanberepresented by a 5-bit binary h. The bits from the least
significant bit through the most significant bit of the binary h
are denoted with (J0-(V4.

[0244] At the time of data write/read, a write voltage/read
voltage supplied from a row decoder/word-line driver (Row
Dec/WLDriver) serving as part of a data write unit or a data
read unit changes the level on a word line WL in 17 stages. At
this time, the signals indicative of the levels on the word line
WL are denoted with A, -A ;. In addition, the inversion of a bit
X is represented by /X’ with additional /.

[0245] Atthe start, data write to the p-adic cell is described.
[0246] The threshold of a NAND cell serving as the p-adic
cellis set in accordance with the quantity of electrons injected
into the floating gate while a certain voltage is applied
between the word line WL and the bit line BL.

[0247] At the time of data write, the potential on the word
line WL elevates in 16 stages. On the other hand, the bit line
BL is connected to a certain power supply Vss. When the
p-adic cell changes to have a desired threshold, it shifts to the
floating state isolated from the certain voltage Vss. Thus, no
voltage is applied to the floating gate such that injection of
extra electrons into the floating gate can be prevented.
[0248] The present embodiment uses this method to set
thresholds in batch over p-adic cells corresponding to the
components contained in the code. The code components
¢,-¢, ; correspond to elements in Zp and accordingly they are
expressed in binary. As for the thresholds serving as levels of
the p-adic cell, the lowermost threshold is assigned with the
element 0 in Zp, and then the elements in Zp are assigned in
ascending order from lowest. The upper limit of a threshold
division corresponding to each level L. of Zp is denoted with
L, the level on the word line WL for injecting electrons by the
quantity corresponding to the threshold is denoted with WV,
and the signal for generating the word line level WV, is
denoted with A;.

[0249] If the erased state of the p-adic cell is assumed to
have a threshold in the lowermost state, it is not required to
change the threshold of the p-adic cell targeted to write the
component 0 in Zp therein though it is required to change the
threshold of the p-adic cell targeted to write another compo-
nent in Zp therein.

[0250] Therefore, in order to change the threshold of the
p-adic cell, the present embodiment elevates the voltage on
the word line WL sequentially from lowest to inject electrons
into the floating gate. At that time, if the voltage on the word
line WL exceeds the voltage corresponding to the threshold to
be set in the p-adic cell, the bit line BL, connected to that
p-adic cell is brought into the floating state, as described
above, to prevent extra electron injections. This control is
executed in a program setting circuit shown with a in FIG. 8.
[0251] The program setting circuit includes an NMOS tran-
sistor QN1 for connecting the bit line BL to the voltage Vss.
The gate of the transistor QN1 is connected to a constant
voltage Vce via a PMOS transistor QP1 controlled by the
later-described control signal /p. The gate of the transistor
QN1 is also connected to the voltage Vss via 16 paths, aligned
in parallel, corresponding to the elements in Zp. These 16
paths each include a circuit of 5 serially connected NMOS
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transistors. Each path can conduct if /C0/C 1/ 20/

U304, /J0/1D/C20/C30A,, . . ., /[Coya1y/
2003046
[0252] On data write, the word line level varies from WV,

to WV .. At that time, the program setting circuit exerts
control, in accordance with the word line level, so that the bit
line BL can be connected to the voltage Vss or isolated from
the voltage Vss and brought into the floating state.

[0253] Namely, when the word line level is at WV, that is,
when the signal A, is made activate, the circuit isolates the bit
line BL connected to the p-adic cell to be set at -1 from the
voltage Vss. Thus, the threshold of that p-adic cell is set in the
division of L-1. Isolation of the bit line BL from the voltage
Vss is controlled by the transistor QN1. The node nl on the
gate of the transistor QN1 is initially precharged via the
transistor QP1 that is controlled by the signal /p. The result
from decoding with bits of information (Y0-(Y3 representa-
tive of the code components and the signals A, -A, ¢ indicative
of the word line levels are used to discharge the node nl,
thereby turning off the transistor QN1 to bring the bit line BL,
in the floating state. As for the p-adic cell targeted to write the
element 16 in Zp therein, it is not required to discharge the
node n1 but just required to decode the elements 0-15 in Zp
using 4 bits of information (Y0-(V3.

[0254] The program setting circuit may be provided at
every bit line BL connected to p-adic cells belonging to the
same word line WL and corresponding to components of
different codes. In this case, the p-adic cell can be set at the
threshold level corresponding to Zp of'the code component by
sequentially elevating the voltage on the word line WL.
[0255] For the purpose of setting an accurate threshold
level to the p-adic cell, an operation of verify read may be
introduced to verify the state of the threshold of the p-adic cell
when the word line level varies.

[0256] Subsequently, data read from the p-adic cell is
described.
[0257] At the time of data read, the level of a p-adic cell is

sensed from the current Icell flowing in the p-adic cell. This
operation is executed at a sense amp unit t-SA provided on the
end of the bit line BL.

[0258] The sense amp unit t-SA includes a sense amp sa
operative to compare the reference current Iref with the cell
current Icell; a latch L1 operative to hold the latest compari-
son result from the sense amp sa; a latch L2 operative to hold
the previous comparison result from the sense amp sa; an
XOR gate G1 operative to detect a variation in comparison
result from the results held in the latches L1 and L.2; and an
XOR gate G2 operative to detect if the p-adic cell changes to
the threshold corresponding to 16 in Zp. The output from the
XOR gate G2 provides the output from the sense amp sa.

[0259] The reference current Iref is set to a current slightly
larger than the cell current when the upper limit of the division
of the threshold level and the voltage on the word line WL
corresponding to the threshold level are applied to the p-adic
cell.

[0260] In the sense amp unit t-SA the sense amp sa com-
pares the reference current Iref with the cell current Icell and
outputs ‘1’to the latch L1 if the cell current Icell is larger. The
voltage on the word line WL is sequentially varied within a
range of WV |-WV, ¢ and, only if the word line level is at ‘0’
onWV; and at ‘1’ on WV, , the threshold level of the p-adic
cell belongs to the division L. In this case, the p-adic cell holds
the element L. in Zp.
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[0261] The comparison result from the sense amp sa is
transferred to 2 latches L1 and L2 in turn. If the contents of
these latches L1 and L2 are different from each other, the
output from the sense amp unit t-SA provides Z=1". This
makes it possible to determine the state of the threshold
written in the p-adic cell from the word line level WV .
[0262] IfZ=°1"hasbeen established already when the word
line level is at WV |, it is required to determine if the threshold
of the p-adic cell belongs to the division 0 or lower. If Z=0’
when the word line level is at WV, it is required to deter-
mine if the threshold of the p-adic cell belongs to the division
16 or higher. Therefore, for the purpose of enabling these
decisions, the initial states of the latches .1, L2 are set at ‘07,
and a signal A, , is generated after the signal A, . Thus, it is
possible to decide that the threshold level of the p-adic cell is
atL-1 from the signal A, when the output from the sense amp
unit t-SA provides Z=1".

[0263] The following description is given to the 5-bit reg-
ister hanging from each bit line BL and operative to hold
d0-C4.

[0264] The register has a circuit as b in FIG. 8 at every bit.
In a word, the register includes, at every bit, a flip-flop FF
composed of 2 inverters; an inverter IV1 having an input
connected to a node n2 on one end of the flip-flop FF; 2
serially connected NMOS transistors QN2, QN3 for dis-
charging the voltage on the node n2; and a transistor QN4 for
discharging a node n3 on the other end of the flip-flop FF. This
configuration provides the node n2 with /r;, and the output
from the inverter IV1 with r,. The node n2 is connected to the
voltage Vss if jL]Z="1", and the node n3 is connected to the
voltage Vss if RS=1".

[0265] A “Zp—h dec” circuit block shown in FIG. 8 is a
decoder operative to convert the signals A;-A |, to 5-bit rep-
resentations of 0-16.

[0266] The register shown with b in FIG. 8 is arranged on
each point of intersection of lines of the binary signals (Y0-
4 output from the “Zp—=h dec” circuit block and lines of the
outputs Z from the sense amp unit t-SA. Thus, the outputs Z
from the sense amp unit t-SA can be held in 5 registers. In this
case, the data held in these 5 registers can be utilized as binary
representations of code components c.

[0267] These registers may also be utilized to exert control
on data write/read. For example, if these registers are used, at
the time of data write, to store binary representations of
components of the code to be set, they can be utilized for
control such that the program setting circuit executes verify
and brings the bit line BL in the floating state.

[0268] The subsequent description is given to setting of the
write voltage/read voltage supplied from the row decoder/
word-line driver to the word line WL.

[0269] With respect to all p-adic cells to be accessed at the
same time, the levels of the p-adic cells are assigned with the
values of codes at the same time. Accordingly, it is required to
scan all the voltages WV -WV | . over the word line WL.
[0270] FIG. 9 shows an example of sequential upward and
downward scan of the voltage on the word line WL.

[0271] In data write (Write), there is no changing method
other than one in which the flow elevates the threshold of the
p-adic cell in order. Accordingly, the word line voltage is
changed from the lower voltage side to the higher voltage
side. On the other side, in data read (Read), it is sufficient to
shift all levels within the scan as described above.

[0272] In the case of FIG. 9, the word line level rises from
WV, to WV g inscan 1. Accordingly, the code data Cis set in
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the register prior to the rise such that data write can be
executed. In the case of data read, data read can be executed
at the time of completion of scan 1 because the code data is
decided.

[0273] If data write is executed after completion of scan 1,
itis required to return the word line voltage to WV0 again and
elevate it to WV16 sequentially as shown with the dotted line
in scan 2. On the other hand, in the case of data read, the word
line voltage may be elevated sequentially as shown with the
dotted line in scan 2 or dropped sequentially subsequent to
scan 1 as shown with the solid line. As the code data is decided
at the time of completion of scan 2, data read can be executed
similarly to the time of completion of scan 1.

[0274] Ifscan 1 and scan 2 are applied to access all p-adic
cells belonging to the word lines WL, it is required to select
different word lines WL in these scan 1 and scan 2. If p-adic
cells belonging to the same word line WL are subject to serial
read, for example, if the sense amp unit t-SA is shared among
plural bit lines BL, it is also possible to select the same word
line WL in scan 1 and scan 2.

<Conversion from Binary Data to 17-Adic Number>

[0275] Thefollowing descriptionis givento a binary/p-adic
number (17-adic number) converter circuit required at the
entrance and the exit of the memory system according to the
present embodiment.

[0276] FIG. 10 is a diagram schematically showing the
configuration of the process of conversion computation from
a d-digit, 2"-adic number D (d,,, d,, . . ., d5_,) in the “binary
world” to a (8+1)-digit, p-adic number D (ay, a,, .. .,a5_, ag)
in the “p-adic Zp mod p world” in the case of p=17.

[0277] A square shown with “5 res” in FIG. 10 indicates an
operating circuit operative to derive a quotient and the residue
from the input binary data divided by 17. The input to the
operating circuit is 6-bit binary data and the output therefrom
is the residue obtained by dividing the binary data by 17. If the
input binary data is equal to or larger than 17, then the quo-
tient is output as a carry C. Hereinafter, the operating circuit
element is referred to as the “5 res” circuit block.

[0278] Atthe start, at the O-th step (SO0 in FIG. 10), 10-digit,
2%.adic data D (d,, d,, . . . , do) is subject to numeration from
d, on the rightmost side. Here, the flow directly generates the
residue and a quotient or carry C', by substituting 0 for the
most significant bit of 6-bit binary data input to the “5 res”
circuit block and dividing dg, by 17.

[0279] Subsequently, 6-bit binary data, of which No. 5-1
bits are the outputs from the previous “5 res” circuit block (the
residue represented by 5 bits) and No. 0 bit (the least signifi-
cant bit) is the most significant bit D%, (=D5,) of d,, is input to
the next “5S res” circuit block, which generates the residue and
a quotient or carry C',, derived from the input binary data
divided by 17.

[0280] Thereafter, until No. 0 bit of 6-bit binary data input
to the “5 res” circuit block reaches the least significant bit D°,,
(=Dy) of dy, 46 “S res” circuit blocks are used to generate
carries C'-C' ;. Binary data expressed by these generated
carries C'-C", 5 indicates the number of 17s contained in the
data D.

[0281] The output from the ““5 res” circuit block having the
input of d, has a binary representation a, ofa 11-digit, 17-adic
number D (a,, a;, . . ., a;)-

[0282] Subsequently, at the 1st step (S1 in FIG. 10), over
the number of 17s contained in the data D obtained at the 0-th
step, a further computation is executed to determine how
many 17s are contained to seek the number of 177, thereby
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obtaining a binary having a coefficienta, on a digit of a weight
of 17" in the 17-adic number D.

[0283] At the 1st step, numeration of 17 is executed to the
carries C*,-C" 5 from C 5 on the rightmost side. At the time
of the numeration of 17 executed to the carries C',,-C' 5, the
flow directly generates the residue and a carry C?,; by sub-
stituting 0 for the most significant bit of 6-bit input binary data
and dividing the input binary data by 17.

[0284] Subsequently, 6-bit binary data, of which No. 5-1
bits are the outputs from the previous “5 res” circuit block (the
residue represented by 5 bits) and No. 0 bit (the least signifi-
cant bit) is C',, is input to the next 5 res” circuit block,
which generates the residue and a quotient or carry C2,,
derived from the input binary data divided by 17.

[0285] Thereafter, until No. 0 bit of 6-bit binary data input
to the “5 res” circuit block reaches the least significant bit C*,
of C', 41 “5 res” circuit blocks are used to generate carries
C?,-C?,,. Binary data expressed by these generated carries
C?,-C?,, indicates the number of primes 17°s contained in the
data D.

[0286] The output from the “5 res” circuit block having the
input of C', has a binary a, of a 11-digit, 17-adic number D
(ag, @y, - - ., A50)-

[0287] At the subsequent 2nd step (S2 in FIG. 10), over the
number of 17%s contained in the data D obtained at the 1st
step, a further computation is executed to determine how
many primes p are contained to seek the number of 17°s,
thereby obtaining a binary having a coefficient a, on a digit of
a weight of 172 in the 17-adic number D.

[0288] Thereafter, the flow advances up to the 10th step
(810 in FIG. 10) similarly to obtain a binary representation of
a coefficient a,, on a digit of a weight of 17'° of the p-adic
number.

[0289] Thecarries C'*,-C* at the 10th step are notused in
computation.
[0290] A consideration is given next to the configuration of

the “binary to p-adic” converter unit using a “6 bit mod p”
circuit block. The “6 bit mod p” circuit block is a circuit that
compares an input A or 6-bit binary data with a prime 17, then
provides PF0="1" if A is equal to or higher than 17 and
provides the residue Q modulo the prime 17 of A. The details
are described later.

[0291] FIG. 11 (A) shows a circuit at the k-th step in the
“binary to p-adic” converter unit, which is configured with “6
bit mod 17” circuit blocks.

[0292] Here, the j-th digit is denoted with d; when data is
subjectto a 10-digit, 2°-adic expression. In this case, d;canbe
indicated in 5-bit binary though the coefficient D of the indi-
cation is expressed in common with the coefficient D of other
d. For that purpose, sub-indexes are used as shown in Expres-
sion 24.

d=D/g+D | 2+D/522+ V23 + DV 2%

d.(25)f:D5j25f¢D5j1+125f+1+D5j+225f+2+D5(,+1),2250'*1>*

J
2+Ds(/+1)7125(/+1)7 [Expression 24]

[0293] The input to the operation at the k-th step, that is, the
carry at the previous step (the (k-1)-th step) is CkO-CkS( 10_+
#-1, which is the coefficient of a binary expression that has the
sub-index as an exponential of 2, and the numeral expressed
by this binary indicates the number of 17%s contained in the
data.
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[0294] At the k-th step, the input includes 5 (10-k)+k
pieces of binaries (carries CkO-CkS(lo_k)+k_ 1) asshown in FI1G.
11(A), which are received at 5(10-(k+1))+k+1 pieces of “6
bit mod 17” circuit blocks.

[0295] The 1st “6 bit mod 17” circuit block <1> receives
CkS(lO—k)+k—5 to C* 19yt and O on the input binary A,-A,,
Ag,and provides R>10-0D)+k g RIUO-Gw1)+E apq Ck“s(lo_
ger1)+k from the outputs Q,-Q, and the carry PFO0, respec-
tively.

[0296] The 2nd “6 bit mod 17 circuit block <2>, not
shown, receives a carry C% lo—gi+ 1k and the outputs
R3Ok g RSO+ from the 1st “6 bit mod 177
circuit block <1>on the input binary A, A -A, and provides
RIUO-Gor vkl g RSAO=Cerb)vb=T g g Ck+15(10_(19(1))%_l
from the outputs Q,-Q, and the carry PF0, respectively.
[0297] Thereafter, as shown in FIG. 11(A), “6 bit mod 17~
circuit blocks having the same input/output are aligned 5(10-
(k+1))+k+1 pieces in total, and the carries C**', to C**'5 |,
ger1)+k output from the “6 bit mod 177 circuit blocks turn to
the inputs at the next step, that is, the (k+1)-th step.

[0298] Thus, the conversion of binary to p-adic number is
executed sequentially from the most significant bit of the
carry C as in the schematic diagram shown in FIG. 11 B.
[0299] FIG. 11(A) shows the circuitry related to the k-th
step. The circuitry shown in FIG. 11(A) can be used over steps
if the steps are processed in time division. In this case, for the
purpose of using simple on/off for control of the inputs/
outputs of the “6 bit mod 17” circuit blocks, the circuitry at the
0-th step having the maximum number of required “6 bit mod
177 circuit blocks is additionally provided with 10 “6 bit mod
17 circuit blocks.

[0300] A circuit including 56“6 bit mod 17” circuit blocks
thus configured is shown in FIG. 12. Hereinafter, this circuit
is referred to as the “X to p” circuit block.

[0301] As shown in FIG. 13, the inputs to the “X to p”
circuit block include C°,-C°,, 60 pieces in total, 10 pieces
more than that in the case of k=0 in FIG. 12(A). The outputs
therefrom include 11 5-bit binaries R°,-R°,, R>;-R°,, . . .,
R*,-R**,, R*°,-R*°, output from every 5 “6 bit mod 177
circuit blocks, and 55 carries C*,-C' 5 to be used as the inputs
at the next step.

[0302] Next, the “5 res” circuit block shown in FIG. 10, that
is, the “6 bit mod 17” circuit block is described specifically.
[0303] FIG. 14 is a diagram showing a circuit symbol of the
“6 bit mod 17” circuit block. The “6 bit mod 17” circuit block
receives a 6-bit binary A,-A; and provides a 5-bit binary
Qo-Q, and a carry PF0.

[0304] The “6 bit mod 17” circuit block provides the resi-
due Q modulo the prime 17 of the input binary A, and pro-
vides ‘1’ from PF0 if the input binary A is equal to or more
than 17 and ‘0’ from PFO0 if it is lower than 17.

[0305] Inthe case of h=5, p=17, relations shown in Expres-
sion 25 can establish among the binary A, the binary Q and the
prime p.

A=Ay A 244522443234 4,2%4 4527
Q=a(mod p) (a=0+PF0xp)

0=00+0,2+0,2°+032%+0,2* [Expression 25]

[0306] FIG. 15 is a block diagram of the “6 bit mod 17”
circuit block.
[0307] The “6 bit mod 17 circuit block comprises a PF0

generator unit U1, 2 half adders HA1, HA2, and 3 full adders
FA1-FA3.
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[0308] The PFO generator unit U1 includes serially con-
nected PMOS transistors QP1-QP5 and NMOS transistors
QN1-QN2 between the Vec terminal supplied with a certain
voltage and the Vss terminal supplied with the ground volt-
age. These transistors QP1, QP2, QP3, QP4, QP5, QN1 and
QN2 are controlled by Ay, A, A,, A;, A, Ajand A, respec-
tively.

[0309] The PFO0 generator unit Ul also includes a PMOS
transistor QP6, 4 NMOS transistors QN3-QN6, and an
inverter IV1.

[0310] The transistor QP6 is connected between the source
of the transistor QP1 and the drain of the transistor QP4 in
parallel. The transistors QN3-N5 are connected between the
source and drain of the transistor QN1 in parallel. The tran-
sistor QN6 is connected between the source of the transistor
QN1 and the drain of the transistor QN2 (Vss terminal) in
parallel. These transistors QP6, QN3, QN4, QN5 and QN6
are controlled by A,, A,, A; and A, respectively.

[0311] The inverter IV1 has an input connected to the
sources of transistors QN1, QN3-QN6. The output from the
inverter IV1 provides the carry PF0.

[0312] The half adder HA1 has inputs A, and PF0, an out-
put Q, and a carry output C0. The full adder FA1 has inputs
CO0andA,, acarry input PF0, an output Q,, and a carry output
C1. The full adder FA2 has inputs C1 and A, a carry input
PF0, an output Q,, and a carry output C2. The full adder FA3
has inputs C2 and A;, a carry input PF0, an output Q; and a
carry output C3. The half adder HA2 has inputs C3 and A,
and an output Q.

[0313] Inaccordance with the above configuration, the PF0
generator unit U1 decides if the binary A input to the “6 bit
mod 17” circuit block is equal to or more than 17, and pro-
vides the result from PF0. If the binary A is equal to or more
than 17, the half adders HA1, HA2 and the full adders FA1-
FA3 are used to add 15, a complement of the 6-bit binary 17,
to the binary A in order to subtract 17 from the binary A.
[0314] The following description is given to the core part of
the “binary to p-adic” converter unit, that is, the p-adic”
circuit block.

[0315] FIG.161isadiagram showing a circuit symbol of the
“p-adic” circuit block.

[0316] The “p-adic” circuit block receives B,-B,,, I5-1s5o,
and provides ry-rs, as shown in FIG. 16.

[0317] FIG. 17 is a block diagram of the “p-adic” circuit
block. The “p-adic” circuit block includes an “X to p” circuit
block in the 1-step circuitry, and additional control switches
SW for controlling the input/output of the “X to p” circuit
block.

[0318] Specifically, theinputsI,-1,, Is-L, . . ., I5,-155 are fed
via the control switches SW1 to the “X to p” circuit block as
C0,-C°,, Co%-C°, . .., CO,-C°,, respectively. These control
switches SW1 are controlled by the inputs B,-B,,, respec-
tively.

[0319] One control switch SW1 includes a transfer transis-
tor TQ operative to connect the input IN with the output OUT,
and an NMOS transistor QN operative to pull down the output
OUT to the ground voltage. The transfer transistor TQ turns
on if the control signal is CNT=0" while the transistor QN
turns on if the control signal is CNT="1".

[0320] Inthe case of the control switches SW1, the control
signals CNT include /B,-/B, ;. Therefore, 1,-15, are provided
directly as C°,-C°, if B=1", and the output turns to ‘0’
independent of the input if B="0". This is effective to prevent
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the input to the “X to p” circuit block from becoming indefi-
nite even if the inputs [-15, to the “p-adic” circuit block are
indefinite.

[0321] The “X to p” circuit block on receipt of C%,-C°5,
provides R°-R*°,, C*,-C'.; as described above.

[0322] Theoutputs C',-C's5 from the “X to p” circuit block
pass through the control switches SW2 and turn to r5-r,,, that
is, the outputs from the “p-adic” circuit block. These control
switches SW2 are controlled by the inputs B, -B, ;. Therefore,
these control switches SW2 directly pass C'y-C's5 as ry-rg if
B=0".

[0323] Theoutputs R%,-R>°, from the “X top” circuit block
pass through the control switches SW3 and turn to r,-rs,, that
is, the outputs from the “p-adic” circuit block. These control
switches SW3 are controlled by B,[/B, to B, ,[1/B,,,
respectively. Therefore, the control switches SW3 located
between R°, and r,, for example, directly provide R®, as r,
only if B,="1"and B,=0".

[0324] B,-B,, foruse in control of the control switches SW
are timing signals, which are signals that rise sequentially. In
sync with this, the paths for the inputs I open at every 5 bits
from the lower bit side and the paths for the outputs r switch
to the paths for the outputs R.

[0325] Inorderto provide the result at the present step until
the flow enters the computation process at the next step, R
corresponding to a coefficient A on each digit of a 17-adic
number is provided to the later-described external “D-r” reg-
ister via the control switches SW3 on/off-controlled by the
signals resulted from the logical operation with the adjacent
timing signals B.

[0326] The following description is given to the “binary to
p-adic” converter unit including the above-described circuits
grouped together.

[0327] FIG. 18 is a block diagram of the “binary to p-adic”
converter unit. The “binary to p-adic” converter unit includes
the “p-adic” circuit block and the “D-r” register coupled
thereto.

[0328] The “D-r” register is a register controlled by the
timing signal B and the clock clk as shown in FIG. 18. It has
the inputs r-r,, Dy-Dy, and the outputs I,-I,.

[0329] FIG. 19 is a circuit diagram of the “D-r” register.
[0330] The “D-r” register includes a flip-flop FF composed
of 2 inverters at every bit. The flip-flop FF receives D, (j=0-60)
via the control switch SW1 and receives r; via the control
switch SW2. On the other hand, the flip-flop FF is connected
to an inverter IV1 on the output side via the control switch
SW3. The output from the inverter IV1 provides 1.

[0331] The control switches SW1-SW3 are controlled by
the timing signal B, and the clock clk. Specifically, the con-
trol switch SW1 turns on if /clk[/B,=1", the control switch
SW2 if /clk[(B,="1", and the control switch SW3 if clk="1",
respectively.

[0332] Dsy-Dg, not contained in the data input to the “D-r”
register are held at “0’.

[0333] In the initial state of the “D-r” register, a binary
Dgy-D,, is set, and the rest is filled with ‘0’. Thereafter, when
B, rises, data r; is taken in sync with the fall of clk, and the
taken r; is provided as I, in sync with the rise of clk.

[0334] The “D-r” register couples with the “p-adic” circuit
block to advance the computation step at every timing signal
B,. The state of variations in each clock is shown in FIG. 20.
The clock clk is used to generate a clock ck and further
generate timing signals B;.
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[0335] Ateach computation step, each digit A, of a 17-adic
number is obtained as the output r from the lower side, and
this is held at the same timing as that for taking I in the second
half of the timing signal B,.

[0336] After completion of all the computation steps, the
“D-r” register holds the coefficients A7 on respective digits
when the coefficients a on respective digits of 17-adic data D
are converted to binaries.

[0337] In the case of p=17, the number of computation
steps is equal to 12, and the number of “6 bit mod 17” circuit
blocks contained in the “p-adic” circuit block is equal to 56.

<Conversion of 17-Adic Number to 2°-Adic Number>

[0338] FIG. 21 is a diagram schematically showing the
configuration of a circuit for converting a 11-digit, 17-adic
number D (ag, a,, . . . , 4, a,,) in the “p-adic Zp world” to a
10-digit, 2°-adic number D (d,, d,, . . . , d) in the “binary
world”.

[0339] A square shown with“5 add 177 in FIG. 21 indicates
an operating circuit operative to add 17 to the input 5-bit data
in accordance with the input carry C to provide a 6-bit binary.
Hereinafter, this circuit is referred to as the “5 add 177 circuit
block.

[0340] At the start, at the O-th step (SO in FIG. 21), the
above-described computation is executed to a binary repre-
sentation of the digit at the 9th degree of the 17-adic number
with a binary representation of the digit at the 10th degree
used as a carry, that is, a binary representation of the number
of 171, thereby obtaining 10 bits of a carry C*,-C*, as the
number of 17%s. This carry C*,-C?, turns to the input at the
next 1st step.

[0341] Subsequently, at the 1st step (S1 in FIG. 21), the
above-described computation is executed to a binary repre-
sentation of the digit at the 8th degree of the 17-adic number
with the carry C',-C',, obtained at the 0-th step used as a
binary representation of the number of 17°s, thereby obtain-
ing 15 bits of a carry C?,-C?,, as the number of 17%. This
carry C?,-C? |, turns to the input at the next 2nd step (S2 in
FIG. 21).

[0342] Thereafter, the same steps as the 0-th step and the 1st
step are repeated and, at the 9th step (S9 in FIG. 21), the
above-described computation is executed to a binary repre-
sentation of the digit at the 0-th degree of the 17-adic repre-
sentation with a carry C®,-C®,, obtained at the previous $th
step (S8 in FIG. 21) used as a binary representation of the
number of p, thereby obtaining 55 bits of a carry C'°,-C'°s,
as the number of 17°%, that is, a binary representation of D. In
this case, the upper 5 bits are held at zero in accordance with
the setting of the 17-adic number and the 2°-adic number
associated with D. When C'°-C'°,, are excluded from the
carries C'°,-C'°,, and the remaining C'°,-C"'°,,, are grouped
at every 5 bits, a binary representation of D, that is, D (dg, d;,
..., dy) can be obtained.

[0343] A consideration is given next to the configuration of
the “p-adic to binary” converter unit.

[0344] FIG. 22 shows the circuitry at the k-th step in the
“p-adic to binary” converter unit configured using “6 bit add
17” circuit blocks. The “6 bit add 17” circuit block is a circuit
operative to add a prime 17 to 5-bit binary data, that is, the
input B, and provides the result as binary data Q. The details
are described later.

[0345] Itis possible to express data, a coefficient a; on the
digit at the j-th place of a 11-digit, 17-adic representation, in
5-bit binary. For the purpose of bringing the coefficient A of
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this binary representation into a representation in common
with coefficients a on other digits, sub-indexes as shown in
Expression 26 are used.

a= Mot d 24422+ 4274 0

a)(2°Y=As2V s, 2V 4 5 527 P A s 1, 200D
2+A5(/-+1),125(/*1)’1

[0346] The input to the operation at the k-th step, that is, the

carry at the previous step (the (k—1)-th step) includes C*-C*,

¢er1)-1, of which sub-index of a coefficient in the binary

representation is an exponent of 2. The number expressed by

[Expression 26]

this binary indicates the number of 17'°~*s contained in the
data.
[0347] At the k-th step, 5 (k+1) pieces of “6 bit add 17~

circuit blocks are used in processing as shown in FIG. 22(A).
Each “6 bit add 17” circuit block receives 1 carry, and 5
binaries indicative of a coefficient on 1 digit of a 17-adic
representation.

[0348] The 1st “6 bit add 17 circuit block <1> receives
C*,, Q7',-Q !, atthe carry and the inputs B,-B,, and provides
CHt o, QY-Q°, from Q,, Q,-Qs, respectively.

[0349] The2nd “6 bit add 17” circuit block <2>>, not shown,
receives C*,, Q°,-Q°, at the carry and the inputs B,-B,, and
provides C*** | Q',-Q", from Q,, Q,-Q, respectively.
[0350] Thereafter, the “6 bit add 17” circuit blocks having
the similar inputs and outputs are aligned 5(k+1) pieces in
total as shown in FIG. 22(A), and a carry C**'-C*'y
output from each “6 bitadd 17 circuit block turns to the input
at the next step, that is, the (k+1)-th step.

[0351] Thus, the conversion ofa 17-adic number to a binary
is executed sequentially from the least significant bit of a
carry C as in a schematic diagram shown in FIG. 22(B).
[0352] FIG. 22(A) shows the circuitry related to the k-th
step as described above. The circuitry shown in FIG. 22(A)
can be used over at each step if each step is processed in time
division. In this case, for the purpose of making the input/
output of each “6 bit add 17” circuit block controllable in
accordance with simple on/off, 5 “6 bitadd 17 circuit blocks
in the case of k=0 are configured to form a circuit block with
a minimum configuration as shown in FIG. 23.

[0353] The circuit including the 5“6 bit add 17" circuit
blocks thus configured is referred to as an “a to X” circuit
block.

[0354] As shown in FIG. 24, the “a to X circuit block has
the inputs of Q~*,-Q™*, and C°,-C°,, 10 in number, and the
outputs of Q*,-Q*, and C',-C',,, 10 in number.

[0355] The following specific description is given to the “5
add 177 circuit block shown in FIG. 21, that is, the “6 bit add
17 circuit block.

[0356] FIG. 25 shows a circuit symbol of the “6 bit add 17~
circuit block. The “6 bit add 17” circuit block receives a 5-bit
binary B,-B, and a 1-bit carry (carry), and provides a 6-bit
binary Q,-Q,. The “6 bitadd 17” circuit block adds a prime 17
to the input B if the carry is ‘1°, and provides the result as Q.
[0357] In the case of h=5, p=17, the relation shown in
Expression 27 can be established between the binary B and
the binary Q.

b=Bo+B,2+5,2°+B;23+B8,,2*
Q=b+carryxp

0=05+0:2+0>2°+032°+0,2"+052° [Expression 27]
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[0358] FIG. 26 is a block diagram of the “6 bit add 17”
circuit block.
[0359] The “6 bit add 17 circuit block includes 4 half

adders HA1-HA4 and a single full adder FA1.

[0360] The half adder HA1 has inputs B, and carry, an
output Q,, and a carry output C0. The half adder HA2 has
inputs C0 and B,, an output Q,, and a carry output C1. The
half adder HA3 has inputs C1 and B,, an output Q,, and a
carry output C2. The half adder HA4 has inputs C2 and B;, an
output Q,, and a carry output C3. The full adder FA1 has
inputs B, and carry, a carry input C3, an output Q,, and acarry
output Q.

[0361] In accordance with the above configuration, the “6
bit add 17” circuit block adds a prime 17 to the input binary B
if carry="1".

[0362] Next, the above-described “a to X circuit blocks
are used to configure a circuit for 1 step operative to lower the
degree of the 17-adic number by 1. Hereinafter, the circuit is
referred to as the “p to X” circuit block. The “p to X circuit
block can be used in all the computation steps in common.
[0363] FIG.27isadiagram showing a circuit symbol of the
“p to X” circuit block. The “p to X circuit block is controlled
by the timing signals B, -B, to provide outputs C'°,-C'°, in
response to inputs Q',-Q*,, C%,-C° ;.

[0364] FIG. 28 is a block diagram of the “p to X” circuit
block.

[0365] The “p to X circuit block comprises 10 “a to X”
circuit blocks.

[0366] The 1st “a to X” circuit block <1> receives part of

the inputs to the “p to X circuit block, thatis, Q~*,-Q~!,, and
C®,-C?,, and provides Q" ,-Q', and part of the outputs from
the “p to X circuit block, that is, C'°,-C*°,.

[0367] The 2nd “ato X” circuit block <2> receives Q40_Q44
and part of the inputs to the “p to X” circuit block, that is,
C®5-C%,, and provides Q*,-Q", and part of the outputs from
the “p to X” circuit block, that is, C*°,-C'°. Among the
inputs, Q*,-Q*, are signals fed via the control switches SW1,
through which the outputs Q"*,-Q'*, from the 1st “a to X~
circuit block <1> are controlled by the timing signal B.
[0368] The 3rd “ato X” circuit block <3> receives Q°,-Q°,
and part of the inputs to the “p to X” circuit block, that is,
C®,-C? 4, and provides Q"*,-Q"*, and part of the outputs
from the “p to X circuit block, that is, C*°,,-C'°,,. Among
the inputs, Q°,-Q°, are signals fed via the control switches
SW2, through which the outputs Q*,-Q',, from the 2nd “a to
X” circuit block are controlled by the timing signal By.
[0369] Thereafter, similar connections will be made up to
the 10th “a to X” circuit block <10>.

[0370] The inputs and outputs of the “a to X circuit block
are connected via the control switches SW in this way,
because the connection of the input is switched between the
external input and the internal input at every computation
step, and for the purpose of preventing the output from the
internal circuit from interfering in the case of the external
input.

[0371] Inthe case of the circuitry of FIG. 28, all the control
switches SW are turned off at the timing when only the timing
signal By, is at “1°, thereby activating only the last “a to X”
circuit block <10>. This corresponds to the O-th step.

[0372] Subsequently, when the timing signal B, also turns
to ‘17, the 9th “a to X” circuit block <9 is activated addition-
ally. This corresponds to the 1st step.
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[0373] Thereafter, at every sequential rise of the timing
signals B,-B,, the “ato X circuit block required at each step
is activated.

[0374] The following description is given to the core part of
the “p-adic to binary” converter unit, that is, the “binary”
circuit block.

[0375] FIG. 29 shows a circuit symbol of the “binary”
circuit block.
[0376] As shown in FIG. 29, the “binary” circuit block

receives B,-B, o, 15-Ls,, and provides ry-rs,.

[0377] FIG. 30 is a block diagram of the “binary” circuit
block. The “binary” circuit block includes the “p to X circuit
block in the circuitry for 1 step, and additionally the control
switch SW for use in control of the input/output of the “p to
X” circuit block.

[0378] Specifically, the inputs I5-I , are fed as C°-C® ,, to
the “p to X” circuit block via the control switches SW1. These
control switches SW1 are controlled by the timing signals
B,-B,o. Therefore, the control switches SW1 pass [s-1,
directly as C°,-C°,, if B="1" and keep the outputs at ‘0’
independent of the inputs if B="0".

[0379] In addition, the input I,-I,, are fed as Q7% ,-Q*, to
the “p to X” circuit block via the control switches SW2,
respectively. These control switches SW2 are controlled in
accordance with B,,"/B, to B, /B, respectively. Therefore,
the control switch SW2 located between I, and Q™! passes I,
directly as Q~', only if B,,=1", B,=0’.

[0380] The outputs C'°,-C'°,, from the “p to X” circuit
block turn to ry-rs,, that is, the outputs from the “binary”
circuit block via the control switches SW3. The control
switches SW3 are controlled by the timing signals By-B,,.
Therefore, the control switches SW3 pass C'°,-C'°s, directly
as ry-rs, if B="1".

[0381] Inaccordance with the above circuitry, the “p to X”
circuit block responds to each computation step while
increasing the bit widths of the input and output 5-bit by 5-bit
sequentially. While taking the numerals A on the digits of the
17-adic number from the upper digit sequentially at each
computation step, and when all the computation steps are
completed, a binary representation of data can be obtained.
[0382] Asdescribeearlier, the timing signals B,-B, , are the
signals that rise in order. In accordance therewith, the paths to
the inputs [ and outputs r conduct 5-bit by 5-bit from the upper
bit.

[0383] The numeral A on each digit of the 17-adic number
is initially set in the later-described external “A-r” register,
and fed to the “A-r” register via the control switch SW3
on/off-controlled by the adjacent timing signal B such that the
path switches selectively until the flow enters the next com-
putation step.

[0384] The following description is given to the “p-adic to
binary” converter unit including the above-described circuits
grouped together.

[0385] FIG. 31 is a block diagram of the “p-adic to binary”
converter unit. The “p-adic to binary” converter unit includes
the “binary” circuit block and the “A-r” register coupled
thereto.

[0386] The “A-r” register is a register controlled by the
timing signal B, and the clock clk and having the inputs r,-rs,,
A,-As, and the outputs I,-I5, as shown in FIG. 31.

[0387] FIG. 32 is a circuit diagram of the “A-r” register.
[0388] The “A-r” register includes, at every bit, a flip-flop
FF composed of 2 inverters. The flip-flop FF receives A,
(7=0-54) via the control switch SW1 and receives r; via the



US 2012/0075940 Al
17

control switch SW2. On the other hand, the output of the
flip-flop FF is connected to an inverter [V1 via the control
switch SW3. The output from the inverter IV1 provides L.
[0389] The control switches SW1-SW3 are controlled by
the timing signal B, and the clock clk. Specifically, the con-
trol switch SW1 turns on if /clk[[/B0=‘1", the control switch
SW2 if /cIk[(1B0=°1, and the control switch SW3 if clk="1,
respectively.

[0390] The initial state of the “A-r” register includes the
digits Ay-As, of the 17-adic number.

[0391] Thereafter, after the timing signal B, rises, r takenin
sync with the fall of the clock clk is provided as [, in sync with
the rise of the clock clk.

[0392] The “A-r” register couples with the “binary” circuit
block to advance the computation step at every timing signal
B,. The state of variations in each clock is similar to FIG. 20.
The clock clk is used to generate ck and further generate the
timing signal B,.

[0393] After completion of all the computation steps, the
“A-r” register holds a binary representation D; of the input,
that is, the p-adic number A.

[0394] Thus, preparations for configuring the p-adic
NAND flash memory have been made.

[0395] Next, the configuration of the memory system
according to the present embodiment is described along the
flow of data processing.

[0396] Data processing in the memory system according to
the present embodiment can be executed using a Lee metric
code. The methods of data processing include the above-
described syndrome converting method, and a Euclidean
iterative method. A first embodiment describes a memory
system using the syndrome converting method for data pro-
cessing.

[0397] The general principle of the syndrome converting
method is as described above. The following case is described
with specific numerals such as p=17, e=4, and =10 substi-
tuted based on the above-described specification.

[0398] FIG. 33 is a block diagram showing the configura-
tion of a p-adic memory system.

[0399] Data D, that is, binary data to the “binary world” is
converted to a 17-adic number at a 17-adic converter unit 101
serving as the entrance to the “p-adic Zp world”, and con-
verted to a code in Zp, that is, data A.

[0400] The 17-adic converter unit 101 can be composed of
the circuits described with reference to FIGS. 10-20, such as
the “X to p” circuit block.

[0401] Subsequently, an encoder unit 102 brings the data A
output from the 17-adic converter unit 101 into action with a
generator matrix G, thereby converting the data A to a Lee
metric code, that is, a code C.

[0402] Subsequently, the code C output from the encoder
unit 102 is stored in a p-adic cell flash memory 103.

[0403] Subsequently, the code held in p-adic cells is read
out of the p-adic cell flash memory 103. The code read out of
the p-adic cell flash memory 103 is acode Y (fourth data). The
codeY corresponds to the code C, which has been deformed
by errors caused when the code C is written in p-adic cells for
storage, or while it is stored in the p-adic cells, or when it is
read out of the p-adic cells.

[0404] The read-out codeY is fed to a syndrome generator
unit 104. The syndrome generator unit 104 computes a syn-
drome =S in accordance with Expression 28 using a trans-
pose syndrome matrix H’ and the powers of 3 types of diago-
nal matrixes.
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17-1"YH 0 0 3 [Expression 28]
0 17-27"4 ... 0
<m>S=Y . . .
0 0 e (17-167YH
16 0 ... 0%[1 0 ... 0™

015 ...0| |02 .. 0
. ) R I 4

0 0 .1 00 .. 16

[0405] If ~""S=0, no error arises. Then, for the purpose of
achieving the final processing step in the “p-adic Zp world”,
the codeY is fed to a decoder unit 109. In the case of "~ S=0,
on the other hand, if the first component S, of =S in the case
of <m>=(0, 0, 0) satisfies IS,|>5, reliable error correction is
impossible. Accordingly, NG signal is provided and the error-
containing code Y is fed to the decoder unit 109. In other
cases, the syndrome ="S is fed to a solution searching poly-
nomial generator unit 105.

[0406] The solution searching polynomial generator unit
105 derives a solution searching polynomial W(x) from the
syndrome “"”S and, if the coefficient at the 4th degree is
¢,=0, then it feeds the ¢(x) to a Hasse differential polynomial
generator unit 106. In the case of ¢,=0, on the other hand, the
step of seeking a new syndrome =”S with changed <m> is
repeated to seek a polynomial W(x) again. Ifthe coefficient at
the 4th degree of W(x) is still ¢,=0 even after repetitions up to
<m>=(15, 15, 15), error correction is impossible. Accord-
ingly, NG signal is provided and the error-containing code Y
is fed to the decoder unit 109.

[0407] The Hasse differential polynomial generator unit
106 derives a Hasse differential polynomial from the input
W(x), then computes a root r and the multiplicity n of the root,
and feeds them as t=r~! to an error quantity computing unit
107.

[0408] The error quantity computing unit 107 derives the
positional coordinates of the error-caused code word from
t=r~"! and derives the error quantity e, (={u(t)*""}~'n) fromn
to obtain the total quantity, Xle,l, of Lee metrics of the error
quantity. If 2le, =4, the flow shifts processing to a code
restorer unit 108 in order to restore the code C of the Lee
metric code. If Zle,|Z5, it is dealt as uncorrectable because
there is the possibility of failed correction. In this case, the
flow repeats processing on and after the syndrome generator
unit 104 for the next <m>. In the case of <m>=(15, 15, 15),
error correction is impossible. Accordingly, NG signal is
provided and the error-containing code is fed to the decoder
unit 109.

[0409] The code restorer unit 108 restores the code C (c,,
Cs, . . ., C3) in accordance with ¢, =y,—e,. The restored code C
is fed to the decoder unit 109.

[0410] The decoder unit 109 executes an inverse transfor-
mation of the generator matrix G to the code C to obtain a
17-adic code A. This code A is fed to a 2°-adic converter unit
110.

[0411] The 2°-adic converter unit 110 converts the code A
to a 2°-adic number represented in binary, which is provided
as the restored binary data D.
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[0412] The 2°-adic converter unit 110 can be composed of
the circuits described with reference to FIGS. 21-32, such as
the “p to X circuit block.

<Generation of Lee Metric Code, Error Correction, and Res-
toration of Lee Metric Code>

[0413] Next, the procedures of data processing described
with reference to FIG. 33 are detailed.
[0414] Hereinafter, with respect to an ECC operation in the
“p-adic Zp world”, the procedure of encoding data that is
input as Zp data to the memory system, and the procedures of
decoding the code read out of the memory system to finally
obtain the data A are arranged.
[0415] The procedure of encoding is as follows.
[0416] At the start, the input data D is converted at the
“binary to p-adic” converter unit to a 17-adic-represented,
11-digit data word D(h) shown in Expression 29 (S1 in FIG.
34).

D(h)=(ag.ay, . .., ayp)
[0417] Subsequently, the data D is multiplied by the gen-
erator matrix G to obtain 16 code word components ¢, -c, ; of

the code C (S2 in FIG. 34). The value of each code word
component is as shown in Expression 30.

[Expression 29]

0 [Expression 30]
=)
=0

[0418] Finally, the code word component c, is stored in
memory cells (S3 in FIG. 34). Each code word component
can be processed as a 5-bit binary representation. In this case,
as threshold levels corresponding to the p-adic cells, levels
are set as they are representations of numerals in Zp.

[0419] The procedure of decoding the code Y read out of
the p-adic cell array is as follows.

[0420] At the start, the code Y read out of the p-adic cell
array is read out (S4 in FIG. 35). The code Y is configured as
shown in Expression 31 where e, denotes an error on the code
word symbol located at the position j in the code Y.

Y=y .-, Yie)
Y=C+E, E=(ee5, . .., ers)

[0421] Subsequently, a syndrome is computed from the
code Y (S5 in FIG. 35). With a substitution of ()" =(p-j~")
" (p=j)™3™ and a substitution of <m>=(ml1, m2, m3), a
syndrome ~""S=(S_, .05 Seponts « - s So,-,a) is derived
from " Y={(1)™"y,, )™y 3) " ¥z, (1577,
(l6)<m>yn}, <mEQ=m>Y

[0422] Subsequently, as S_,.,,=S, in the case of <m>=0,
the total quantity of Lee metrics of errors cannot reach 5 or
higher if IS,|=4 and accordingly the flow starts the following
Procedures 2 and 3. In the case of IS, |>4, as the total quantity
of Lee metrics of errors reaches 5 or higher, the flow deter-
mines that it is uncorrectable and terminates solution search-
ing as no solution (S6, S7 in FIG. 35).

[0423] (Procedure 1) For <m> of which components are
changed in order, a syndrome =" S=(S_, -0, Sepsts - - - 5
S_,~+4) 18 derived from Expression 32 (S8 in FIG. 35).

[Expression 31]
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16 16 [Expression 32]
Stmper = 3 (5= 3 (0 %;
=1 =1

[0424] (Procedure 2) For e=4, that is, the upper limit of the
number of the correctable code word components, u=4
(S_,=0)"" is computed first, and then a syndrome u=""S=
(S, =s05 US_ats « - - » US_,,-,,) 1s derived from the syn-
drome obtained in Procedure 1 (S9 in FIG. 35). The coeffi-
cients ¢, of the solution searching polynomial W(x) are
computed from the syndrome u™""S in turn using Expression
33 (S10 in FIG. 35).

4 ) J [Expression 33]
¥(x) =1 +Z%‘X1, W= —JHIZ Y i1 Sy i
= =1

[0425] Ifthe degree of W(x)is equal to 4, that is, ¢,=0, then
the flow advances to Procedure 3 to obtain a solution (S11 in
FIG. 35). In the case of ¢,=0, on the other hand, the flow puts
<m> forward to repeat (Procedure 1) (S12 in FIG. 35). In the
case of ¢,=0 and m.=15 (§=1-3), the flow abandons error
correction as no solution (813 in FIG. 35).

[0426] (Procedure 3) If it is found in Procedure 2 that a
solution can be obtained, processing on and after Procedure 3
is proceeded to obtain the solution.

[0427] The process seeks coefficients of the Hasse differ-
ential polynomial required for obtaining the multiplicity of
the solution of the polynomial W(x) sought in Procedure 2
(815 in FIG. 35). The coefficients ¢, obtained in Procedure 2
can be multiplied by a series of binomial coefficients ,C, to
obtain vectors WV=(,C,9,,,,,C9,. ., . .. ) of the coefficients of
the Hasse differential polynomial.

! = Z( y ]wjxf"'
1

=1

[Expression 34]

[0428] (Procedure 4) The Hasse differential polynomial
obtained in Procedure 3 is given a substitution of the elements
1-16 in Zp to seek an element r that makes zero the 0-th degree
differential polynomial (=¥(x)). Subsequently, as shown in
Expression 35, such the degree n is sought that makes an
(n-1)-th differential polynomial zero and an n-th differential
polynomial non-zero, for each element r (516 in FIG. 35).

(MO =¥ =0, [Expression 35]

o= S (7 <o

e

ot = 3" (e 20

J=n

The obtained r is an inverse element of the position number t
of'the error-caused code component, and the corresponding n
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is the quantity converted from the caused error quantity e,.
This process is executed over all the elements r.

[0429] (Procedure 5) In Procedure 5, the error quantity is
obtained through conversion from the multiplicity n of the
solution (S17 in FIG. 35). The position number of the error-
caused code word component is t=r"*, and an inverse trans-
formation of the conversion executed to obtain the polyno-
mial for obtaining the solution is applied to n. As there is a
relation of u(t)™ e=n, the original error quantity e, can be
obtained from n if e,~(u(t)™™ ) 'n. The possibility of failed
correction of errors is confirmed here. In the case of Zle,|=4,
the flow subtracts the error quantity e, from the symbol value
y, of the code Y read out of the memory cells to obtain a
symbol value ¢, of the corrected code C, and shifts processing
to Procedure 6 (S18, S21 in FIG. 36). Inthe case of Zle,|>4, on
the other hand, there is the possibility of failed correction.
Accordingly, the flow changes the next m and repeats pro-
cessing from Procedure 1 (S19 in FIG. 36). Even in the case
of me=15 (§=1-3), however, if the flow fails to shift process-
ing to Procedure 6, it abandons error correction as no solution
(S20 in FIG. 36).

[0430] Until now, the correct code C stored in the p-adic
cell array has been obtained. Accordingly, binary data inputto
the p-adic memory system is sought in accordance with Pro-
cedure 6.

[0431] (Procedure 6) A pluralistic system of linear equa-
tions of a relation AG=C among the codes C and A and the
generator matrix G is applied to obtain 11 elements a,-a,, in
ZpandA (=ay,a,,...,a,,). Thus, 11 elements a,-a,,in Zp can
be obtained. The obtained elements a,-a, , are used to create
data A (=a,, a,, . . ., a,,) therefrom (S22 in FIG. 36).
[0432] Thus, data processing in the “p-adic Zp world” is
finished. Subsequently, a conversion is made to restore the
data A to binary data at the exit of the “p-adic Zp world”. The
data A is converted from the 11-digit, 17-adic representation
to a 10-digit, 2°-adic representation such that a numeral on
each digit of 10 digits is represented in binary. This provides
the binary data D input to the p-adic memory system.
[0433] Thus, restoration of data is completed.

[0434] Next, acomputing circuit operative to seek the prod-
uct of Zp is described. Hereinafter, the computing circuit is
referred to as the “X Zp” circuit block.

[0435] FIG.37isadiagram showing a circuit symbol of the
“X Zp” circuit block. FIG. 38(A) is a block diagram of the “X
Zp” circuit block. FIGS. 38(B) and (C) are diagrams sche-
matically showing operational processing in the “X Zp” cir-
cuit block.

[0436] The “X Zp” circuit block is roughly divided into a
circuit for processing a computation step group in the first
half] and a circuit for processing a computation step group in
the second half.

[0437] The circuit for processing the computation step
group in the first half includes an AND gate G1, and 4 ““5 bit
AD mod 17” circuit blocks.

[0438] The AND gate GG1 yields the logical product of the
i-th bit (i=0-4) of the multiplied numeral a and the j-th bit
(7=0-4) of the multiplying numeral b, and provides it as M.
[0439] The “5 bit AD mod 17” circuit block is a circuit
operative to seek the sum of 2 numerals in Zp modulo 17. The
“5 bit AD mod 17” circuit block has the inputs A -A, and
B,-B, and the outputs ,,_,,. The details are described later.
[0440] The 1st “5 bit AD mod 17 circuit block <1>
receives M| ;-M,,,, ‘0°, My, -M,,; at A -A;, A, and B,-B,,, and
provides Q°,-Q°, from Q,-Q,,, respectively.

Mar. 29, 2012

[0441] The 2nd “5 bit AD mod 17 circuit block <2>
receives Q°,-Q°,, that is, the output from the “5 bit AD mod
177 circuit block <1>, ‘0°, and M,,-M,, at A,-A;, A, and
B,-B,, and provides Q' ,-Q", from Q,-Q,, respectively.
[0442] As described above, the circuit for processing the
computation step group in the first half includes the “5 bit AD
mod 17” circuit block <1> through the “5 bit AD mod 17”
circuit block <4>, of which inputs and outputs are connected
in order.

[0443] The circuit for processing the computation step
group in the second half includes 4“6 bit mod 17 circuit
blocks. The “6 bit mod 17” circuit block is the circuit shown
in FIGS. 25 and 26.

[0444] The 1st “6 bit mod 17” circuit block <1> receives
Q%,and Q°,-Q%, at A and A -A, and provides Q*,-Q*, from
Qo-Q,, respectively.

[0445] The 2nd “6 bit mod 17 circuit block <2> receives
Q' and Q*,-Q*,at Ayand A | -A, and provides Q°,-Q’, from
Qo-Q,, respectively.

[0446] As described above, the circuit for processing the
computation step group in the second half includes the “6 bit
mod 17” circuit block <1> through the “6 bit mod 17” circuit
block <4>, of which inputs and outputs are connected in
order.

[0447] All the circuits operate not in sync with clocks and
decide the output Q when the input M, is given.

[0448] Mention is made here of the circuit scale of the “X
Zp” circuit block.

[0449] Ifp=17,h=S as in the present example, the “X Zp”
circuit block can be configured with 4“5 bit AD mod 177
circuit blocks and 4“6 bit mod 17” circuit blocks.

[0450] There is a requirement for such “X Zp” of 8 circuit
blocks.
[0451] Next, the “5 bit AD mod 17 circuit block shown in

FIG. 38 is described in detail.
[0452] FIG. 39 shows a circuit symbol of the “5 bit AD mod
177 circuit block.

[0453] The “S bit AD mod 17” circuit block seeks the sum
of numerals a and b input from A and B, and provides the
residue modulo a prime p of the resultant sum, from Q.
[0454] In the case of h=>5, p=17, the numerals a, b and the
binary representation Q of the residue establish a relation
shown in Expression 36.

a=Aog+A, 244,22+ 4323 +4,2%
b=By+B,2+B,22+B;2>+B,2*
p=17=2%41, p=2°-p=2342242'41=15
a+b=Q(mod 17) (a+b=0+PF0x17)

0=04+0,2+0,2°+0;2°+0,2* [Expression 36]

[0455] FIG. 40 is acircuit diagram of the “5 bit AD mod 177
circuit block.
[0456] The “5 bit AD mod 17” circuit block comprises a

PF0 generator unit U1, 3 half adders HA1-HA3, and 7 full
adders FA1-FA7.

[0457] The PFO generator unit U1 includes serially con-
nected PMOS transistors QP1-QP4 and NMOS transistors
QN1 and QN2 between a Vce terminal supplied with a certain
voltage and a Vss terminal. These transistors QP1, QP2, QP3,
QP4, QN1 and QN2 are controlled by S0, S1, S2,S3, S0 and
S4, respectively.
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[0458] The PF0 generator unit U1 additionally includes a
PMOS transistor QP5, 3 NMOS transistors QN3-QNS5, and
an inverter IV1.

[0459] The transistor QPS5 is connected between the source
of the transistor QP1 and the drain of the transistor QP4 in
parallel. The transistors QN3-QNS5 are connected between the
source and drain of the transistor QN1 in parallel. These
transistors QP5, PN3, QN4 and QNS5 are controlled by S4, S1,
S2 and S3, respectively. The inverter IV1 has an input con-
nected to the sources of the transistors QN1, QN3-QNS5. The
output from the inverter IV1 provides a carry PF0.

[0460] The halfadder HA1 has inputs A, and B, an output
S0, and a carry output C0'". The full adder FA1 has inputs A
and B, a carry input C0', an output S1, and a carry output C1'.
The full adder FA2 has inputs A, and B,, a carry input C1', an
output S2, and a carry output C2'. The full adder FA3 has
inputs A, and B;, a carry input C2', an output S3, and a carry
output C3'. The full adder FA4 has inputs A, and B,, a carry
input C3', an output S4, and a carry output C4'. The half adder
HAZ2 has inputs SO and PF0, and an output Q,, and a carry
output C0. The full adder FAS has inputs S1 and PF0, a carry
input C0, an output Q,, and a carry output C1. The full adder
FA®6 has inputs S2 and PF0, a carry input C1, an output Q,,
and a carry output C2. The full adder FA7 has inputs S3 and
PF0, a carry input C2, an output Q,, and a carry output C3.
The half adder HA3 has inputs C3 and S4, and an output Q.
[0461] Inaccordance with the above configuration, the PF0
generator unit U1 determines if the sum of binaries A and B
input to the “5 bit mod 17” circuit block is equal to or higher
than 17. If the sum of binaries A and B is equal to or higher
than 17, then the half adders HA1-HA3 and the full adders
FA1-FA7 are used to add 15, a complement of 17 in 5-bit
binary, to the sum of A and B in order to subtract 17 from the
sum of A and B.

[0462] Hereinafter, the circuitry of the blocks in the “p-adic
Zp world” is described with specific examples shown.
[0463] An example of circuitry of the encoder unit 102 is
described below.

[0464] FIG. 41(A) is a block diagram of a circuit for con-
verting a code word A in Zp to a Lee metric code C. FIG.
41(B) is a diagram showing double clocks ck and cl for use in
control of the circuit shown in FIG. 41(A).

[0465] AsshowninFIG. 41(B), the clocks cl are pulses that
rise after the rise of ck with delays, and the clocks cl, 11 in
total, cly-cl,,, rise sequentially at every clock ck. After cl,,,
rises, the next clock ck rises with a delay. The same wave-
forms repeat from ck, to ck,,.

[0466] Among these clocks ck and cl, ck is applied to
control a “Counter (1 to 6)” circuit block and a “Ri (1-16)”
register unit, and cl to control a “Ro (0-16)” register unit and
a “Rgstr” register.

[0467] The “Counter (1 to 6)” circuit block is a circuit
having an initial state of 0. It starts counting the number of
clocks again at every rise of the clock ck and provides the
number. Namely, of ck; (j=1-16), it provides j to an *X
k-times” circuit block at the rise of ck;.

[0468] The “Ri (1-16)” register unit includes registers
operative to store components c; of the code word C and
capable of storing 16 numerals in total. The “Ri (1-16)”
register unit stores numerals in the individual registers
sequentially in sync with the timing of the rise of ck. Namely,
data, that is, the element c, is taken into the register at the
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timing of the rise of ck;, . At the rise of ¢k, ;, 16 elements c;
are taken in the registers. In a word, the code C can be thus
stored.

[0469] The “X k-times” circuit block is circuit that multi-
plies the input by the output at every rise of the clock cl. The
“X k-times” circuit block multiplies the output by the input j
at every rise of cl, 11-times in total. Namely, the rises of cl,
(i=0-10) bring the output from the “X k-times” circuit block
to (j)***. This output is fed to the “X Zp” circuit block.
[0470] The “Ro (0-10)” register unit includes registers,
which can store 11 numerals and, in the initial state, store 11
components a,-a,, of the code A. The “Ro (0-10)” register
unit receives the clocks cl, and provides the components
a,-a;, of the code A in order at every rise of the clock cl.
Namely, on receipt of cl, (i=0-10), it provides a,.

[0471] The “X Zp” circuit block is a circuit operative to
execute a multiplication of the input in Zp. The “X Zp” circuit
block receives the output (j)** from the “X k-times™ circuit
block and the output a, from the “Ro (0-10)” register unit at
every clock cl,, and provides (j)*'a,. The output numerals
(jY*'a, are summed in a combination of the ““5 bit AD mod 17”
circuit block and the “Rgstr” register.

[0472] The “5 bit AD mod 17 circuit block is a circuit that
seeks the sum of 2 input numerals modulo 17. On the other
hand, the “Rgstr” register is a register having an initial state of
0. It blocks any input from the “5 bit AD mod 17" circuit block
at every input of the clock cl and feeds the self-holding
contents to the “5 bit AD mod 17” circuit block. The connec-
tion of the “5 bit AD mod 17” circuit block with the “Rgstr”
register as shown in FIG. 41 allows the previous output
numeral to be added to a numeral output from a new “X Zp”
circuit block at every input of the clock cl. Namely, when the
clock cl-cl, , rises, the component ¢, of C after the conversion
of'the code A to the Lee metric code is provided in the cycle
ofthe clock ck,. This is held in the “Ri (1-16)” register unit at
the top in the cycle of the next ck;, ,. Thus, the code C con-
verted from the code A can be obtained.

[0473] The “X k-times” circuit block shown in FIG. 41 is
described.
[0474] FIG. 42 is a diagram showing a circuit symbol of the

“X k-times” circuit block. FIG. 43 is a block diagram of the
“X k-times” circuit block.

[0475] The “X k-times” circuit block is a circuit operative
to compute a power (XY of the input X, which is controlled by
the clock cl; (j=1-16) as shown in F1G. 42.

[0476] The “X k-times” circuit block includes an “X Zp”
circuit block, and a “Rgstr” register <1> and a “Rgstr” regis-
ter <2>operable in sync with the clock cl as shown in FIG. 43.
[0477] The “Rgstr’” register <1> has an input connected to
X, and an output connected to one output of the “X Zp” circuit
block. The “Rgstr” register <2>has an input connected to the
output of the “X k-times” circuit block X, and an output
connected to one input of the “X k-times” circuit block. The
“Rgstr” register <2> holds ‘1’ in the initial state.

[0478] In accordance with this circuitry, the “X k-times”
circuit block takes its own output with a 1-cycle delay to
obtain the product of the input X and the output (XY.

[0479] The output (XY is multiplied cumulatively by the
input X at every input of the clock cl. The data X is set in the
“Rgstr” register <1>before the clock cl, (j=1-k) rises, and the
“Rgstr” register <2> having an initial state of ‘1’ is brought
into sync therewith, thereby obtaining (XY at the j-th cl,.
[0480] An example of circuitry of the syndrome generator
unit 104 is described below.
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[0481] First, a circuit for seeking component elements of
the syndrome =S is described.

[0482] Scanning of <m>=(ml, m2, m3) is executed over
the components from 1 to 15 each. When each <m> is given,
the corresponding component of the syndrome is computed.
An equation required for operational processing of the com-
ponent of the syndrome is shown in Expression 37.

17-1"1H 0 0 ™3 [Expression 37]
0 17-2"4 ... 0
<m>S:Y . . .
0 0 - (17-167YH
16 0 ... 0%2[1 0 ... 0™

0 15 .. 0 02 .. 0
H'

0 0 .1 00 .. 16

16

et = p (T = I AT = 2 (ply; =
=1

16
DT AT iymte
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[0483] At the start, all the <m>-associated powers of ele-
ments in Zp required for computation are sought. In a com-
puting method using that powers in seeking the sum of syn-
dromes, the process seeks the power of each element in Zp
and, when the element j in Zp is selected, the process decodes
17-j or 17-j™* to select the power of the corresponding ele-
ment, thereby computing the product or the sum.

[0484] Therefore, a computing circuit operative to seek the
powers of elements in Zp is described.

[0485] FIG. 44(A) is a block diagram of the computing
circuit operative to seek the power j” of an element j in Zp,
and FIG. 44(B) is a timing chart of the clocks ck, cl and the
timing signals B,-B, 5 for use in control of this circuit.

[0486] This computing circuit comprises a selecting circuit
Ul, a “(Y (=1 to 16)” circuit block, a “R, (0-15)” register
unit, a “R, (0-15) register unit, and a “R; (0-15)” register
unit.

[0487] The selecting circuit Ul includes 16 AND gates
G1-G16. The AND gate G1 receives B, and /B, and provides
a signal “m=0". The AND gate G2 receives B, and /B,, and
provides a signal “m=1"". From then on, in accordance with
similar input/output, the AND gates G3-G16 provide signals
“m=2" to “m=15", respectively. These signals “m=0" to
“m=15" turn via the control switches SW1-SW16 to the out-
puts r. (§=1, 2, 3) from the selecting circuit Ul. The signals
“m=0"to “m=15" are decoded through the control switches
SW1-SW16 at every value of the component of <m>.
[0488] Asshown in FIG. 44(B), the clocks cl are generated
in 16 cycles, 15-times repeatedly, subsequent to the clock ck
such that the “(j) (j7=1 to 16)” circuit block provides (j)* in the
cycles of the clocks ck;, and cl,.
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[0489] The output (j) is latched as data in the “R, (0-15)”
register unit, the “R,, (0-15)” register unit, and the “R; (0-15)”
register unit in appropriate cycles to obtain 3 powers of the
elements in Zp.

[0490] Determination ofthe timing oftaking data in the “R
(0-15)” register unit, the “R, (0-15)” register unit and the “R;
(0-15)” register unit requires the generation and use of signals
By-B,¢ shown in FIG. 44(B) that rise sequentially in sync
with the clock ck. The signals B,-B, 4 are used to generate
signals m=0, m=1, . . ., m=15, which are activated between
the rise of ck and the rise of the next ck.

[0491] The selecting circuit Ul decodes and selects these
signals m=0, m=1, . .., m=15 atevery value of the component
m;. of <m>, and provides it as a signal r., which is effective
only in the time of ¢k, of i=my.

[0492] The “R, (0-15)” register unit, the “R, (0-15)” regis-
ter unit and the “R; (0-15)” register unit each determine the
time of taking data in accordance with the signal j, that is, the
logical sum of the signal r, and the clock cl,, and latch data in
sync with the clock cl. As aresult, at the end of the clock cycle,
the m.-th (C=1, 2, 3) powers of the elements in Zp are stored
in the “R; (0-15)” register unit, the “R, (0-15)” register unit
and the “R; (0-15)” register unit.

[0493] Thus, the <m>-associated powers of the elements in
Zp are generated.

[0494] The subsequent description is given to a computing
circuit, applied to each element j in Zp, for computing an error
componente "+, (1=1, 2,3, 4;j=1-16) converted through the
syndrome converting method. The error component is defined
as € (1747 BT 6)"

[0495] FIG. 45 is a block diagram of the computing circuit
for computing e<’”>+lj. Hereinafter, this computing circuit is
referred to as the “error component generator circuit”.
[0496] The error component generator circuit comprises a
decoder unit U1, and a product operating unit U2.

[0497] The decoder unit U1 includes a “Counter (1 to 16)”
circuit block, a “17-j dec” circuit block, a “17-j~* dec” circuit
block, a“? dec” circuit block, a “j* dec” circuit block and a “5*
dec” circuit block, and also includes the “R,; (0-15)” register
unit, the “R, (0-15)” register unit and the “R, (0-15)” register
unit used to store the m.-th powers of the elements in Zp (§~=1,
2,3) shown in FIG. 44.

[0498] The decoder unit U1, “Counter (1 to 16)” circuit
block generates j in order at the timing of the clock cl, (j=1-
16). The j output from the “Counter (1 to 16)” circuit block is
fed to the “17-j dec” circuit block, to the “17-j~* dec” circuit
block, to the “j* dec” circuit block, to the “j> dec” circuit block
and to the “§* dec” circuit block.

[0499] The “17-j dec” circuit block decodes the input j to
provide 17-j. The “17-j" dec” circuit block decodes the input
jto provide 17-j7*. The j* dec” circuit block decodes the input
jtoprovide j*. The“j> dec” circuit block decodes the input j to
provide i*. The*j* dec” circuit block decodes the input j to
provide j*.

[0500] The“R, (0-15) register unit provides (j)* based on
the input j. The “R, (0-15)" register unit provides (17-j)"2
based on 17-j output from the “17-j dec” circuit block. The
“R, (0-15)" register unit provides (17-j~*)™ based on 17-j~"
output from the “17-j~! dec” circuit block.

[0501] Thus, the decoder unit U1 can obtain the outputs
G, A7-)7, 757"

[0502] The product operating unit U2 comprises a “Ro
(1-16)” register unit, and 7 “X Zp” circuit blocks <1>-<7>.
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[0503] The “Ro (1-16)” register unit includes 16 latches.
These 16 latches hold 16 components of the code Y read out
of the p-adic cells, that is, the elements y,-y, ¢ in Zp, respec-
tively. The “Ro(1-16)” register unit provides y,, held in the
latches, in sync with the clock cl, (j=1-16).

[0504] The “X Zp” circuit block <1> computes the product
in Zp of y, output from the Ro (1-16)” register unit and oM™
output from the “R; (0-15)” register unit, and provides the
product.

[0505] The “X Zp” circuit block <2> computes the product
in Zp of (17-j)™ output from the “R,, (0-15)” register unit and
(17713 output from the “R, (0-15)" register unit, and pro-
vides the product.

[0506] The “X Zp” circuit block <3> computes the product
in Zp of the output from the “X Zp” circuit block <1> and the
output from the “X Zp” circuit block <2>, and provides the
product €7,

[0507] The “X Zp” circuit block <4> computes the product
of *°, output from the “X Zp” circuit block <3>and j, and
provides the product €=+,

[0508] The “X Zp” circuit block <5> computes the product
of €+ output from the “X Zp” circuit block <3> and j*
output from the “j* dec” circuit block, and provides the prod-
uct E<m>+33

[0509] The “X Zp” circuit block <6> computes the product
of €*° output from the “X Zp” circuit block <3> and j°
output from the “j> dec” circuit block, and provides the prod-
uct €3

[0510] The “X Zp” circuit block <7> computes the product
of €+ output from the “X Zp” circuit block <3> and j*
output from the “j* dec” circuit block, and provides the prod-
uct €

[0511] With the above-configured product operating unit
U2, the selected read data’Y can be obtained in sync with the
clock Clj as €<m>+0j, €<m>+Zj, €<m>+2j, €<m>+3j, €<m>+4j corre-
sponding to the elements j in Zp.

[0512] The subsequent description is given to a computing
circuit operative to seek the sum of € "+ (1=1,2, 3,4) where
j=1-16. Seeking the sum of € (1=1, 2,3, 4) where j=1-16
allows a syndrome S_,,_,, to be obtained. Hereinafter, this
computing circuit is referred to as the “syndrome generating
circuit”.

[0513] FIG. 46 is a block diagram of the syndrome gener-
ating circuit.
[0514] The syndrome generating circuit includes a “Rgstr”

register and a “5 bit AD mod 17” circuit block.

[0515] The syndrome generating circuit yields the sum of
€”* in sync with the clock ¢l (j=1-16) through a loop
containing the “5 bit AD mod 17” circuit block and the
“Rgstr” register to generate the syndrome component S_,,,-,,
(1=0-4).

[0516] The following description is given to a circuit block
for computing the i-th power of the element j in Zp used in the
circuit for seeking j”* shown in FIG. 44. Hereinafter, this
circuit block is referred to as the “(j)’ =1 to 16)” circuit
block.

[0517] FIG.47isadiagram showing a circuit symbol of the
“GY (5=1 to 16)” circuit block.

[0518] The “(j)" (j=1 to 16)” circuit block is controlled by
the clocks ck; (i=0-15) and cl, (j=1-16), and provides () and
(iY** in sync with the rise of the clock cl,.

[0519] FIG. 48 is a block diagram of the “()* (j=1 to 16)”
circuit block.
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[0520] The “(j)’ (7=1 to 16)” circuit block is a circuit that
computes the 0-th to 15-th powers of all the elements 1-16 in
Zp other than zero in order, and holds them in registers.
[0521] The “()’ (7=1 to 16)” circuit block includes an “X
Zp” circuit block, a “Counter (1 to 16)” circuit block, and a “R
(1-16)” register unit as shown in FIG. 48.

[0522] The index-decidable clock is cki, and an index i can
be decided by the order of the clock cki. On the other hand, the
elements in Zp are designated in order from 1 by the clock cl,
and the order j of the clock cl indicates the number of ele-
ments.

[0523] The“Counter (1 to 16)” circuit block is connected to
one input of the “X Zp” circuit block. It uses ck; as the start
signal and counts up at the timing of the rise of cl; within a
range of 1-16.

[0524] The “R (1-16)” register unit includes 16 registers,
and it stores inputs 1,-1; 5 in No. 1-16 registers in order at the
rise of the clock /cl, at in, and provides the contents i,-i, 5 of
No. 1-16 registers in order at the rise of the clock cl, at out.
[0525] AsshowninFIG. 48, the clocks ck and cl input to the
“Counter (1 to 16)” circuit block and the “R (1-16)” register
unit are synchronized with each other, and the output from the
“R (1-16)” register unit is multiplied by the output from the
“Counter (1 to 16)” circuit block at the “X Zp” circuit block.
In this case, after the clock ck; rises, the “R (1-16)” register
unit provides (j)" at every rise of cl,. In addition, the “X Zp”
circuit block provides (j)™*'. This (j)™*' can be used in each
computing circuit, if required.

[0526] As anexample of circuitry of the solution searching
polynomial generator unit 105, an operating circuit for seek-
ing a solution searching polynomial ¥(x) is described below.
This operating circuit is referred to as the “solution searching
polynomial generating circuit”.

[0527] A processing equation is shown in Expression 38,
which is required in operational processing for deriving a
coeflicient ¢, at each degree j of x in the solution searching
polynomial W(x).

Fx) =1+ Z il [Expression 38]
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[0528] FIG. 49 is a block diagram of the solution searching
polynomial generating circuit.

[0529] The solution searching polynomial generating cir-
cuit is a circuit for use in the step of error searching with the
use of a syndrome u™""S=(uS us us
us<m>+35 us<m>+4)'

[0530] The solution searching polynomial generating cir-
cuitallows a simple circulation circuit to generate the solution
searching polynomial W(x) without using a complicated
Euclidean iterative method.

[0531] The solution searching polynomial generating cir-
cuit comprises a first part circuit U1 for deriving Z¢, ,S_,,.. .,
on the right side of the 2nd equation shown in Expression 38,
and a second part circuit U2 for deriving u(j)~" on the right
side of the 2nd equation shown in Expression 38 as well.

<m=>+03 <m>+1° <m>+2°
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[0532] The first part circuit Ul includes 4 serially con-
nected “Rgstr” registers <1>-<4>, and 4 “X Zp” circuit
blocks <1>-<4> connected to the outputs of the Rgstr” reg-
isters, respectively.

[0533] The “Rgstr” register <1> has an initial value of ‘1’
and other “Rgstr” registers <2>-<4> have an initial value of
‘0.

[0534] The first part circuit U1 is controlled by the clock ck
fed to the “Regstr” registers, and provides the coefficients ¢, ,,
¢, §,_3, ¢,_4 at the respective degrees from the nodes
between the “Regstr” registers at the rise of the j-th clock ck;.
A node with no coefficient present is at ‘0’ and accordingly
cannot contribute to the product operation with the syndrome
components S_,..,,-S_,,-,, executed by the “X Zp” circuit
blocks <1>-<4>. The outputs from the X Zp” circuit blocks
<1>-<4>are summed 2 by 2 at the “5 bit AD mod 17” circuit
blocks, and a ladder of these “5 bit AD mod 17” circuit blocks
is applied to finally obtains Z¢; ,S_,,. .

[0535] The second part circuit U2 comprises a “Counter (1
to 4)” circuit block, “X Zp” circuit blocks <a>, <b>,and a “§™*
dec” circuit block.

[0536] The second part circuit U2 generates (jS_,,-.o) "
from j generated at the “Counter (1 to 4)” circuit block and the
syndrome component S_,,. ,,, in accordance with the clock
ck,, at the “X Zp” circuit block <a> and the 971 dec” circuit
block. Then, the “X Zp” circuit block <b>derives u(j)~* from
the generated (jS_,-_,)"" and the established e=4.

[0537] An “X Zp” circuit block <c> is used to multiply
¢, ,S_,.-., generated at the first part circuit U1, by u(j)™,
generated at the second part circuit U2, to yield the coefficient
-

[0538] The coefficient ¢, is a h-bit binary, which is repre-
sented in complement to represent a negative number. There-
fore, the output from the “X Zp” circuit block <c> is inverted
through the inverter IV1, and ‘1” is added thereto at the “5 bit
AD mod 17” circuit block, thereby obtaining a complement
representation of 5-bit binary.

[0539] The “5=" dec” circuit block shown in FIG. 49 is a
circuit operative to seek the inverse element j~* of an element
jin Zp. The details ofthe “=! dec” circuit block are described
later.

[0540] The solution searching polynomial generating cir-
cuit described above is possible to provide the coefficients
¢4-¢ where j=4 on the respective nodes on receipt of 4-times
inputs of the clock ck.

[0541] An example of circuitry of the Hasse differential
polynomial generator unit 106 is described below.

[0542] If the degree of W(x) is coincident with 4, it is
required to derive the root of this W(x) and the associated
multiplicity. Therefore, the following description is given to
an operating circuit operative to compute a coefficient of the
Hasse differential polynomial required in deriving the multi-
plicity of the root. Hereinafter, this operating circuit is
referred to as the “Hasse differential polynomial coefficient
generating circuit”.

[0543] A relation between the coeflicient of the Hasse dif-
ferential polynomial, the coefficient, and the coefficient of
W(x) is as shown in Expression 39.
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=i 4 [Expression 39]
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[0544] Ina word, as can be found from Expression 39, the
Hasse differential polynomial coefficient generating circuit
multiplies the coefficient of W(x) by the binomial coefficient,
generates the coefficient at each degree at every differential
stage using the clocks ck and cl, and stores all the coefficients
in the registers.

[0545] FIG. 50(A) is a block diagram of the Hasse differ-
ential polynomial coefficient generating circuit, and FIG.
50(B)is atiming chart of the clocks ck and cl for use in control
of the Hasse differential polynomial coefficient generating
circuit.

[0546] The Hasse differential polynomial coefficient gen-
erating circuit includes a “i!” table having a record of the
factorial i! of each element i in Zp, a “(i!)~" table having a
record of the inverse element, and a “¢,” table having a record
of the coefficient ¢, of the solution searching polynomial
W(x). As for the i!” table and “(i!)™” table, they can be
suppressed to sufficiently small scales in practice in the case

of p=17 as in the present example.

[0547] As for the “¢,” table, it is created in the Hasse dif-
ferential polynomial coefficient generating circuit shown in
FIG. 49. Therefore, this is used.

[0548] The Hasse differential polynomial coefficient gen-
erating circuit includes, as shown in FIG. 50, the “i!” table,
the “(i!)~'” table, the “¢,” table, an “X Zp” circuit block, and
control switches SW for switching the connections among
those. Non-selected nodes, the nodes on the output side of the
control switches SW, are discharged to ‘0’ in the initial state,
such that the result of the product operation executed by the
“X Zp” circuit block indicates 0’.

[0549] The number of clocks of the clock ck corresponds to
the number of differential stages, and 1 in ck; takes a value of
1-4. On the other hand, the clock cl corresponds to the degree,
and a growth in number of differential stages increases undes-
ired degrees. Therefore, it is not required to generate the clock
cl every time by the same number as the clock ck though the
circuit of FIG. 50 generates it just 4 times every time. There-
fore, although there are 4° storage timings, the “R i(0-4)/j(0-
3)” register unit is not required to include registers corre-
sponding to all clocks but just required to include almost half
registers.

[0550] For the purpose of storing the coefficients of W(x),
that is, the coefficients corresponding to W), previously in
the registers, ck, is provided as a matter of convenience.
[0551] FIG. 51 is atable of fixed operations (such as inverse
element, factorial, and power) executed to each element in Zp
in the case of p=17 also available in the Hasse differential
polynomial coefficient generating circuit.

[0552] The 5-bit binary representations of these numerals
can be used to form a decoder. Examples of the functions,
which can scan all elements in Zp without excess/shortage
when j varies through all elements 1-16 in Zp, are as shown in
the table, which may exclude even powers and factorials in
many cases. For example, a’ can scan all elements in Zp
except zero when j varies if a can satisty the condition. For
example, the cases of a=3, 5, 6, 7, 10 are as shown in FIG. 51.
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[0553] These functions can be utilized to extend the search-
ing range by virtual errors in the syndrome converting
method.

[0554] As an example of the circuit that configures the
decoder, a decoder operative to derive the inverse element j=*
of'an element j in Zp is described. Hereinafter, this decoder is
referred to as the “4~" dec” circuit block.

[0555] The inverse element j~* can be derived from the
element j by seeking a relation of jxj~'=1 (mod 17), then
configuring j and j~*, 5-bit binary representations as shown in
Expression 40 to form a converting decoder thereof.

Input:l~(j);
FDetDi 24224+ ()32°+()a2*
Output:0,=(;™1),

J'=1(mod p)

TG0+ 24 2243234 (1,28 [Expression 40]

[0556] FIG. 52 is a block diagram of the “j=! dec” circuit
block.
[0557] The *j~" dec” circuit block can be configured by a

general circuit operative to decode 5-bit binary data I to other
5-bit binary data O, setting I=j, O=j~" as shown in Expression
40 in this case.

[0558] The“j' dec”circuit block includes NAND gates G1
and G2 to decode bits I,-I; partially 2-bit by 2-bit to create
signals /A,-/A;, /B,-/B;, and also includes a 3-input NOR
gate G3 to create O,,, (m=0- 4) from/A,,,/B,,, 1, (or/1,). Inthe
case of j=0, a setting of j~'=0 is given.

[0559] The following description is given to an operating
circuit operative to compute the root and the associated mul-
tiplicity of the solution searching polynomial W(x). Herein-
after, this operating circuit is referred to as the “solution
searching polynomial root/multiplicity operating circuit”.
[0560] The solution searching polynomial root/multiplicity
operating circuit regards the O-th stage differential in the
Hasse differential polynomial as W(x). Unless the Hasse dif-
ferential polynomial is zero for each element in Zp, the circuit
shifts the computation to the next element. The circuit
increases the number of differential stages while the Hasse
differential polynomial keeps zero. When registers are used to
hold the number of the first Hasse differential stages where
the Hasse differential polynomial is not zero, for each ele-
ment in Zp, the element with the number of stages being not
zero indicates the root, and the number of the remaining
stages indicates the multiplicity of the root. In a word, when
those with non-‘0’ contents are selected from the registers, the
held value indicates the multiplicity of the root.

[0561] Specifically, when the root of the solution searching
polynomial W(x) is denoted with «, and a Hasse differential
polynomial of W(x) in the i-th stage with [¥(x)]", a relational
equation is given as Expression 41 where the multiplicity of o
is denoted with n.

4 [Expression 41]
[F@]P = ¥a) =1+ g7 =0
=l

5-n

[¥(a)] [n 1] _ Zwln 1,0 =

J=0
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[0562] The solution searching polynomial root/multiplicity
operating circuit seeks n as in Expression 41 for each element
ain Zp regardless of whether it is the root of W(x) or not. In the
case of n=0, it means that c. is not a root.

[0563] FIG. 53(A) is a block diagram of the solution
searching polynomial root/multiplicity operating circuit, and
FIG. 53(B) is a timing chart of the clocks ck, ¢l and clk for use
in control of the solution searching polynomial root/multi-
plicity operating circuit.

[0564] The solution searching polynomial root/multiplicity
operating circuit scans the elements 1-16 in Zp at the clock ck
to seek the number of stages of the Hasse differential at the
clock cl, and the value of the Hasse differential polynomial in
that number of stages at the clock clk. The clock ck is gener-
ated when the computed value of the Hasse differential poly-
nomial becomes non-zero such that the process enters the
cycle for the next element in Zp.

[0565] The solution searching polynomial root/multiplicity
operating circuit includes, as shown in FIG. 53(A), a “()’ =1
to 16)” circuit block, a “Ro i(0-4)/j(0-4)” register unit, an “X
Zp” circuitblock, a “Rgstr’ register <1>, a “5 bit AD mod 17”
circuit block, a “Rgstr” register <2>, a “clock cl gen.” circuit
block, a “Counter (0 to 4)” circuit block, and a “Li (1-16)”
register unit.

[0566] The“() (j=1to 16)” circuitblock selects an element
a on o-times receipt of the clock ck, and provides the j-th
power of a on (j—1)-times receipt of the clock clk.

[0567] The “Ro i(0-4)/j(0-4)” register unit is a register
operative to provide a coefficient ¢ ', of the Hasse differential
polynomial on receipt of the clocks cl, and clk;.

[0568] The “X Zp” circuit block multiplies the output a
from the “(j¥ (=1 to 16)” circuit block by the output ¢! from
the “Ro i(0-4)/j(0-4)” register unit, and provides /¢
[0569] Thus, when the clock clk is applied 5-times to the
“(G)" =1 to 16)” circuit block, the “Ro i(0-4)/j(0-4)” register
unit, and the “X Zp” circuit block, the value of the Hasse
differential polynomial can be obtained. For the purpose of
simplifying the control of the clocks ck, ¢l and clk, the sum of
the terms of the value 0 not present in this computation is
computed as well. Therefore, the total sum of the clocks clk
originally required is almost halved.

[0570] The value [W(x)]™ of the differential polynomial is
taken in the “Rgstr” register <1>as ‘0’ in the case of zero and
‘1’ in other cases.

[0571] The value held in the “Rgstr” register <1> is output
at the timing of the clock clk, as the clock ck,, (a=1-16). The
clock ck,, is held until it is reset by the clock clk,.

[0572] The“Rgstr” register <1>has an initial value of 0 and
accordingly the clock ck; rises at the first clk,. The clock ck,
and so forth rise at clk, in any cycle of clk in accordance with
the computation result.

[0573] The “clock cl gen.” circuit block generates the clock
cl, in sync with the clock clk, and resets it to the clock cl, at
every rise of the clock ck,.

[0574] The “Counter (0 to 4)” circuit block is reset to 0 by
the clock ck,,, and counts up at every input of the clock cl and
outputs the order of the clock cl minus 1. This output is stored
in the “Li (1-16)” register unit.
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[0575] The “Li (1-16)” register unit has the inputs, which
are switched by the clock ck,, and thus can store the associ-
ated multiplicity in the c.-th register.

[0576] An example of circuitry of the error quantity com-
puting unit 107 is described below.

[0577] The following description is given to a converting
circuit operative to derive a true error from the root and
multiplicity of the Hasse differential polynomial, an c.and [n]
pair, to execute error correction. This converting circuit is
herein referred to as the “code correcting circuit”.

[0578] The solution sought through the syndrome convert-
ing method, the virtual error n, the error-caused position t, and
the true error e, have a relation therebetween as in Expression
42.

16 [Expression 42]
USimo = () "e; = 4,
=

r=al,

n=un™e,

[0579] The numeral ()™ =(17-"Y"*(17-))™2(G)™ is uti-
lized in the conversion. This numeral is equalto S_,,,. ,, when
compared with the relational equation S_,,_,, of the syn-
drome component shown in Expression 43 if Y=(0, 0, . . .,
y~1,....0,0)is used as the syndrome component at 1=0. This
is used to give a representation of T_,,.,, to the syndrome
component replaced by 1 for the t component of Y and 0 for
others, which is used as a circuit input in a circuit shown in a
block diagram of FI1G. 54.

16 [Expression 43]
Sgoer = p AT = FH™AT = Gy (',
=1

16
=2 "Ry

g

[0580] The code correcting circuit includes a first part unit
U1 operative to seek the error-caused position t, a second part
unit U2 operative to seek the true error e,, and a third part unit
U3 operative to execute code correction in accordance with
the true error e,.

[0581] The first part unit Ul includes a “j~* dec” circuit
block
[0582] The “j~! dec” circuit block <1> receives the root a.,

and provides the error-caused position t.

[0583] The second part unit U2 includes 3 “X Zp” circuit
blocks <1>-<3>, and a *§~* dec” circuit block <2>.

[0584] The“X Zp” circuit block <1>receives the syndrome
componentS_,__,and 47 (=13),and providesu~!, thatis, the
inverse element of the numeral u found in the conversion.
[0585] The“j! dec” circuit block <2>receives T, o, and
provides {(t)™""}~", that is, the inverse element of (t)™"".
[0586] The “X Zp” circuit block <2> receives the multi-
plicity nand the output u™" from the “X Zp” circuit block <1>,
and provides the product thereof nu~!.

[0587] The “X Zp” circuit block <3> receives the output
nu~! from the “X Zp” circuit block <2> and the output {(t)
=11 from the *“j7* dec” circuit block <2>, and provides the
true error €”.
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[0588] The third part unit U3 includes 25 bit AD mod 177
circuit blocks <1>and <2>.

[0589] The 5 bitAD mod 17” circuit block <1>receives /e,
and ‘1°, and provides —e,, that is, the complement of e,.
[0590] The “5 bit AD mod 17 circuit block <1> receives
the code y, read out of the p-adic cells and the output —e, from
the “5 bit AD mod 17” circuit block <1>, and provides the
error-corrected correct code c,.

[0591] The code correcting circuit thus configured is pos-
sible to restore the correct code c,.

[0592] The following description is given to an operating
circuit for computing a Lee metric w(B)=Zle,| (j=1-16) of an
error code word E. Hereinafter, this operating circuit is
referred to as the “L.ee metric operating circuit”.

[0593] FIG. 55 is a block diagram of the Lee metric oper-
ating circuit.
[0594] The Lee metric operating circuit includes a “Ro

(0-16)” register unit, a S bit LM mod 17 circuit block, a “5
bit AD mod 17” circuit block, and a “Rgstr” register.

[0595] The error code word E derived from the polynomial
W(x) is stored as the initial value in the “Ro (0-16)” register
unit. From the “Ro (0-16)” register unit, the components e; of
E are taken out in order by the clock ck;.

[0596] The 5 bit LM mod 17 circuit block computes the
associated Lee metrics le;| from the taken-out components e;.
The “5 bit LM mod 17” circuit block provides the Lee metrics
le,| of the components, computed at every clock ck;, to the “5
bit AD mod 17” circuit block.

[0597] The “Rgstr” register and the “5 bit AD mod 177
circuit block form a loop, which is used to sum these le;|. The
output from the “S bit AD mod 17” circuit block when the
16th clock ck rises provides w(B)=Zle,l.

[0598] If w(E)=4, a series of error searching are finished,
and E can be used to execute correction.

[0599] The error E sought through operational processing
can be corrected after it is ensured that the associated Lee
metric is equal to or below and it can be found that failed
correction does not occur.

[0600] Therefore, the following description is given to an
operational circuit element operative to compute a Lee metric
of the element in Zp. Hereinafter, this operational circuit
element is referred to as the “5 bit LM 17” circuit block.
[0601] Asforanelementain Zprepresented in 5-bit binary,
the associated Lee metric Q=lal can be expressed by Q=/PF0x
a+PF0x(17-a). Here, PF0 becomes ‘1’ ifa=9 and ‘0’ if a<9.
Therefore, if a=9, a derivation of the Lee metric of a just
requires a subtraction of a from 17, that is, an addition of the
complement of a to 17.

[0602] A relation between A and Q in the case of h=5, p=17
is as in Expression 44.

a=Ag+A, 244522 44,23+4 2%
Q=lal (Q=/PFOxa+PFOx(17-a))

0=06+012+0>2+052°+0,2*

[0603] FIG. 56 shows acircuit symbol of the “Sbit LM 177
circuit block, and FIG. 57 is a block diagram of the “5 bit LM
177 circuit block.

[0604] The “5 bit LM 17 circuit block receives a 5-bit
binary Ay-A,, and provides a 5-bit binary Q,-Q,.

[0605] The “5 bit LM 17” circuit block comprises a PF0
generator unit U1, an XOR gate G1, 3 half adders HA1-HA3,
and 2 full adders FA1, FA2.

[Expression 44]
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[0606] The PFO generator unit Ul includes, between the
Vec terminal and the Vss terminal, serially connected PMOS
transistors QP1-QP4 and NMOS transistors QN1, QN2.
These transistors QP1, QP2, QP3, QP4, QN1 and QN2 are
controlled by A, A,, A, Ay, Ay, and A, respectively.
[0607] The PF0 generator unit Ul also includes a PMOS
transistor QP5, 3 NMOS transistors QN3-QN5, and an
inverter IV1.

[0608] The transistor QPS5 is connected between the source
of'the transistor QP2 and the drain of the transistor QP4. The
transistors QN3 and QN4 are connected between the source
and drain of the transistor QN1. The transistor QN5 is con-
nected between the source of the transistor QN1 and the drain
of the transistor QN2 (Vss terminal). These transistors QP5,
QN3, QN4 and QNS are controlled by A;, A, A, and A,
respectively. The inverter IV1 has an input connected to the
sources of the transistors QN1, QN3, QN4 and QNS5. The
output from the inverter IV1 provides the carry PF0.

[0609] The XOR gate G1 receives A; (j=0-4) and PF0, and
provides B,.
[0610] The full adder FA1 has inputs B, and PFO0, a carry

input PF0, an output Q,, and a carry output C0. The half adder
HA1 has inputs C0 and B, an output Q,, and a carry output
C1. The half adder HA2 has inputs C1 and B,, an output Q,,
and a carry output C2. The half adder HA3 has inputs C2 and
B;, an output Q;, and a carry output C3. The full adder FA2
has inputs B, and PF0, a carry input C3, and an output Q.
[0611] In this specific example, if the input reaches 9 or
above, the complement of a is added to 17. In the case of
PF0=1, the complement of a is created at the XOR gate G1 by
inverting A, that is, each bit representation of a, to yield B,
and adding 1 thereto.

[0612] Asp=171is 17=(10001),, this is represented by PF0,
and further PF0 is used as 1, then these are added to B; as the
sum of binaries.

[0613] The “S bit LM 17” circuit block operates not in sync
with the clocks and, on receipt of inputs, provides the com-
puted Lee metric.

[0614] An example of circuitry of the decoder unit 109 is
described below.

[0615] After error searching is finished and a Lee metric
code C corrected with the error code E is obtained, it is
required to restore it to the data code A in Zp. This operation
corresponds to an inverse operation of C=AG with a generator
matrix G though an inversion of a matrix requires a large-
scale operation. Therefore, the elements of A are sequentially
derived from the elements of C. The computation process is
shown in Expression 45.

[Expression 45]

10
=y (e
i=0

16 16 0
Diie = E G e =
=1 =0

10 16

> a= Z ()°ao = 16,

=0 j=1

16
sap = 16’12 ()le;
=

Mar. 29, 2012

-continued

10
(0) . witl
Ci =Cjmjag = Z e
i=0

{Z(;)”"’ Zm Zm‘“ =
Jj=1 i=0

10 16

D) Wai= Z (i = 16a,

=1 j=1

16
a =167 (e
1
(1) Z( itlg
7

z+1

[0616] Asshown in Expression 45, the relation ¢,=2(j)
is deformed in turn to sequentially derive a, from ao, subse-

quently a, from a,, . . ., then a,,. This is the principle of
computation.
[0617] Both sides are multiplied by the inverse element of

the power of j to yield the terms on all elements in Zp, which
are then summed. At this time, the deformation is executed
based on the fact that the sum of all elements in Zp becomes
Zero.

[0618] Expression 46 shows a relational equation of the
components of C and the components of A.

C;’l) —c: [Expression 46]

10
(m—1) (m=2) . i+l
=TT = (e = Z W e

i=m

16

g = 16’12 (jm+l)*103_m71)

J=1

[0619] Thefollowing description is given to a specific oper-
ating circuit realized using the relational equation shown in
Expression 46.

[0620] When seeking a,, after a,,_, is obtained, parallel
utilization of clocks is executed by computing the sum of j at
a,, in order while seeking c('""l)j.

[0621] At the start, a circuit for converting the component
of the Lee metric code C every time is described based on
c('""l)j:c('""z)j—(j)’"am_ 1 shown in Expression 46. Hereinaf-
ter, this circuit is referred to as the “c~ 1) ” circuit block.
[0622] FIG.58is a diagram showing a 01rcu1t symbol of the
«ctm=1 » circuit block, and FIG. 59 is a block diagram of the

“ (’" 1 ” circuit block.

[0623] The “c™~ 1)]” circuit block is a circuit operable in
sync with the clocks cl,, /cl;. Tt recelves (4™, a,,_; and the code
components ¢,-C, and pr0V1des ct 1)]..

[0624] The “c™~ 1)]_,, circuit block includes an “X Zp” cir-
cuit block, 25 bit AD mod 17” circuit blocks <1>, <2>, and
a “R (1-16)” register unit.
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[0625] The “X Zp” circuit block yields the product of (j)™
and a,,_,, and provides it to the “5 bit AD mod 17” circuit
block <1> via the inverter IV1.

[0626] The S bit AD mod 177 circuit block <1> seeks the
complement of (j)™a,,_, output through the inverter IV1 to
yield —-j"a and provides it to the “5 bit AD mod 17 circuit

m—13
block <2>.
[0627] The “S bit AD mod 17” circuit block <2> yields the

sum of —j™a,, , output from the “5 bit AD mod 17” circuit
block<1>and cj(:c(’"‘z)j) output from the “R (1-16)” register
unit in sync with the clock cl. This sum turns to c('""l)j, that is,
the output from the “c*~"” circuit block. The output ¢""~"),
from the “5 bit AD mod 17” circuit block <2> is recorded in
the j-th register in the “R (1-16)” register unit in sync with the
fall of the clock cl.

[0628] The subsequent description is given to a circuit for
creatinga,, basedona, =167 X("*")™" ¢, (j=1-16) shown
in Expression 46. Hereinafter, this circuit is referred to as the
“a,,” circuit block.

[0629] FIG. 60 is a diagram showing a circuit symbol of the
“a,,” circuit block, and FIG. 61 is a block diagram of the “a,,,”
circuit block.

[0630] The “a,,” circuit block is operable in sync with the
clock cl,. It receives G)y"** and c('""l)j, and provides a,,,.
[0631] The “a,” circuit block includes a “j~* dec” circuit
block, 2 “X Zp” circuit blocks <1>, <2>, a “5 bit AD mod 17
circuit block, and a “Rgstr” register.

[0632] The “~' dec” circuit block converts (j)™** to the
inverse element thereof, (j)™™**, and provides it to the “X Zp”
circuit block <1>.

[0633] The “X Zp” circuit block <1> operates the product
of (j)~"+" fed from the “j~" dec” circuit block and ¢, (=¢"~
1)) output from the “c('""l)j” circuit block, and provides the
product to the “5 bit AD mod 17” circuit block.

[0634] The products output from the “5 bit AD mod 17”
circuit block are summed through a loop including the
“Rgstr” register having an initial value of ‘0’ and the “5S bit AD
mod 17” circuit block. The result is fed from the “5 bit AD
mod 17 circuit block to the “X Zp” circuit block <2>.

[0635] The “X Zp” circuit block <2> operates the product
of the sum output from the “5 bit AD mod 17” circuit block
and 167'=16 to obtain a,,, that is, the output from the “a,,”
circuit block.

[0636] Finally, a computing circuit is described, which
includes the above-described “c‘~ ” circuit block and “a,,”
circuit block to obtain the data code A. Hereinafter, this com-
puting circuit is referred to as the “inverse transforming cir-
cuit”.

[0637] FIG. 62(A) is a block diagram of the inverse trans-
forming circuit, and FIG. 62(B) is a timing chart of the clocks
ck and cl for use in control of the inverse transforming circuit.
[0638] As shown in FIG. 62(B), the clocks ck and cl have
such a relation therebetween that the clock cl rises 16 times

between the rise of a certain clock ck and the rise of the next
clock ck.

[0639] The inverse transforming circuit comprises a first
part circuit U1 for converting the component of the Lee metric
code C required for inverse transformation every time, and a
second part circuit U2 for seeking the elements of the data
code A one by one.

[0640] The first part circuit U1 includes a “(j* (j=1 to 16)”
circuit block, a “Rgstr” register, and a “c('""l)j” circuit block.
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[0641] The second part circuit U2 includes a “(j)’ (=1 to
16)” circuit block, an “a,,” circuit block, and a “Li (0-10)”
register unit.

[0642] Among those, the “(j)’ (j=1 to 16)” circuit block is
shared with the first part circuit Ul. The “()" (=1 to 16)”
circuit block is a circuit operative to generate the (m+1)-th
and m-th powers of the element j in Zp for use in the “a,,”
circuit block and the “c('""l)j” circuit block. This circuit block
applies m+1, the number of cycles of the clock ck and, m, a
1-cycle lower number than this number of cycles, as indexes,
and provides (jY"** and (j)™.

[0643] The “() (j=1 to 16)” circuit block provides the ele-
ment in Zp itself to the “a,,” circuit block and ‘1’ to the
“c(’”‘l)j” circuit block in the 1st cycle of ck. The ‘1” fed to the
“c('""l)j” circuit block is originally not utilized in computa-
tion. Accordingly, it is required to put a thought in preventing
the ‘1’ from exerting an influence on the operation result.
Therefore, for the purpose of removing the influence of the
‘1’, the product operation in the first part circuit U1 turns the
other input to ‘0’ at the first cycle of the clock ck such that the
result of the product operation becomes zero.

[0644] The “Rgstr” register in the first part circuit U1 is
given a setting of a,,. The setting of a,, is provided from the
“Rgstr” register at the timing of the clock ck after the clock
ck,. Namely, the output a,,_, from the “Rgstr” register is
provided at the timing of the clock ck,,,.

[0645] Inthe first clock cycle ck, of the clock ck, the initial
value of the output node in the “Rgstr” register is set at ‘0’ to
exert no influence on the computation result as described
above.

[0646] In sync with the clock ck,, the “c(’”‘l)j” circuit
block receives a,,_; and (j)™ output from the “Rgstr” register
and the “(j) (j=1 to 16)” circuit block, respectively. The “ct™~
1,;” circuit block derives c('""l)j, that is, the output from the
first part circuit U1, from these inputs a,,_; and (j)™.

[0647] The initial value of the “c(’”‘l)j” circuit block is the
restored code data C, and the setting in the “Rgstr” register at
the clock ck,, provides ¢~ =init C.

[0648] The “a,,” circuit block in the second part circuit U2
obtains a,, at every 16 cycles of the clock cl in accordance
with the computing equation shown in Expression 46. The a,,,
created at the “a,,” circuit block is stored in the m-th register
in the “Li (0-10)” register unit at the clock ck ,,, , thatindicates
the start timing of the cycles of the next 16 clocks cl.

[0649] After completion of all the clock cycles, the code
data A is set and stored in the “Li (0-10)” register unit.

<Conclusion>

[0650] Thus, the first embodiment is described on the
p-adic NAND flash memory using the syndrome converting
method in error correction with the specific configurations
exemplified.

[0651] The firstembodiment makes it possible to ensure the
reliability of data by a strong error correcting ability even if
the level setting is insufficient in data write to p-adic cells and
data read from p-adic cells.

Second Embodiment

[0652] The first embodiment describes the memory system
that applies the syndrome converting method in data (code)
processing in the “p-adci Zp world”. In this case, the circuitry
used in the memory system can be simplified. An increase in
the correctable error quantity, however, results in an increased
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number of searching repetitions for searching with no miss in
error correction, which leads to an increase in processing
time.

[0653] If the syndrome converting method is used in error
correction as in the first embodiment, the number of repeti-
tions of the computation required for error searching is, for
example, in the case of p=17, equal to 16x16=256 times at the
maximum if the correctable Lee metrics €=3, and 16 times at
the maximum if e=2. On the other hand, ifthe correctable Lee
metrics e=4 as described in the first embodiment, it is required
to repeat computation processing 16x16x16=4096 times at
the maximum on error searching.

[0654] From the above point, the syndrome converting
method is effective to an error correcting system mounted on
a memory system with a smaller error quantity. In contrast, if
the error-correctable quantity is larger (such as p=17, e=4),
the use of the conventional Euclidean iterative method rather
than the syndrome converting method may reduce the pro-
cessing time and the circuit scale depending on the case.

[0655] Therefore, the second embodiment describes a
p-adic NAND flash memory using the Fuclidean iterative
method in error correction.

[0656] FIG. 63 is a block diagram of a memory system
using the Euclidean iterative method in an error correction.
This memory system is configured in the case of p=17 and the
maximum error-correctable quantity of e=4.

[0657] The p-adic memory system comprises a 17-adic
converter unit 201, an encoder unit 202, a p-adic cell memory
unit 203, a syndrome generator unit 204, a solution searching
polynomial generator unit 205, a Euclidean iteration process-
ing unit 206, a first Hasse differential polynomial generator
unit 207, a second Hasse differential polynomial generator
unit 208, a code restorer unit 209, a decoder unit 210, and a
2°-adic converter unit 211.

[0658] Among those, the processes of processing in the
17-adic converter unit 201, the encoder unit 202, and the
p-adic cell memory unit 203 are same as those in the 17-adic
converter unit 101, the encoder unit 102, and the p-adic cell
flash memory 103 in the p-adic memory system shown in
FIG. 33. Therefore, the following description is given to the
processes of processing after the code Y is read out of the
p-adic cell flash memory 103.

[0659] The code C, Lee-metric-coded at the encoder unit
202, is read out as the error-containing code Y from the p-adic
cell flash memory 203. The code Y is fed to the syndrome
generator unit 204.

[0660] The syndrome generator unit 204 uses the syndrome
matrix H and each code word component of the code Y to
compute the syndrome S in accordance with S=YH’. In the
case of S=0, the code Y contains no error. Accordingly, the
codeY is fed to the decoder unit 210 for final processing. On
the other hand, if S#0 and the first component S, of S is
ISol>5, the error in the code Y cannot be corrected surely.
Accordingly, NG signal is provided and the error-containing
code is directly fed to the decoder unit 210 for first process-
ing. In other cases, the syndrome S is fed to the solution
searching polynomial generator unit 205.

[0661] The solution searching polynomial generator unit
205 derives a polynomial W(x) from the syndrome S in accor-
dance with the computation equation shown in Expression
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47. This polynomial W(x) is fed to the FEuclidean iteration
processing unit 206.

S5=(50,51,53,54) =¥ (x)
Po=1

Y175,

W= 1S1+052)/2
Y3=—(PoS 1+ 1So+PoS3)/3

Yu=— (P35 145+ | S5+ oS4)/4 [Expression 47]

[0662] The Euclidean iteration processing unit 206 tries
creation of A=f,, v=p, , through the Euclidean iterative
method. If succeeded to create A and v, it provides these
polynomials A(x) and v(x) to the first and second Hasse dif-
ferential polynomial generator units 207 and 208. On the
other hand, if failed to create A and v, it provides NG signal,
and feeds the error-containing code Y directly to the encoder
unit 210 for first processing. The circuitry of the Euclidean
iteration processing unit 206 is detailed later.

[0663] The first and second Hasse differential polynomial
generator units 207 and 208 derive respective Hasse differ-
ential polynomials from the polynomials A(x) and v(x), and
seek the roots r thereof and the multiplicities n of the roots.
The first and second Hasse differential polynomial generator
units 207 and 208 provide t=r~! to the code restorer unit 210
in accordance with the established roots r and multiplicities n.
[0664] The code restorer unit 210 derives an error quantity
e, from the positional coordinates of the error-caused code
word and the multiplicities n. It restores the code C=(c, c,, .
.., ¢;¢) of the Lee metric code from ¢, =y,-e,.

[0665] Processing on and after the decoder unit 210 and the
2%-adic converter unit 211 is same as that in the decoder unit
109 and the 2°-adic converter unit 110 shown in FIG. 33 and
accordingly omitted from the following description.

[0666] Thus, in the case ofthe memory system according to
the present embodiment, the iteration and complication of
processing can be all pushed in the Euclidean iterative
method and the entire processing flow can be simplified.
[0667] The entire system configuration is roughly divided
in 2: a system configuration surrounded by the dashed line
shown with a in FIG. 63; and a system configuration sur-
rounded by the chain line shown with b in FIG. 63 as can be
considered.

[0668] The system surrounded by the dashed line includes
ap-adic cell flash memory mounted thereon, which can serve
as one memory system by itself. Therefore, in the case of this
memory system, it is required to develop the p-adic cell flash
memory also described in the first embodiment. In accor-
dance therewith, it is also required to modify the level setting
method applied to p-adic cells from that in the case of the
memory system using the conventional NAND MLC.
[0669] The system surrounded by the chain line serves as a
memory controller that uses the conventional NAND MLC
directly as the memory device. Therefore, this system can be
realized only by providing I/O operative to decode the ele-
ments in Zp so as to correspond to the levels of MLC at the
time of data write. Thus, the conventional NAND MLC can be
utilized to construct the memory system that uses the Lee
metric code. The memory system that uses the memory con-
troller, however, requires a longer time for mapping of ML.C
and Zp, and thus cannot provide a faster data processing
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system. It is still possible, though, to execute data manage-
ment with increased reliability of data.

[0670] Mapping of MLC and Zp has different pages at
every group of levels of ML.C. Accordingly, unless pieces of
data between different pages are managed collectively, the
levels of 1 memory cell cannot be continuously associated as
the elements in Zp. Therefore, it is required to provide regis-
ters corresponding to all pieces of page data for mapping of
the elements in Zp and binary representations, and execute a
series of data transfers between all pages in the register group
and individual pages in the NAND MLC memory device.
Therefore, the mapping requires a plurality of logic circuits.
This mapping can be regarded as a large register-and-decoder
set and accordingly the details are not described. The number
of levels in NAND MLC is equal to a power of 2 and the
number of elements in Zp is a prime. Therefore, available
primes are below p=7 in the case of an 8-level cell, and below
p=13 in the case of a 16-level cell. Thus, from the viewpoint
of'the efficiency of memory cells, it cannot be regarded as an
optimal memory system.

[0671] Market demands determine which one of the sys-
tems should be constructed. In accordance with the descrip-
tion in the first embodiment and a second embodiment shown
below, it is possible to realize either of the systems.

<FEuclidean Method>

[0672] First, as the premise of the memory system using the
Euclidean iterative method, general relational equations in
the case of the use of the Euclidean method are described
collectively where y=e+1.

[0673] The binary data of the code C recorded in p-adic
cells includes h-bit code word symbols, a collection of (p-1)
pieces, which may cause variations bit by bit when suffer
various disturbances. Thus, the operation required to restore
the code C from the codeY is decoding. Prior to decoding, the
syndrome is sought at the start.

[0674] The syndrome S can be sought as elements S, S,, .
..+ 8,_, shown in Expression 48 through an operation S=YH’
using a syndrome matrix H.

1 & [Expression 48]

p-1
(Drei= E Ay p=0
: 2

/ =0

-1
L8 = ‘2 (Nej, So = Zej
=

b

Here, H’ is a transpose of H. The generator matrix G and the
syndrome matrix H are configured to satisfy GH=0 (mod p).
Accordingly, a representation of Y=C+E yields S=EH’. With
E=(e,, e, .. .,¢€, ), a syndrome S, corresponds to the total
sum of errors in the code word symbols as can be found.
These syndromes S provide the only information on errors
and, on the basis of these syndromes S, the correct code C is
restored as follows.

[0675] Subsequently, the principle of decoding is
described. Here, n(=p -1) error symbols are classified into 2
sets J, and J_ as in Expression 49.

J={e2, ... n); e<pl2}

J={je1,2, ... n); e>p/2} [Expression 49]
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Namely, it is classified into J, that is an arrangement of the
positions j of the code symbols c; if the error quantity in the
symbol is e,<p/2, and J_ that is an arrangement of the posi-
tions j of the code symbols ¢, if the error quantity in the
symbol is e>p/2. Polynomials A(x), V(x) in the Galois field
GF (p) are configured on the basis of these sets as in Expres-
sion 50.

/\(x) = l_[ (1 - jx)fj’ V(x) = l_[ (1 - jx P€j [Expression 50]

jely Jjed_

[0676] Thus, the polynomial A(x) is a polynomial that has
a reciprocal number of the position j of an error code word
symbolin ], as a root and that has a Lee metric e, of that code
word symbol as the multiplicity ofthe root. On the other hand,
the polynomial V(x) is a polynomial that has a reciprocal
number of the position j of an error code word symbol in J_ as
aroot and that has a Lee metric p—e; of that code word symbol
as the multiplicity of the root. Decoding is a process of finally
configuring these polynomials only from the information on
the syndrome S, to solve them, thereby obtaining information
on errors. In a word, it is required to seek a relation between
these polynomials A(x), V(x) and the syndrome S;.

[0677] Subsequently, as shown in Expression 51, when it is
configured with a series polynomial having each syndrome S,
on a coefficient of the corresponding degree, it is represented
with a rational polynomial having the error quantity e; of the
symbol, the position j and the value thereof.

-1 [Expression 51]

o p71 o0 .
E . Jx
S(x) = E Sixl = e; E (/x)lz E ejl—jx
=1 - =1
J=1

=

From Expression 51, a relational expression shown in
Expression 52 can be established among the polynomials
A(X), V(x) and the syndrome S(x).

(%)S(x) = —x(%)/ [Expression 52]

[0678] Subsequently, the relational expression shown in
Expression 52 is used to seek the polynomials A(X), V(x)
from the syndrome S(x).

[0679] From the syndrome S(x), a polynomial ¥(x) with a
degree of y-1 or lower shown in Expression 53 is sought.

‘l‘(x)S(x) = —x¥ (x)(mode) [EXpreSSiOn 53]

Y =1+ ) grx,

=1

1 J
Y= _;ZWj—iSi
i1

In an expansive expression of the polynomial W(x), a coeffi-
cient 15 can be sought from a comparison between the coef-
ficients at the homogeneous degree on both sides of the
expression shown in Expression 53 through an iterative
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method using the syndrome S; and an already-determined
coefficient1);_,. The coefficients 1, to),_, ofthe polynomial
W(x)are sought from the syndromes S, to S, _,. Theresults are
shown in Expression 54.

Yo=1 [Expression 54]

Y1 =—¢oS1 = -5

Y2 = =151 +¢052)/2
Yyt = —Wy2S1 + .+ YoSy-1) /(Y = 1)

The polynomial W(x) is a polynomial equivalent to A(X)/V(x)
while the polynomials A(x), V(x) are given key conditions
shown in Expression 55. Therefore, it can be sought through
a Euclid iterative method applied to x¥ and the polynomial
WY(x) to eliminate constant multiples.

V()W (x)=Ax)(mod x*)

deg A(x)+deg V(x)<y

A(%) and V(x) are coprimes
deg A(x)-deg V(x)=S(mod p)

[0680] Therefore, if the polynomial W(x) can be configured
from the syndromes S, to S, _,, the syndrome S, can be used
as the stop condition on the iterative method to seek the
polynomials A(X), V(x). Namely, the polynomials A(x), V(x)
sought from the set of (S,, W(x)) through the iterative method
can represent the position j and the error quantity e; of an error
code word symbol.

<Error Correction through Euclidean Iterative Method>
[0681] Next, the Euclidean iterative method is described.
The following description is given to an iterative method of
seeking a congruence equation, v(x)¥(x)=A(x)(mod x*), with
the stop condition, deg A(x)-deg v(x)=S,(mod p).

[0682] The Euclid iterative method is a method of sequen-
tially seeking functions f,, f;, . . . , f, using divisions of
polynomials. These quantities have relations shown in
Expression 56.

[Expression 55]

foskofi+ fo. fi=kifo+ fo oo fu = knfurt + fr2 [Expression 56]

p-1=0,po=1, pp=kn1Pp-1 + P2
90=0,q1 =1, Gy, =kn-1Gn-1 + Gn2
Pnfn + Pnet furt = K1 Prot + Pn2) fuo + Pt foe

= P11 foo + for1) + Pr2fn
= Po-tfo-1 + Pr2fn

=pofotpifi=o
Gnfo ¥ Gn-1 Frrt = Kno1 Gt + Gn-2)for + Gt fre1
= G-t kn-1 fuo + for1) + G2 fn

= Gn-t fool + Gn2fn

=qfitqf=h
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-continued
fo = Pufo+ Pothorts fi = Gufa + Gn-1for1

Pn Poot| _|kn-1Pa-1 Prt
Gn Gn-1 kn-1Gn-1 Gn-1
Prn-1 Pn-2

= Pnln-1 ~ Pn-149n
Gn-1  Gn-2

= (-1 (p1go - poqr)
=17,

fo==D"Gn1fo = Pt f1)
o fo= (=1 p,  Wmody?), fo =47, fi =¥

Here, as shown in Expression 57, when p,, or q,, can be
sequentially introduced from a quotient polynomial k,, par-
ticularly obtained through the process of division, these poly-
nomials can satisty a simple relation. Accordingly, f, can be
represented by f,, f,, p,,._; and q,,_,. Then, when f,=x", f;=W
(x) are established to create a congruence equation at x¥, the
stop condition on iteration turns to deg f,-deg p,,_,=S, (mod
p). With regard to n that satisfies the stop condition, if deg
f,+deg p,,_, <y, then A(x)=tf,, V(X)=p,,_, can be established.
[0683] Asy=e+1,acomputation for error 4 requires around
4 times of iterations, for example. With this regard, the use of
the Euclidean iterative method increases the scale of the oper-
ating circuit though it can reduce the number of computations
particularly lower than the syndrome converting method.
[0684] The following description is given to specific cir-
cuitry on points greatly different from the syndrome convert-
ing method.

<Circuitry of Syndrome Generator Unit>

[0685] Next, as an example of circuitry of the syndrome
generator unit 204, an operating circuit operative to seck
component elements of the syndrome S in batch is described.
Hereinafter, this operating circuit is referred to as the “syn-
drome component element generating circuit”.

[0686] The syndrome component element generating cir-

cuit is configured based on the equations shown in Expression
57.

—1 —1 [Expression 57]
So=) vi=) €

i i

p-1 p-1
S = Zlmlyj :Zlmlej
= i=

b
b

[0687] FIG. 64(A) is a block diagram of the syndrome
component element generating circuit, and FIG. 64(B) is a
timing chart of the clocks ck, (i=0 to e+1), cl, (j=1 to p-1) for
use in control of the syndrome component element generating
circuit.

[0688] The syndrome component element generating cir-
cuit includes, as shown in FIG. 64(A), a “Ro (1 to p-1)
register unit, a “(j)’ (j=1 to p-1)” circuit block, an “X Zp”
circuit block, a “h bit AD mod p” circuit block, a “Rgstr”
register, and a “Ri (0-€)” register unit.
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[0689] DataY read out of the p-adic cell array is stored in
the “Ro (1 to p-1)” register as an initial value. The “()’ (j=1
to p-1)” circuit block generates (j)'. These “Ro (1 to p-1)"
register and “(j)’ (j=1 to p—1)” circuit block are synchronized
with each other by the clock cl, and controlled such that (j)' is
provided at the same time as the output of the component y, of
Y. The “X Zp” circuit block yields the product thereof, (j)'y,,
which is summed, in sync with the clock cl; (=1 to p-1),
through the loop including the “h bit AD mod p” circuit block
and the “Rgstr” register, to create a syndrome component S,.
The resultant S, is stored in the i-th register in the Ri (0-¢€)”
register at the clock ck,, ;. This process is treated at the clock
ck, for i=0-€ to obtain all syndrome components, which are
then stored in the “Ri (0-€)” register unit.

[0690] An example of circuitry of the FEuclidean iteration
processing unit 206 is described below.

[0691] The first description is given to a circuit operative to
derive k,, in computation of f,=k f, ,,+f . Hereinafter, this
circuit is referred to as the “kn” circuit block.

[0692] The “kn” circuit block is configured based on the
relational equations shown in Expression 58.

JoZha i1tz
Si=dPora®™ xt . +a® e
k, :b(")0+b(")1x

b(n)1:a(n)j/b(n+1)j_71’ b(n)oz(a(n)jil_b(n)la(n+l)j_72)/a(n+l)
-1 [Expression 58]
[0693] The “kn” circuit block applies the relations between
coefficients shown in Expression 58 to derive an unknown
coefficient from the known coefficients. On the assumption
that the polynomial of k,, is at the 1st degree, and that the
coefficient is turned to 0 in the process of computation if the
coefficient at the highest degree becomes 0 as well, the pro-
cess advances the procedure of computation sequentially. At
this time, the inverse element of 0 is determined 0 to allow the
relations between coefficients to establish always.

[0694] FIG. 65is adiagram showing a circuit symbol of the
“kn” circuit block. FIG. 66 is a block diagram of the “kn”
circuit block.

[0695]
and provides a
FIG. 65.
[0696] The “kn” circuit block includes 3 “X Zp” circuit
blocks <1>, <2>,<3>, 2 “h bit AD mod p” circuit blocks <1>,
<2>,a*“j7* dec” circuit block, an XNOR gate G1, and an OR
gate G2.

[0697] The “X Zp” circuit block <1> computes the product
ofa®® __andb® . Theresultb® a®*" _ isfedtothe “h
bit AD mod p” circuit block <1> via the inverter IV1.
[0698] The “hbit AD mod p” circuit block <1> receives the
output from the inverter IV1 and ‘1°, and obtains the comple-
ment of b® a®*Y

[0699] The “hbit AD mod p” circuit block <2> receives the
output from the “h bit AD mod p” circuit block <1> and
a® |, and provides the result, a",_ —b®) a®*+V to the
“X Zp” circuit block <2>.

[0700] The =" dec” circuit block receives a®™*!), |, and
provides the inverse element thereof, (a®**, ™, to the “X
Zp” circuit blocks <2> and <3>.

[0701] The “X Zp” circuit block <2> computes the product
ofthe output, a®,,_ -b® a®*V __ from the “h bit AD mod

The “kn” circuit block receives a®, | and a®™,,
) a®th b and b™, as shown in

m=2s

Mar. 29, 2012

p” circuit block <2> and the output, (a®*, _ )™, from the

7 dec” circuit block, to obtain the result b'*”,.

[0702] The “X Zp” circuit block <3> computes the product
of a®_ and the output, (a**" _)™!, from the “j~* dec” cir-
cuit block, to obtain the result b, , that is, the output from the
“kn” circuit block.

[0703] The XNOR gate G1 receives the output, b'®, from
the “X Zp” circuit block <2> and the output, b¥!, from the
“X Zp” circuit block <3>. The OR gate G2 receives the output
from the “X Zp” circuit block <3> and b'®,,. In this case, the
output from the OR gate G2 turns to the output, b, from the
“kn” circuit block.

[0704] Thefollowing description is given to a circuit opera-
tive to derive f,, , in computation of f =k f, ,  +f, ,,. Herein-
after, this circuit is referred to as the “fn” circuit block.
[0705] The “tn” circuit block is configured based on the
relational equations shown in Expression 59.

STl it
Sror T kofrs, o=@ tb ™ x

Frur2 o= (0146 K1)
4t =g (gD L pe gD

[0706] The “fn” circuit block applies the relations between
coefficients shown in Expression 59 to derive an unknown
coefficient from the known coefficients. It utilizes the
already-obtained coefficients of the polynomial ofk,,.
[0707] FIG. 67 is a diagram showing a circuit symbol of the
“fn” circuit block. FIG. 68 is a block diagram of the “fn”
circuit block.

[0708] The “fn” circuit block receives a®**, _, a*V |
a® b and b, and provides a”*?, as showninFIG. 67.
[0709] The “fn” circuit block includes 2 “X Zp” circuit
blocks <1>, <2>, and 3 “h bit AD mod p” circuit blocks <1>,
<2>and <3>.

[0710] The “X Zp” circuit block <1> computes the product
ofa® _ and b® , and provides the result, b%? a®*% |
to the “h bit AD mod p” circuit block <1>.

[0711] The “X Zp” circuit block <2> computes the product
ofa®*1 and b™,, and provides the result, b® a1t the
“h bit AD mod p” circuit block <1>.

[0712] The “hbit AD mod p” circuit block <1> receives the
output, b®,a®*> _  from the X Zp” circuit block <1> and
the output, b™,a®*" _fromthe X Zp” circuit block <2>. The
output from the “h bit AD mod p” circuit block <1> is fed to
the “h bit AD mod p” circuit block <2> via the inverter IV1.
[0713] The “hbit AD mod p” circuit block <2> receives the
output from the inverter IV1 and ‘1°, and obtains the comple-
ment of (b®a®*t), +b a®+b

[0714] The “h bit AD mod p” circuit block <3> receives
a® and the output from the “h bit AD mod p” circuit block
<2>, and obtains a”*?, , that is, the output from this “fn”
circuit block.

[0715] Thefollowing description is given to a circuit opera-
tive to derive p,,_, in computation of p,=k,_,p,,_;+p,,_,- Here-
inafter, this circuit is referred to as the “pn” circuit block.
[0716] The “pn” circuit block is configured based on the
relational equations shown in Expression 60.

[Expression 59]

PR P P2
Pu=aPota™ xt . +a @, W va

k, :b(")0+b(")1x
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[0717] The “pn” circuit block applies the relations between
coefficients shown in Expression 60 to derive an unknown
coefficient from the known coefficients. It utilizes the
already-obtained coefficients of the polynomial of'k,.
[0718] FIG. 69is a diagram showing a circuit symbol of the
“pn” circuit block. FIG. 70 is a block diagram of the “pn”
circuit block.
[0719] The “pn” circuit block receives a® _ , a®  and
a®™), . and provides a®*", as shown in FIG. 69.
[0720] The “pn” circuit block includes 2 “X Zp” circuit
blocks <1>, <2>, and 2 “h bit AD mod p” circuit blocks <1>
and <2> as shown in FIG. 70.
[0721] The “X Zp” circuit block <1> computes the product
ofa®™, _ andb® ,and providestheresult, b a® _  tothe
“h bit AD mod p” circuit block <1>.
[0722] The “X Zp” circuit block <2> computes the product
ofa® and b®,, and provides the result, b’ ;a® | to the “h
bit AD mod p” circuit block <1>.
[0723] The “hbit AD mod p” circuit block <1> receives the
output, b®? a® _  from the X Zp” circuit block <1>and the
output, b®,a%  from the X Zp” circuit block <2>, and
provides b®,a® +b™ a™ _ to the “h bit AD mod p” cir-
cuit block <1>.
[0724] The “h bit AD mod p” circuit block <2> receives
a®Y and the output, b® 2™ +b® a® _ from the “hbit
AD mod p” circuit block <1>, and obtains a®*" , that is, the
output from the “pn” circuit block.
[0725] Subsequently, a circuit for computing f =k f +
f,.- 1s described. Hereinafter, this circuit is referred to as the
“f =k, f,.,+f,.,” circuit block.
[0726] FIG. 71 is a diagram showing a circuit symbol of the
“f, =k 1, +,.," circuit block. FIG. 72 is a block diagram of
the “f =k fn+1+fn+2 circuit block.
[0727] The “f,=k,f,.,,+f,.,” circuit block receives ay-a,,
the coefficients of f,; and by-b,, the coefficients of f, , |, and

n+12
provides cy-c,, the coefﬁ01ents of f,,,; and B,-B,, the coeffi-
cients of k,, as shown in FIG. 71.

[0728] As computations are started with substitutions of
f=x", f,;=¥(x), the maximum degree of f, is y, and the maxi-
mum degree of f_, is also y because k, may be 1. Therefore,
the “f, =k 1, , 1+fn+2 circuit block includes (y+1) “kn” circuit
blocks <1>-<y+1>, and (y+1) “f” circuit blocks <1>-<y+1>
as shown in FIG. 72.

[0729] The “kn” circuit block <1>associates ‘0, a,, b, and
a, witha®* _ a® 2@ anda®™ . and associates
[3(1) and [3(1) Wlth b(”) and b(")l, respectlvely

[0730] The “kn” circuit block <2> associates by, a;, b, and
a, with a®*» a0 a@*D  and a®  and associates
P, and B, with b(”) and b(")l, respectlvely

[0731] The subsequent “kn” circuit blocks <3>-<y+1>
have the similar inputs/outputs to the “kn” circuit blocks <1>
and <2>. The outputs, B, and B, (m=0-y), from the “kn”
circuit blocks <1>-<y+1> are provided as 3, and 3, from the
“f =kt 4, circuit block via the control switches SW
controlled by deg(b,, b,, . .., b,)=m. The f3, and B, can be
utilized also as the inputs to the “fn” circuit blocks <1>-<y+
1>. Here, deg( ) represents the output from the degree deci-
sion circuit associated with f, ;.
[0732] The “fn” circuit block <1> receives ‘0’, by, ay, Po
and B, asa®*V _ a2l H0D and b, and provides
cyas a2 |

[Expression 60]

m—1s
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[0733] The “tn” circuit block <2>receives by, b, a,, By and

Byasa® | O L at b and b, andprovidesc, as
(+2)

a"t .

[0734] The subsequent “fn” circuit blocks <3>-<y+1>have

the similar inputs/outputs to the “fn” circuit blocks <1> and
<2>.

[0735] The outputs from the “fn” circuit blocks <1>- <y+l>
turn to cy-c,, that is, the output from the “f, =kt ,+f, .,
circuit block

[0736] Subsequently, a circuit for computing p,,, =Kk, p,.+
p,._; is described. Hereinafter, this circuit is referred to as the
“Prs1=K, D, +D,._1~ circuit block.

[0737] FIG. 73 is a diagram showing a circuit symbol of the
“Prs1=K, DD, circuit block. FIG. 74 is a block diagram of
the “p,,.1=K,p,,+p,,_,” circuit block.

[0738] The“p,,,=k,p,+p,_,” circuit block receives f3,, f;,
the coefficients of k,;; ay-a,_,, the coefficients of p,_,; and
by-b,,_,, the coefficients of p,, and provides c,-c the
coefficients of p,,,, as shown in FIG. 73.

[0739] As computations are started with substitutions of
p_,=0, p,=1, the maximum degree of p,,,, is y-1, for the
purpose of utilizing p,,, ; mod x". Therefore, the “p,,, =k, p,+
p,_,” circuit block includes y “kn” circuit blocks <1>-<y>.
[0740] The “pn” circuit block <1> receives 0°, by, a,, Bo
and f1 . " _,,a®  a® " b0 and b?1, and provides
¢y as a”™ ) respectively.
[0741] The“pn” circuit block <2>receives by, b,,a,, foand
B,asa®, ., a"  a® b 150 and b1, and provides c, as
a®V | respectively.

[0742] The subsequent “pn” circuit blocks <3>-<y> have
the similar inputs/outputs to the “pn” circuit blocks <1> and
<2>.

[0743] The outputs from the “pn” circuit blocks <1>-<y>
are provided as cy-c,_,, that is, the output from the “p,,
1=k, p,+p,_,” circuit block.

[0744] Subsequently, a description is given to computing
circuits operative to derive f,, and p,,_, through iterative com-
putations from 0 to n.

[0745] FIG. 75 shows the computing circuit operative to
derive f,, and FIG. 76 shows the computing circuit operative
to derive p,,_;

[0746] The computing circuit operative to derive f,
includes 3 “h(y+1)” register units <1>- <3>, as shown in FIG.
75, in addition to the “f =k f +f  ,” circuit block. The
“h(y+1)” register units <1>-<3> include (y+1) pieces of h-bit
latches each. The “h(y+1)” register units <1>-<3> are given a
setting of ‘0’ if there is no corresponding input. The compu-
tation of f, is advanced at the “f =k f +f ,” circuit block
and 3 “h(y+l)” register units <1> <3>provided in the periph-
ery thereof, which circularly transfer data.

[0747] The computing circuit operative to derive p,,,
includes “hy” register units <1>-<3>, as shown in FIG. 76, in
addition to the “p,,, =k, p,+p,_,” circuit block. The “hy” reg-
ister units <1>-<3>includey pieces of h-bit latches each. The
“hy” register units <1>-<3> are given a setting of ‘0’ if there
is no corresponding input. The computation of p,,, is
advanced at the “p,,,,=k,p,,+p,._,” circuit block and 3 “hy”
register units <1>-<3> provided in the periphery thereof,
which circularly transfer data.

[0748] The computations of f, and p,_, advance at every
cycle of the clock cl and the number of cycles of the clock cl
counted from O corresponds to n of the Euclidean iteration.
Finally, the “h(y+1)” register unit <1> holds f, and the “hy”
register unit <1> holds p,,_;

Yy-12
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[0749] Inthefirstclockcycle cly, the “h(y+1)” register units
<1>-<3 > and the “hy” register units <1>-<3 > are given
settings of initial values as shown in FIGS. 75 and 76, respec-
tively.

[0750] In the computing circuit operative to derive f,, the
coefficient of f,=x" is set in the “h(y+1)” register unit <1>and
the coefficient of f,=W(x) in the “h(y+1)” register unit <3>. In
the computing circuit operative to derivep,,_,,p_;="0"is setin
the “hy” register unit <1>and p_,=‘1"in the “hy” register unit
<3 >. Thereafter, as the clock cycle advances, f, and p,,_, are
set in the corresponding register units at the start of the cl,
cycle.

[0751] The “h(y+1)” register unit <1>and the “hy” register
unit <1> are prevented from receiving the inputs by a signal
/ISTOP. Accordingly, data in the “h(y+1)” register unit <1>
and the “hy” register unit <1> can be determined at that
moment. The signal /ISTOP is a signal that is activated if the
later-described stop condition on the Euclidean iterative
method is satisfied.

[0752] Thus, the “h(y+1)” register unit <1> and the “hy”
register unit <1> can obtain the desired resultant coefficients
of the polynomials therein.

[0753] These coefficients can be fed to the first Hasse dif-
ferential polynomial generator unit 207 and the second Hasse
differential polynomial generator unit 208 to seek the root and
the multiplicity of the Hasse differential polynomial.

[0754] Forthe purpose of seeking the signal /ISTOP shown
in FIGS. 75 and 76, that is, the stop condition on the Euclidean
iterative method, it is required to determine the degree of the
computed polynomial. Therefore, the following description
is given to a circuit operative to represent the degree in binary
based on the obtained coeflicients, a, j=0-y), of f, orp,_,.
Hereinafter, this circuit is referred to as the “DEG” circuit
block.

[0755] FIG.77isadiagram showing a circuit symbol of the
“DEG” circuit block. FIG. 78 is a block diagram of the
“DEG?” circuit block.

[0756] The “DEG” circuit block receives a,-a,, and pro-
vides that is, a binary representation of the degree as shown in
FIG. 77.

[0757] The “DEG” circuit block includes “h bit reg” regis-
ters <1>-<y>, OR gates GO<1>-<y>, G1<1>-<y>, and an “A
to deg DEC.” circuit block as shown in FIG. 78.

[0758] The “h bit” registers each hold h-bit binary data
indicative of the coefficients, a, -a,, of the y-th degree poly-
nomial. The h-bit binary data indicative of the coefficients
al-ay are fed to the OR gates GO<1>-<y>.

[0759] The OR gate GO<n> (n=1-y) receives h-bit binary
data indicative of a,,. The OR gate G0<1> provides ‘0’ ifa,=0
and ‘1’ if a,=0. In a word, the OR gate G0<n> determines
whether a,, is equal to 0 or other than O.

[0760] The OR gate G1<m> (m=1 to y-1) receives the
outputs from the OR gates G0<m>-<y>. The outputs from the
OR gates G1<1>-<y-1> turn to A,-A,_,, respectively. In
addition, the output from the OR gate G0<y> directly turns to
A,.These A -A, are fed to the “A to deg DEC.” circuit block.
[0761] The “A to deg DEC.” circuit block is a decoder
circuit capable of realizing the associated relations between
A,-A, and binary representations of the degrees as shown
with T1 in FIG. 78. The total sum of ‘1’s in A, (j=1-y) corre-
sponds to a binary representation of the degree.

[0762] The “A to deg DEC.” circuit block derives by-b,,_;,
that is, the output from the “DEC” circuit block, from A -A,
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based on the association table shown with T1 in FIG. 78. The
degree v is equal to or lower than p and accordingly can be
represented by h bits.

[0763] Thefinal description is givento a circuit operative to
decide if the key condition on the Lee metric code is satisfied
to stop the iterations, and if the error correctable condition is
satisfied, based on fn and pn-1 obtained through the Euclid-
ean iterative method.

[0764] FIG. 79 is a block diagram of a circuit operative to
decide the stop condition on the Euclidean iterative method,
that is, to create the signal /ISTOP.

[0765] This circuit includes 2 “DEG” circuit blocks <1>,
<2>, 2 “h bit AD mod p” circuit blocks <1>, <2>, and a part
circuit U1 composed of plural logic gates.

[0766] The “DEG” circuit block <1> receives 1, as a, -a,,
and provides deg f , that is, a binary representation of f, as
bo-b,,_;- Thisdeg £, is fed to the “h bit AD mod p” circuit block
<2>.

[0767] The“DEG” circuit block <2>receives p,,_, as a, -a,,
and provides deg p,,_,, that is, a binary representation of p,,_,
as by-b,_,. Thisdegp,,_, is fed to the “h bit AD mod p” circuit
block <1> via the inverter IV1.

[0768] The “h bit AD mod p” circuit block <1> derives the
complement of deg p,,_, from the input, deg p,,_,, fed via the
inverter IV1 and ‘1°. The complement of deg p,,_, is fed to the
“h bit AD mod p” circuit block <2>.

[0769] The stop condition on the Euclidean iterative
method is deg ,—deg p,,_,=S, (mod p). Therefore, the “h bit
AD mod p” circuit block <2> receives deg f,, and the comple-
ment of deg p,,_, to obtaindeg f, —deg p,,_, as anumeral in Zp.
This result is fed to the part circuit U1 for comparison with S
at every bit of the binary representation.

[0770] For the purpose of comparing deg f, —~deg p,,_, with
S, at every bit, the part circuit U1 seeks an exclusive logical
sum at every bit. If all bits (deg f,~deg p,,_,); (=0 to h-1)
match (S,),, the part circuit Ul provides ‘0’ as the signal
/ISTOP. Ina word, the signal /ISTOP is (deg f,~degp,,_,)o (+)
(So)od. .. O(deg £, ~degp,, 1), (+) (Sy),,[0...(deg f, —deg
Poe i1 (+) (Sg)s_;- Thus, the part circuit U1 can realize if
deg f, —deg p,,_, matches S, or not.

[0771] FIG. 80 is a block diagram of a circuit for deciding
the success condition on the Euclidean iterative method.
[0772] This circuit includes a NAND gate G1, a “h bit AD
mod p” circuit block, a “h bit y=" circuit block later-de-
scribed, and an NOR gate G2.

[0773] The NAND gate G1 is arranged to provide for the
case where the Euclidean iterative method fails to satisfy the
stop condition to stop. If the degree of f, is equal to 1, the
degree of f,,,; is equal to 0, and the signal /ISTOPn in reverse
logic of the signal /ISTOP is at 1, that is, under the condition
of (deg £,=1)(deg £, ,=0)0(/ISTOPn=1), the NAND gate
G1 provides ‘1’ as a signal Ifail.

[0774] It is determined based on deg f, +deg p,,_,<y if the
error is correctable when the FEuclidean iterative method
stops.

[0775] Therefore, the “h bit AD mod p” circuit block is

givendegf, anddegp,,_, to derive the sum thereof, deg f ,+deg
D,._:- This sum, deg f +degp,,_,, is fed to the “h bit y=" circuit
block.

[0776] The “h bit y=" circuit block is a circuit operative to
determine if the input is equal to or higher than y or not. The
“hbity="circuit block provides ‘1’ as a signal gty if the input,
deg f,+deg p,,_;, supplied from the “h bit AD mod p” circuit
block is equal to or higher than y.
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[0777] The details of the “h bit y=" circuit block are omit-
ted from the following description though they can be con-
figured similar to the PF0 generator unit U1 in the “h bit AD
mod p” circuit block shown in FIG. 40.

[0778] The OR gate G2 receives the output, [fail, from the
NAND gate G1 and the output, gty, from the “h bity="" circuit
block and, if Ifail[gty, it provides NG signal indicative of the
impossibility of error correction through the Euclidean itera-
tive method.

<Conclusion>

[0779] Thus, the second embodiment is described on the
p-adic NAND flash memory using the Fuclidean iterative
method in error correction with the specific configurations
exemplified.

[0780] The second embodiment makes it possible to ensure
the reliability of data by a strong error correcting ability even
if the level setting is insufficient in data write to p-adic cells
and data read from p-adic cells. It is possible to realize faster
error correction processing than the first embodiment.

[Others]

[0781] While certain embodiments have been described,
these embodiments have been presented by way of example
only, and are not intended to limit the scope of the inventions.
Indeed, the novel methods and systems described herein may
be embodied in a variety of other forms: furthermore, various
omissions, substitutions and changes in the form of the meth-
ods and systems described herein may be made without
departing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What is claimed is:

1. A memory system, comprising:

a cell array including word lines and plural memory cells
operative to store data in accordance with plural differ-
ent physical levels when selected by said word lines;

a register operative to hold first data input from external;
and

a data converter unit operative to convert the first data held
in said register into second data and overwrite the second
data in the area of said register for holding the first data,
and further operative to convert the second data held in
said register into third data to be recorded in said
memory cells and overwrite the third data in the area of
said register for holding the second data.

2. The memory system according to claim 1, further com-
prising a data write unit operative to supply said memory cells
with plural write voltages via said word lines for making
transitions to said plural physical levels correspondingly,

wherein said data write unit supplies said word lines with
all said write voltages continuously while making step-
wise changes from the lowest write voltage to the high-
est write voltage on writing data in plural memory cells
selected by said word lines.

3. The memory system according to claim 1, further com-
prising a data read unit operative to supply said memory cells
with plural read voltages via said word lines for detecting said
plural physical levels in said memory cells individually,

wherein said data read unit supplies said word lines with all
said read voltages continuously while making stepwise
changes from the lowest read voltage to the highest read
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voltage or from the highest read voltage to the lowest
read voltage on reading data from plural memory cells
selected by said word lines.

4. The memory system according to claim 1, wherein said
first data is binary data,

wherein said second data is p-adic data (p is a prime),

wherein said third data is a Lee metric code.

5. The memory system according to claim 1, further com-
prising an error correcting unit operative, for fourth data read
out of said memory cells, to correct an error contained in said
fourth data to restore said third data.

6. The memory system according to claim 5, wherein said
error correcting unit includes

a syndrome generator unit operative to generate a syn-
drome from said fourth data,

a solution searching polynomial generator unit operative to
generate a solution searching polynomial from said syn-
drome,

an error quantity computing unit operative to compute an
error quantity based on a root and a multiplicity, and

a code restorer unit operative to restore said third data from
said fourth data based on said error quantity.

7. The memory system according to claim 5, wherein said

error correcting unit includes

a syndrome generator unit operative to generate a syn-
drome from said fourth data,

a solution searching polynomial generator unit operative to
generate a solution searching polynomial from said syn-
drome,

a code restorer unit operative to compute an error quantity
from said solution searching polynomial based on a root
and a multiplicity through a Euclidean iterative method
and restore said third data from said fourth data based on
said error quantity.

8. A memory system, comprising:

a cell array including word lines and plural memory cells
operative to store data in accordance with plural differ-
ent physical levels when selected by said word lines;

a register operative to hold first data input from external;
and

a data converter unit operative to convert the first data held
in said register into second data and overwrite the second
data in the area of'said register for holding the first data,
and further operative to convert the second data held in
said register into third data to be recorded in said
memory cells and overwrite the third data in the area of
said register for holding the second data,

wherein said register holds said third data restored based on
fourth data read out of said memory cells,

wherein said data converter unit converts the third data held
in said register into said second data and overwrite the
second data in the area of said register for holding the
third data, and further operative to convert the second
data held in said register into said first data to be output
to external and overwrite the first data in the area of said
register for holding the second data.

9. The memory system according to claim 8, wherein said
first data is held in said register at every transfer unit com-
posed of certain bits,

wherein said data converter unit executes conversion pro-
cessing of said first through third data at every process-
ing unit composed of certain bits,

wherein a part of the certain transfer unit is subject to
conversion processing at a certain processing unit and
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another part of said certain transfer unit is subject to
conversion processing at another processing unit differ-
ent from said certain transfer unit.

10. The memory system according to claim 8, further com-
prising a data write unit operative to supply said memory cells
with plural write voltages via said word lines for making
transitions to said plural physical levels correspondingly,

wherein said data write unit supplies said word lines with
all said write voltages continuously while making step-
wise changes from the lowest write voltage to the high-
est write voltage on writing data in plural memory cells
selected by said word lines.

11. The memory system according to claim 8, further com-
prising a data read unit operative to supply said memory cells
with plural read voltages via said word lines for detecting said
plural physical levels in said memory cells individually,

wherein said data read unit supplies said word lines with all
said read voltages continuously while making stepwise
changes from the lowest read voltage to the highest read
voltage or from the highest read voltage to the lowest
read voltage on reading data from plural memory cells
selected by said word lines.

12. The memory system according to claim 8, wherein said
first data is binary data,

wherein said second data is p-adic data (p is a prime),

wherein said third data is a Lee metric code.

13. The memory system according to claim 8, further com-
prising an error correcting unit operative to correct an error
contained in said fourth data to restore said third data.

14. The memory system according to claim 13, wherein
said error correcting unit includes

a syndrome generator unit operative to generate a syn-
drome from said fourth data,

asolution searching polynomial generator unit operative to
generate a solution searching polynomial from said syn-
drome,

an error quantity computing unit operative to compute an
error quantity based on a root and a multiplicity, and

a code restorer unit operative to restore said third data from
said fourth data based on said error quantity.

15. The memory system according to claim 14, wherein

said error correcting unit includes

a syndrome generator unit operative to generate a syn-
drome from said fourth data,

asolution searching polynomial generator unit operative to
generate a solution searching polynomial from said syn-
drome,

a code restorer unit operative to compute an error quantity
from said solution searching polynomial based on a root
and a multiplicity through a Euclidean iterative method
and restore said third data from said fourth data based on
said error quantity.
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16. A memory system, comprising:

a cell array including word lines and plural memory cells
operative to store data in accordance with plural differ-
ent physical levels when selected by said word lines;

a register operative to hold first data input from external;
and

a data converter unit operative to convert the first data held
in said register into second data and overwrite the second
data in the area of'said register for holding the first data,
and further operative to convert the second data held in
said register into third data to be recorded in said
memory cells and overwrite the third data in the area of
said register for holding the second data,

wherein said first data is held in said register at every
transfer unit composed of certain bits,

wherein said data converter unit executes conversion pro-
cessing of said first through third data at every process-
ing unit composed of certain bits,

wherein a part of the certain transfer unit is subject to
conversion processing at a certain processing unit and
another part of said certain transfer unit is subject to
conversion processing at another processing unit differ-
ent from said certain transfer unit.

17. The memory system according to claim 16, further
comprising a data write unit operative to supply said memory
cells with plural write voltages via said word lines for making
transitions to said plural physical levels correspondingly,

wherein said data write unit supplies said word lines with
all said write voltages continuously while making step-
wise changes from the lowest write voltage to the high-
est write voltage on writing data in plural memory cells
selected by said word lines.

18. The memory system according to claim 16, further
comprising a data read unit operative to supply said memory
cells with plural read voltages via said word lines for detect-
ing said plural physical levels in said memory cells individu-
ally,

wherein said data read unit supplies said word lines with all
said read voltages continuously while making stepwise
changes from the lowest read voltage to the highest read
voltage or from the highest read voltage to the lowest
read voltage on reading data from plural memory cells
selected by said word lines.

19. The memory system according to claim 16, wherein

said first data is binary data,

wherein said second data is p-adic data (p is a prime),

wherein said third data is a Lee metric code.

20. The memory system according to claim 16, further
comprising an error correcting unit operative, for fourth data
read out of said memory cells, to correct an error contained in
said fourth data to restore said third data.
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