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ABSTRACT
Described herein is technology for, among other things, mining pair-based data on the web. The technology involves an online pair-based data mining system as well as an offline SVM training system. By subjecting a pair-based input data to the systems, one may grow a pool of pair-based data which share characteristics of the pair-based input data in more efficient manner.
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FIG. 3
Process a pair-based input data through a search engine.

Parse a search result to obtain a snippet set.

Generate one or more pair-based candidate data by filtering the snippet set.

Generate one or more pair-based output data by using the online SVM classifier.

Conduct a SVM training with manually labeled pair-based data to generate a SVM classifier model.

Load the SVM classifier model to an online SVM classifier.

FIG. 4
Process a first sentence of a Chinese couplet through a search engine.

Parse a search result to obtain a snippet set.

Generate one or more candidate sentences by filtering the snippet set.

Generate one or more new sentences by using the online SVM classifier.

Conduct a SVM training with manually labeled Chinese couplets to generate an SVM classifier model.

Load the SVM classifier model to an online SVM classifier.

FIG. 5
WEB CONTENT MINING OF PAIR-BASED DATA

RELATED APPLICATIONS

[0001] This application is a Continuation of, and claims priority from, U.S. patent application Ser. No. 11/941,968, filed Nov. 19, 2007, which is incorporated herein by reference in its entirety.

BACKGROUND

[0002] Web mining is the application of data mining techniques to discover patterns from the web. The web mining may be divided into a web usage mining, web content mining or web structure mining. The web content mining is a process to discover useful information from the content of a web page. The useful information may include text, image, audio or video data.

[0003] Text mining refers to the process of deriving high quality information from text. In general, a web search engine may be used for the text mining. The web search engine searches for information on the World Wide Web based on a search term. The search engine may return search results which may contain a part or all of the search terms. Additionally, a filter may be used to refine the search result.

[0004] However, the web search engine and/or filter may not be effective when a user is looking for data which has a particular pair-based relationship to the search term. For example, the user may be looking to obtain a lower part (e.g., a first sentence) of a Chinese coupel when he or she enters a search term containing an upper part (e.g., a second sentence) of the Chinese couplet which goes together with the lower part. In this case, the search results, which simply list any web text containing the upper part, may not be adequate. The search result may be too abundant and random, so the user may have to spend time to sort the search results to obtain some useful lower parts which can go with the upper part.

SUMMARY

[0005] This summary is provided to introduce a selection of concepts in a simplified form that are further described below in the detailed description. This summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter.

[0006] Described herein is technology for, among other things, mining pair-based data on the web. The associated online pair-based data mining system and offline SVM training system are also disclosed herein. The technology may be implemented via a web page.

[0007] The technology involves web-mining pair-based data based on a query by a user, where the query is pair-based data. Once the query is entered by the user, a search result produced by a search engine is parsed to generate a snippet set. The snippet set is then subjected to a filter to generate one or more pair-based candidate data. The pair-based candidate data are then subjected to a support vector machine classifier. The support vector machine classifier is trained offline with manually labeled pair-based data having features or characteristics unique to the pair-based data. Once the training is completed, the support vector machine classifier classifies the pair-based candidate data, thus generating one or more pair-based output data.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Thus, embodiments provide technology for extracting pair-based data on the web. The techniques and tools described herein provide for efficient data mining of the pair-based data. Such technology is ideal for a web application and/or a search application catered toward extracting pair-based data on the World Wide Web. Because of the efficiency of the technology described herein, it is possible for extracting a pool of pair-based data available on the web that are more precisely associated with a search term.

DETAILED DESCRIPTION

[0009] The accompanying drawings, which are incorporated in and form a part of this specification, illustrate embodiments and, together with the description, serve to explain their principles:

[0010] FIG. 1 is a block diagram of an exemplary computing system environment for implementing embodiments.

[0011] FIG. 2 is a block diagram of an exemplary online pair-based data mining system aided by an offline SVM training system for implementing embodiments.

[0012] FIG. 3 is a block diagram of an exemplary filter used for the online pair-based data mining system of FIG. 2, in accordance with an embodiment.

[0013] FIG. 4 is a flowchart of an exemplary process for generating pair-based output data, in accordance with an embodiment.

[0014] FIG. 5 illustrates is a flowchart of an exemplary process for generating sentences suitable for Chinese couplet, in accordance with an embodiment.

[0015] Reference will now be made in detail to the preferred embodiments of the claimed subject matter, examples of which are illustrated in the accompanying drawings. While the invention will be described in conjunction with the preferred embodiments, it will be understood that they are not intended to limit the claimed subject matter to these embodiments. On the contrary, the claimed subject matter is intended to cover alternatives, modifications and equivalents, which may be included within the spirit and scope of the claimed subject matter as defined by the claims. Furthermore, in the detailed description of the present invention, numerous specific details are set forth in order to provide a thorough understanding of the claimed subject matter. However, it will be obvious to one of ordinary skill in the art that the claimed subject matter may be practiced without these specific details. In other instances, well known methods, procedures, components, and circuits have not been described in detail as not to unnecessarily obscure aspects of the claimed subject matter.

[0016] Some portions of the detailed descriptions that follow are presented in terms of procedures, logic blocks, processing, and other symbolic representations of operations on data bits within a computer or digital system memory. These descriptions and representations are the means used by those skilled in the data processing arts to most effectively convey the substance of their work to others skilled in the art. A procedure, logic block, process, etc., is herein, and generally, conceived to be self-consistent sequence of steps or instructions leading to a desired result. The steps are those requiring physical manipulations of physical quantities. Usually, though not necessarily, these physical manipulations take the form of electrical or magnetic signals capable of being stored, transferred, combined, compared, and otherwise manipulated
in a computer system or similar electronic computing device. For reasons of convenience, and with reference to common usage, these signals are referred to as bits, values, elements, symbols, characters, terms, numbers, or the like with reference to the claimed subject matter.

[0017] It should be borne in mind, however, that all of these terms are to be interpreted as referencing physical manipulations and quantities and are merely convenient labels and are to be interpreted further in view of terms commonly used in the art. Unless specifically stated otherwise as apparent from the discussion herein, it is understood that throughout discussions of the present embodiment, discussions utilizing terms such as “determining” or “outputting” or “transmitting” or “recording” or “locating” or “storing” or “displaying” or “receiving” or “recognizing” or “utilizing” or “generating” or “providing” or “accessing” or “checking” or “notifying” or “delivering” or the like, refer to the action and processes of a computer system, or similar electronic computing device, that manipulates and transforms data. The data is represented as physical (electronic) quantities within the computer system’s registers and memories and is transformed into other data similarly represented as physical quantities within the computer system memories or registers or other such information storage, transmission, or display devices.

[0018] Described herein is technology for, among other things, web-mining pair-based data based on a pair-based data seed. The associated filtering and/or classification schemes are also disclosed herein. The technology may be implemented via a web page.

[0019] The technology involves the generation of pair-based output data based on a pair-based input data from a user. During the process, a pool of the pair-based output data is generated by subjecting the pair-based input data to a search engine, a parser, a filter, and a support vector machine.

[0020] FIG. 1 is a block diagram of an exemplary computing system environment for implementing embodiments. With reference to FIG. 1, an exemplary system for implementing embodiments includes a general-purpose computing system environment, such as computing system environment 100. Pair-based data include two parts: a first item and a second item. The two items may have an objective relationship (e.g., a semantic relationship found in a Chinese couplet and/or a translated term).

[0021] As illustrated in FIG. 1, a pair-based input data 102 (e.g., the first item or the second item) may be subject to a filtering stage 104 and a classification stage 110 to generate one or more pair-based output data 114. The filtering stage 104 includes a search module 106 and a filter 108. The search module 106 may produce a search result when the pair-based input data 102 is processed. The output of the search module 106 may be processed through the filter 108 to generate an input to the classification stage 110. The classification stage 110 includes a support vector machine (SVM) classifier 112. The SVM classifier 112 generates the pair-based output data 114.

[0022] FIG. 2 is a block diagram of an exemplary online pair-based data mining system 200 aided by an offline SVM training system 250 for implementing embodiments. As illustrated in FIG. 2, a pair-based input data 102 is prepared as a part of a pair-based data seed. For the pair-based data seed, there may be two items—the pair-based input data 102 and its counterpart. The pair-based input data 102 is processed as a query to a search engine 202 to generate a search result. The search engine may include a MSN Search Web®, Google®, Yahoo®, Baidu®, and any other search engine. Then, the search result is parsed (e.g., by using a parser 204) to extract a snippet set 206. The snippet set 206 may be one or more short excerpts of the text that match the query (e.g., the pair-based input data 102). Alternatively, the snippet set 206 may provide information associated with the query and/or ideas for terms to use in subsequent searches.

[0023] The snippet set 206 is then subject to the filter 108 to generate one or more pair-based candidate data. The filter 108 may be based on a number of criteria to generate the pair-based candidate data 208. In order to obtain high precision pair-based output data 210, the pair-based candidate data 208 are subject to a classification stage. The classification stage comprises an offline process as well as an online process. During the offline and online processes, the support vector machine (SVM) classifier 112 is used to classify the pair-based candidate data 208.

[0024] It is appreciated that the SVM classifier 112 is well-known to those skilled in the art of machine learning. The SVM classifier 112 may be a learning machine that attempts to maximize the margin between sets of data. The SVM classifier 112 may classify a given input of data without explicitly being told what features separate the classes of data. This may be necessary because humans are often unable to distinguish which features set two sets of data apart when there are hundreds or possibly thousands of different features that make up the data. The SVM classifier 112 may separate the pair-based candidate data 208 into positive candidate data and negative candidate data.

[0025] For the SVM classifier 112 to function properly, a training of the SVM classifier 112 may be necessary. The offline SVM training system 250 is used to generate a SVM classifier model 256 by conducting a training which subject manually labeled pair-based data 252. Positive examples of the manually labeled pair-based data 252 may share features unique to the pair-based input data 102. Then, the SVM classifier model 256 obtained by the SVM training 254 is loaded to the SVM classifier 112. Based on the SVM classifier model 256, the SVM classifier 112 classifies the pair-based candidate data 208, thus generating the pair-based output data 210 (e.g., by keeping the positive candidate data and dropping the negative candidate data).

[0026] One or more of the pair-based output data 210 may be subject to the online pair-based based data mining system 200 as the pair-based input data 102 to generate additional pair-based output data 210. Additionally, a counterpart of the pair-based input data 102 may be subjected to the online pair-based data mining system 200 and the offline SVM training system 250 to mine more pair-based output data 210. In one example embodiment, the pair-based input data may be a term in a first language, and the counterpart may be a foreign term which corresponds (e.g., semantically) to the term in the first language.

[0027] In one example embodiment, the online pair-based data mining system 200 and the offline SVM training system 250 may be used to generate one or more new sentences suitable for a Chinese couple by subjecting a seed of the Chinese couplet to the systems. The Chinese couplet includes two sentences written as calligraphy on vertical red banners, typically placed on either side of a door or in a large hall. Such couplets are often displayed during special occasions such as weddings or during the Chinese New Year. Other types of
couplets include birthday couplets, elegiac couplets, decoration couplets, professional or other human association couplets, and the like.

[0029] Chinese couplets use condensed language, but have deep and sometimes ambivalent or double meaning. The two sentences making up the Chinese couplet are called a “first sentence” and a “second sentence.” An example of the Chinese couplet is “浮生如梦似”，“天高任鸟飞.” where the first sentence is “浮生如梦似” and the second sentence is “天高任鸟飞.” The correspondence between individual words of the first and second sentences is shown as follows:

<table>
<thead>
<tr>
<th>Sky</th>
<th>Sea</th>
<th>High</th>
<th>Wide</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enables</td>
<td>Allows</td>
<td>Bird</td>
<td>Fish</td>
</tr>
<tr>
<td>Fly</td>
<td>Jump</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[0030] In general, the Chinese couplet conforms to the following rules or principles: First, The two sentences of the Chinese couplet have the same number of words and/or characters. Each Chinese character has one syllable when spoken. Each Chinese word can have one or more characters, and consequently, be pronounced with one or more syllables. Each word of the first sentence should have the same number of Chinese characters as the corresponding word of the second sentence.

[0031] Secondly, tones of the Chinese couplet are generally coinciding and harmonious. The traditional custom is that the character at the end of first sentence should be pronounced in a sharp downward tone. The character at the end of the second sentence should be pronounced with a level tone.

[0032] Third, the sequence of parts of speech in the second sentence should be identical to the sequence of parts of speech in the first sentence. For instance, the position of a noun in the first sentence should correspond to the same position as the noun in the second sentence.

[0033] Fourth, the content of the second sentence should be mutually inter-related with the first sentence but cannot be duplicated.

[0034] Fifth, the writing styles of the two sentences should be same. For instance, if there is repetition of words, or characters, or pronunciation in the first sentence, there should be a same sort of repetition in the second sentence. And if a character is composed of two other characters or more in the first sentence, there should be a character that is composed of the same number of characters in the second sentence.

[0035] The seed for the Chinese couplet may be the first sentence and/or the second sentence. When the first sentence is subject to the search engine 202, a search result may be obtained. The search result is then processed by using the parser 204 to generate the snippet set 206 associated with the first sentence of the Chinese couplet. The snippet set 206 is subject to the filter 108 which passes through a subset of the snippet set 206 conforming to the features of the Chinese couplet.

[0036] FIG. 3 is a block diagram of an exemplary filter used for the online pair-based data mining system 250 of FIG. 2, in accordance with an embodiment. As illustrated in FIG. 3, the filter 108 may include an identity filter 302, a neighbor filter 304, a length filter 306, and a frequency filter 308. The identity filter 302 is used to check to see if each of the snippet set contains at least the first sentence. That is to say, in each of the snippet set, there should at least one candidate pair with its first sentence matching the query (e.g., the first sentence of the pair-based data seed). If this turns out to be true in a snippet, the particular snippet is regarded as a good snippet for extracting pair candidates; otherwise the snippet is discarded.

[0037] For the good snippet, the text may be divided into sentences based on a punctuation mark and/or arranged in an orderly manner. Then, the sentences may be paired up to form sentence pairs. The neighbor filter 304 passes through only the neighboring sentences in pairs and/or discard the rest.

[0038] The length filter 306 is used to discard those neighboring sentences in pairs which do not have the same length for both the first sentence and the second sentence. For all the candidate pairs of neighboring sentences generated, those with its frequency less than a threshold k (e.g., k=2) in the snippet set are discarded (e.g., by using the frequency filter 308).

[0039] In the offline SVM training system 250, the SVM training 254 is conducted by subjecting the SVM classifier 112 to manually labeled Chinese couplets. Features unique to the Chinese couplet (e.g., a sentence length, a tone, a sequence, a content, and a writing style of the Chinese couplet) may be used in the SVM training 254. A SVM classifier model associated with the Chinese couplet may be generated based on the SVM training 254 and/or loaded to the SVM classifier 112. The SVM classifier 112 is then used to classify the candidate sentences into positive candidate sentences or negative candidate sentences. The positive candidate sentences are regarded as high-quality candidate sentences, and/or used as pair-based data seeds (e.g., or used in the SVM training 254).

[0040] A client may harvest a list of sentences suitable for a Chinese couplet by iterating the processes described in the online pair-based data mining system 250 and/or the offline SVM training system 250 (e.g., by using the second sentence of the Chinese couplet). The claimed subject matter is described in terms of these example environments. Description in these terms is provided for convenience only. It is not intended that the invention be limited to application in this example environment. In fact, after reading the following description, it will become apparent to a person skilled in the relevant art how to implement the claimed subject matter in alternative embodiments.

[0041] Table 1 illustrates the improvement in the accuracy of mining candidate sentences suitable for a Chinese couplet when the method and/or tool described by the online pair-based data mining system 200 and/or the offline SVM training system 250 is implemented.
As shown in Table 1, there was 53.5% improvement in top-10 precision (e.g., the first ten sentences generated which meet the criteria of being a suitable lower part of a Chinese couplet to the upper part being queried), 13.29% improvement in top 5 precision, and 10.83% improvement in top-1 precision when the method and/or system described in FIGS. 2 and 3 were used in place of the conventional mining technique.

<table>
<thead>
<tr>
<th></th>
<th>Top-1 Precision</th>
<th>Top-3 Precision</th>
<th>Top-5 Precision</th>
<th>Top-10 Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>conventional</td>
<td>6.22%</td>
<td>14.07%</td>
<td>19.35%</td>
<td>35.00%</td>
</tr>
<tr>
<td>mining technique</td>
<td>17.05%</td>
<td>37.32%</td>
<td>32.64%</td>
<td>88.5%</td>
</tr>
<tr>
<td>with the system(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>difference</td>
<td>+10.83%</td>
<td>+23.25%</td>
<td>+13.29%</td>
<td>+53.50%</td>
</tr>
</tbody>
</table>

At step 540, one or more new sentences suitable for the Chinese couplet are generated by using the online SVM classifier.

Thus, embodiments provide technology for performing web-mining pair-based data. The techniques, methods and/or tools described herein provide for filtering and classifying candidate data to generate more precise pair-data meeting the criteria set by the user. Such technology is ideal to generate pair-based data available on the web. Because of the efficiency of the technology described herein, it is possible for an algorithm implemented based on the technology to mine pair-based data which meets criteria set by the user within a threshold.

The previous description of the disclosed embodiments is provided to enable any person skilled in the art to make or use the present invention. Various modifications to these embodiments will be readily apparent to those skilled in the art, and the generic principles defined herein may be applied to other embodiments without departing from the spirit or scope of the invention. Thus, the present invention is not intended to be limited to the embodiments shown herein but is to be accorded the widest scope consistent with the principles and novel features disclosed herein.

What is claimed is:

1. A system comprising:
   a computer;
   a parser implemented at least in part by the computer, configured for receiving results of a search based on a seed term, and further configured for generating a snippet set comprising at least one term from the received results that is associated with the seed term based on rules that include the seed term and the at least one term sharing a common number of characters, words, or syllables, being harmonious, having matching parts of speech, and sharing a common writing style; and
   a filter implemented at least in part by the computer and configured for generating at least one couplet comprising the seed term and a second term from the snippet set that complies with the rules.

2. The system of claim 1 wherein the filter comprises a support vector machine classifier configured for generating, at least in part, the at least one couplet.

3. The system of claim 2 wherein the generating comprises keeping positive candidate data and dropping negative candidate data as determined by the support vector machine classifier.

4. The system of claim 1 wherein the search is performed via a search engine.

5. The system of claim 1 wherein the seed term is in a first language and the at least one term is in a second language.

6. The system of claim 1 wherein the filter comprises:
   an identity filter configured for discarding the snippet set in response to the snippet set not including at least the seed term, or
   a neighbor filter configured for generating term pairs based on the at least one term of the snippet set, or
   a length filter configured for discarding one of the term pairs that do not have a same length, or
   a frequency filter configured for discarding one of the term pairs having a frequency that is less than a threshold.

7. The system of claim 1 wherein the at least one couplet is a Chinese couplet.
8. A method comprising:
generating, by a computer, a snippet set comprising at least
one term from results of a search based on a seed term,
the at least one term associated with the seed term based
on rules that include the seed term and the at least one
term sharing a common number of characters, words, or
syllables, being harmonious, having matching parts of
speech, and sharing a common writing style; and
generating at least one couplet comprising the seed term
and a second term from the snippet set that complies
with the rules.
9. The method of claim 8 wherein the generating the at least
one couplet is performed by a support vector machine classi-

ifier.
10. The method of claim 9 wherein the generating the at
least one couplet comprises keeping positive candidate data
and dropping negative candidate data as determined by the
support vector machine classifier.
11. The method of claim 8 wherein the search is performed
via a search engine.
12. The method of claim 8 wherein the seed term is in a first
language and the at least one term is in a second language.
13. The method of claim 8 wherein the generating the at
least one couplet comprises:
discarding the snippet set in response to the snippet set not
including at least the seed term, or
generating term pairs based on the at least one term of the
snippet set, or
discarding ones of the term pairs that do not have a same
length, or
discarding ones of the term pairs having a frequency that is
less than a threshold.
14. The method of claim 8 wherein the at least one couplet
is a Chinese couplet.
15. At least one computer readable medium storing com-
puter-executable instructions that, when executed by a com-
puter, cause the computer to perform method comprising:
generating a snippet set comprising at least one term from
results of a search based on a seed term, the at least one
term associated with the seed term based on rules that
include the seed term and the at least one term sharing a
common number of characters, words, or syllables, being
harmonious, having matching parts of speech, and
sharing a common writing style; and
generating at least one couplet comprising the seed term
and a second term from the snippet set that complies
with the rules.
16. The at least one computer readable medium of claim 15
wherein the generating the at least one couplet is performed
by a support vector machine classifier.
17. The at least one computer readable medium of claim 16
wherein the generating the at least one couplet comprises
keeping positive candidate data and dropping negative can-
didate data as determined by the support vector machine
classifier.
18. The at least one computer readable medium of claim 15
wherein the search is performed via a search engine.
19. The at least one computer readable medium of claim 15
wherein the seed term is in a first language and the at least one
term is in a second language.
20. The at least one computer readable medium of claim 15
wherein the generating the at least one couplet comprises:
discarding the snippet set in response to the snippet set not
including at least the seed term, or
generating term pairs based on the at least one term of the
snippet set, or
discarding ones of the term pairs that do not have a same
length, or
discarding ones of the term pairs having a frequency that is
less than a threshold.

* * * * *