wo 2016/092408 A1 I} 1] A1) 000 0 0O A

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)
(19) World Intellectual Property

Organization é 0 00 0O

International Bureau ) L.
_").//)/ (10) International Publication Number

WO 2016/092408 A1

\

(43) International Publication Date
16 June 2016 (16.06.2016) WIPOIPCT

(51) International Patent Classification: AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
GO6T 7/00 (2006.01) BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
. L DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(21) International Application Number: HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
PCT/IB2015/059193 KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG,
(22) International Filing Date: MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM,
30 November 2015 (30.11.2015) PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA, SC,
SD, SE, 8@, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,

(25) Filing Language: English TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
(26) Publication Language: English (84) Designated States (uniess otherwise indicated, for every
(30) Priority Data: kind of regional protection available): ARIPO (BW, GH,
62/089,436 9 December 2014 (09.12.2014) Us GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,
TZ, UG, ZM, ZW), Burasian (AM, AZ, BY, KG, KZ, RU,
(71) Applicant: KONINKLIJKE PHILIPS N.V. [NL/NL]; TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
High Tech Campus 5, 5656 AE Eindhoven (NL). DK, EE, ES, FL FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,

LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SF, SI, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ,
GW, KM, ML, MR, NE, SN, TD, TG).

(72) Inventors: KRUECKER, Jochen; c¢/o High Tech Campus,
Building 5, 5656 AE Eindhoven (NL). TAHMASEBI
MARAGHOOSH, Amir Mohammad; c/o High Tech

Campus, Building 5, 5656 AE Findhoven (NL). Declarations under Rule 4.17:
(74) Agent: VERWELJ, Petronella Danielle; High Tech Cam- —  as fo applicant’s entitlement to apply for and be granted a
pus Building 5, 5656 AE Eindhoven (NL). patent (Rule 4.17(ii))

(81) Designated States (unless otherwise indicated, for every Published:

kind of national protection available). AE, AG, AL, AM, __ |0 somnational search report (Art. 21(3))

(54) Title: FEEDBACK FOR MULTI-MODALITY AUTO-REGISTRATION

(57) Abstract: A system for registration feedback includes a segmentation

2 module (148) configured to segment a relevant three-dimensional structure
Workstation in a first image to be registered and to segment a same relevant structure in a
14 116 second image to be registered to provide three- dimensional segmentations
Lo Prossssor Merory 145 of the first and second images. A registration module(152) is configured to
. 145, mage processing 152 134 register the three-(pmen.smnal segmente.mons of the first and secqnd images
S by applying a registration transformation to one of the three-dimensional
e Segrentaton || Regisiaton masel) segmentations to map one three-dimensional segmentation onto the coordin-
Disolay ~136 ate space of the other. A display (118) is configured to jointly display the
(146 three-dimensional segmentations of the first and second images, each of the
120 Image Rendeting three-dimensional segmentations having a different visual characteristic to
Intertace rodue permit identification of each of the three-dimensional segmentations in a
joint display image such that registration between the three-dimensional
segmentations in the joint display image provides an immediate indication
12 of registration quality to a user.
Hicrophone
100
122~ ]‘ 126
Sensors Sengors
142
|eted Imaging system o3t
Volume 132

s Imaging system

FIG. 1



10

15

20

25

WO 2016/092408 PCT/IB2015/059193

FEEDBACK FOR MULTI-MODALITY AUTO-REGISTRATION

BACKGROUND:

Technical Field

This disclosure relates to image registration and more particularly to a system and
method for registering images that enable an instant evaluation of registration quality and

accuracy.

Description of the Related Art

Automatic registration and fusion of multiple imaging modalities is beneficial for
various diagnostic and interventional procedures. Specifically, the registration of low-cost,
real-time imaging such as ultrasound (US) with prior 3D imaging such as computed
tomography (CT) or magnetic resonance imaging (MRI) is desirable. Spatial tracking (e.g.,
using electromagnetic (EM) tracking) of ultrasound probes has been introduced to facilitate
e.g., US-CT registration. However, the remaining task of registering the prior CT image with
the EM tracking coordinate system requires either obtaining a new CT scan with EM trackers
or fiducial markers on the patient or a time-consuming manual registration procedure in which
the user identifies common points, landmarks, or image plane in real-time tracked US and
prior CT.

Current approaches for displaying a resulting registration transformation include
mapping static images used for registration onto one another using a registration
transformation (e.g., mapping an US image onto a CT image), and displaying the mapped
images either side-by-side, or in a single “fused” image. Another method includes letting the

operator apply the registration transformation during live ultrasound scanning, and displaying
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the corresponding cross section of the other image (e.g., CT) simultaneously on the screen.
These approaches have drawbacks and are not efficient. Specifically, the operator is not used
to or trained in reading “fused” images and may not be able to tell if the fused images show an
“acceptable” registration. The fused or side-by-side display typically only shows a single 2D
slice or 2 or 3 orthogonal slices from the US and CT images. These slices may not contain the
image information or landmarks that would allow the operator to assess the registration
quality. If the operator wanted to see additional slices, the operator would need to manually
select different slices for display. This takes additional time.

3D volume rendering of the entire images (fused or side-by-side typically only renders
the “outside” areas of the image volumes. In addition, the rendering process would be
difficult to adjust manually, and many relevant landmarks may be obscured by other, irrelevant
image information. This also takes additional time, and the operator would need to find
relevant landmarks during live scanning that would permit the operator to assess the
registration. Also, respiratory motion of the patient may change the registration quality during
the scanning, potentially causing additional confusion.

Automatic registration of 3D ultrasound with CT results may be provided using a
transformation T for transforming points from a coordinate system of one of the images onto
a coordinate system of the other image. This enables the mapping of the images onto one
another (or “fusing” the images). The output of the automatic registration depends on the
inputs, which include the two images (e.g. CT and ultrasound), and possibly additional
information provided by the operator (e.g., an initial estimate of the transformation). Because
the image contents of the inputs and the quality of the operator input are highly variable, the
quality of the output is also difficult to predict, thus requiring the operator to review the result

and either “accept” it or “reject” it and start the registration process anew.
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SUMMARY

In accordance with the present principles, a system for registration feedback includes a
segmentation module configured to segment a relevant three-dimensional structure in a first
image to be registered and to segment a same relevant structure in a second image to be
registered to provide three-dimensional segmentations of the first and second images. A
registration module is configured to register the three-dimensional segmentations of the first
and second images by applying a registration transformation to one of the three-dimensional
segmentations to map one three-dimensional segmentation onto coordinate space of the other.

A display is configured to jointly display the three-dimensional segmentations of the first and
second images, each of the three-dimensional segmentations having a different visual
characteristic to permit identification of each of the three-dimensional segmentations in a joint
display image such that registration between the three-dimensional segmentations in the joint
display image provides an immediate indication of registration quality to a user.

Another system for registration feedback includes a processor and memory coupled to
the processor. The memory includes a segmentation module configured to segment a relevant
three-dimensional structure in a first image to be registered and to segment a same relevant
structure in a second image to be registered to provide three-dimensional segmentations of the
first and second images, and a registration module configured to register the three-dimensional
segmentations of the first and second images by applying a registration transformation to one
of the three-dimensional segmentations to map one three-dimensional segmentation onto
coordinate space of the other. A display is configured to jointly display the three-dimensional
segmentations of the first and second images, each of the three-dimensional segmentations
having a different visual characteristic to permit identification of each of the three-dimensional
segmentations in a joint display image such that registration between the three-dimensional

segmentations in the joint display image provides an immediate indication of registration
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quality to a user. A user interface is configured to permit the user to select different views of
the joint display image to allow exploration of relative alignment in different perspectives.

A method for registration feedback includes segmenting a relevant three-dimensional
structure in a first image to be registered and a same relevant structure in a second image to
be registered to provide three-dimensional segmentations of the first and second images;
registering the three-dimensional segmentations of the first and second images by applying a
registration transformation to one of the three-dimensional segmentations to map one three-
dimensional segmentation onto coordinate space of the other; and jointly displaying the three-
dimensional segmentations of the first and second images, each of the three-dimensional
segmentations having a different visual characteristic to permit identification of each of the
three-dimensional segmentations in a joint display image such that registration between the
three-dimensional segmentations in the joint display image provides an immediate indication of
registration quality to a user.

These and other objects, features and advantages of the present disclosure will become
apparent from the following detailed description of illustrative embodiments thereof, which is

to be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF DRAWINGS

This disclosure will present in detail the following description of preferred
embodiments with reference to the following figures wherein:

FIG. 1 is a block/flow diagram showing a system for visually determining image
registration quality in accordance with one embodiment;

FIG. 2 is a rendering showing blood vessel segmentations extracted from a CT image
and from an ultrasound image of a same patient and registered onto the CT scan to show

alignment in accordance with one embodiment;
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FIG. 3 is a rendering showing surface segmentation for computing registration
between a complete organ surface segmentation extracted from CT, and a partial organ
surface segmentation extracted from ultrasound, registered onto CT in accordance with
another embodiment;

FIG. 4 is a rendering showing skin and a liver of a patient, based on segmentations
extracted from CT and a model of a tracked ultrasound probe during acquisition of an
ultrasound image in accordance with another embodiment;

FIG. 5 is a rendering showing an outline segmentation from one image on top of
another image in accordance with another embodiment; and

FIG. 6 is a block/flow diagram showing a method for visually determining image

registration quality in accordance with illustrative embodiments.

DETAILED DESCRIPTION OF EMBODIMENTS

In accordance with the present principles, system and methods for displaying and
visualizing registration results are provided. In accordance with particularly useful
embodiments, an operator can decide quickly, correctly and with confidence whether the
registration is acceptable. To overcome the drawbacks of the prior art, the present principles
provide a display of 3D segmented information that shows the operator all of the relevant
information in a single view.

Several approaches can be realized in a user interface for an auto-registration
application in accordance with the present principles. One approach includes segmentation of
vessel structures in an ultrasound (US) image and a computed tomography (CT) image during
the registration, and visualizing both vessel trees (or other structures) in different colors in a
3D rendering. Another approach includes surface segmentation of organs in a region of

interest in the US and CT images, and again visualizing both segmentations in different colors
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in a 3D rendering. In both cases, the distances and alignment of all the segmented structures
can be appreciated by the operator in a single image, and can serve to assess registration
quality. Another approach includes a 3D rendering of the position of the ultrasound probe
used for acquiring the 3D US image relative to a rendering of the patient’s skin surface based
on the CT scan. A quick look at this single rendering will tell the operator if the overall
rotation and translation of the registration is correct.

It should be understood that the present invention will be described in terms of medical
images; however, the teachings of the present invention are much broader and are applicable
to any images. In some embodiments, the present principles are employed in tracking or
analyzing complex biological or mechanical systems. In particular, the present principles are
applicable to internal tracking procedures of biological systems, procedures in all areas of the
body such as the lungs, gastro-intestinal tract, excretory organs, blood vessels, etc. The
elements depicted in the FIGS. may be implemented in various combinations of hardware and
software and provide functions which may be combined in a single element or multiple
elements.

The functions of the various elements shown in the FIGS. can be provided through the
use of dedicated hardware as well as hardware capable of executing software in association
with appropriate software. When provided by a processor, the functions can be provided by a
single dedicated processor, by a single shared processor, or by a plurality of individual
processors, some of which can be shared. Moreover, explicit use of the term “processor” or
“controller” should not be construed to refer exclusively to hardware capable of executing
software, and can implicitly include, without limitation, digital signal processor (“DSP”)
hardware, read-only memory (“ROM”) for storing software, random access memory
(“RAM”), non-volatile storage, etc.

Moreover, all statements herein reciting principles, aspects, and embodiments of the
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invention, as well as specific examples thereof, are intended to encompass both structural and
functional equivalents thereof. Additionally, it is intended that such equivalents include both
currently known equivalents as well as equivalents developed in the future (i.e., any elements
developed that perform the same function, regardless of structure). Thus, for example, it will
be appreciated by those skilled in the art that the block diagrams presented herein represent
conceptual views of illustrative system components and/or circuitry embodying the principles
of the invention. Similarly, it will be appreciated that any flow charts, flow diagrams and the
like represent various processes which may be substantially represented in computer readable
storage media and so executed by a computer or processor, whether or not such computer or
processor is explicitly shown.

Furthermore, embodiments of the present invention can take the form of a computer
program product accessible from a computer-usable or computer-readable storage medium
providing program code for use by or in connection with a computer or any instruction
execution system. For the purposes of this description, a computer-usable or computer
readable storage medium can be any apparatus that may include, store, communicate,
propagate, or transport the program for use by or in connection with the instruction execution
system, apparatus, or device. The medium can be an electronic, magnetic, optical,
electromagnetic, infrared, or semiconductor system (or apparatus or device) or a propagation
medium. Examples of a computer-readable medium include a semiconductor or solid state
memory, magnetic tape, a removable computer diskette, a random access memory (RAM), a
read-only memory (ROM), a rigid magnetic disk and an optical disk. Current examples of
optical disks include compact disk — read only memory (CD-ROM), compact disk —

read/write (CD-R/W), Blu-Ray™ and DVD.

Referring now to the drawings in which like numerals represent the same or similar
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elements and initially to FIG. 1, a system 100 for visually determining image registration
quality is illustratively shown in accordance with one embodiment. System 100 may include a
workstation or console 112 from which a procedure is supervised and/or managed.
Workstation 112 preferably includes one or more processors 114 and memory 116 for storing
programs and applications.

In one embodiment, memory 116 may store an image processing module 145
configured to receive images from different imaging modalities 142, 144 imaging a same or
partially the same volume 131 (although other scenarios are contemplated). The imaging
modalities may include any combination of two or more imaging modalities, such as US, CT,
magnetic resonance imaging (MRI), fluoroscopy, etc. Images 134, 136 of volume 131 are
stored in the memory 116. Volume 131 includes points or interest, relevant structures, organs
132, partial organs, etc. It should be noted that while imaging modalities 142 and 144 are
depicted in FIG. 1, no imaging modalities, additional imaging modalities or only one imaging
modality may be present as the system 100 may operate on stored images from whatever
source.

An image segmentation module 148 provides segmentation of organs in the images
134, 136. The image segmentation preferably includes 3D segmentation of relevant structures
involved in a registration process (e.g., vessels, or organ surfaces), i.e. creating segmentations
based on images 134, 136. The segmented organs or points of interest in images 134, 136 are
registered to one another using a registration module 152. The registration module 152
includes one or more registration programs capable of determining a transformation between
the images 134, 136 and aligning the points or interest or organs in the images. By applying a
registration transformation T to the segmentation(s) of one of the images (e.g., image 136),
the image (136) is mapped onto the coordinate space of the other image (134).

An image rendering module 146 renders the registered images on top of each other in
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three dimensions for display on a display device 118. Workstation 112 includes the display
118 for viewing the images 134, 136 of a subject (patient) or volume 131 and may include the
images 134, 136 as different colors or textures to differentiate between the imaging
modalities. Display 118 may also permit a user to interact with the workstation 112 and its
components and functions, or any other element within the system 100. This is further
facilitated by an interface 120 which may include a keyboard, mouse, a joystick, a haptic
device, or any other peripheral or control to permit user feedback from and interaction with
the workstation 112. Other options for interface 120 may include touch screen or touch-free
sensors (such as the Kinect™ by Microsoft™) to modify a view perspective. Touch free
sensors 122 may be employed to detect and interpret operator gestures in free space. Other
input options may include a microphone 124 to receive verbal/acoustic input from the
operator, or using accelerometer or other sensors 126 that may be attached to the operator
(e.g., a wrist band, etc.) for gesture detection.

The display 118 provides a joint visualization of 3D segmentations obtained from both
images 134, 136 involved in an auto-registration (e.g. 3D US and CT), to facilitate quick and
reliable assessment of the registration quality by an operator. In particular, sparsity of the
displayed information (segmentations only, as opposed to the whole images), permits the
operator to see all the relevant information (full 3D view), which is not the case when
displaying renderings of the underlying images. The image rendering module 146 renders
different views and permits the operator to choose from the different views using the display
118 and/or the interface 120. The operator can, e.g., modify view direction, translation and
zoom of the segmentations to allow full exploration of the relative alignment of the segmented
and registered structures.

In one embodiment, the feedback provided to the operator may also be quantitative or

numeric, e.g., the mean, median, or maximum distance between segmented structures, and a
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number, length, surface or volume of the segmented structures. The rendering can be
animated, showing different view perspectives over time (e.g., the virtual “camera” creating
the rendering rotating around the segmented structures). In this way, the operator does not
have to provide any input to change the view perspective.

In accordance with the present principles, 3D segmentation of relevant structures
involved in the registration process (e.g., vessels, or organ surfaces) creates segmentations Sa
and Sg, based on images A and B (images 134 and 136), respectively. The registration
transformation T is applied to the segmentation(s) from one of the images (A) to map it onto
the coordinate space of the other image (B) (or vice versa), e.g., creating Sa in g = T X Sa.
The 3D segmentations Sa in g and Sg are jointly displayed in a 3D rendering, with different
colors or textures for the S iy 5 and Sg.

The segmentation module 148 segments relevant structures from the two images 134,
136 to be registered. The segmentations may be obtained before or during the registration
process using the registration module 152 and may be employed by the registration algorithm
or method to determine an optimal registration between the two images 134, 136. Any
method known in the art for creating the segmentations can be employed. The segmented
structures can be, e.g., surfaces or partial surfaces of organs and body structures; blood
vessels; bifurcation points of blood vessels or airways; other common landmarks that can be
represented as 1-dimensional (1D), 2D or 3D objects, such as, e.g., implanted surgical clips
(1D points) visible in all imaging modalities, implanted catheters (2D line), etc.

One method for segmenting organ surfaces includes, e.g., thresholding of the image or
providing an image intensity gradient. This includes retaining only points that show image
intensities or intensity gradients above or below a certain threshold. Other segmentation
techniques may also be employed.

The segmented structures in images 134, and 136 are then represented as sparse



10

15

20

25

WO 2016/092408 PCT/IB2015/059193
11

binary volumes (e.g., volumes having “1” values for voxels that are part of the segmentation,
and “0” voxels for all other areas, not part of the segmentation); as point clouds (e.g., sets of
3D point coordinates corresponding to the points that are part of the segmentation); or as
surface meshes (e.g., point clouds with additional information about which points are
connected by edges to form surface patches - the entire mesh thus representing the surface
area of a segmentation). The segmented structures are then rendered by the image rendering
module 144 using 3D surface rendering methods, which may include techniques known in the
art. In this way, the operator is provided with images that permit an immediate appreciation
for the quality of alignment between the segmentations from the images 134, 136.

Referring to FIG. 2, a rendering of blood vessels 202 extracted from a CT image, and
blood vessels 204 extracted from an ultrasound image of a same patient are illustratively
registered onto a CT scan rendering 206. An operator can see the entire 3D segmentation
structure, and can appreciate quickly that the ultrasound vessels are well aligned with their CT
counterparts. The CT scan rendering 206 is generated for a registration method that employs
vessel segmentations to compute the registration. In one embodiment, the operator can “click
and drag” the rendering 206 to rotate or otherwise change the view perspective. In this way,
those vessel elements that are currently obscured by other vessels in front of them can be more
easily viewed in a current view perspective.

Referring to FIG. 3, a result rendering 300 generated for an algorithm employing
surface segmentation for computing the registration is shown. The rendering shows a
complete organ surface segmentation extracted from CT (lighter regions 302), and a partial
organ surface segmentation from ultrasound (darker regions 304), registered onto CT. The fit
of the entire darker surfaces 304 onto the lighter surfaces 302 can be quickly appreciated by
the operator.

Referring to FIG. 4, a rendering 400 shows skin 402 and a liver 404 of a patient
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registered based on segmentations extracted from CT. In addition, a model 406 of a tracked
ultrasound probe during acquisition of a 3D ultrasound image is rendered, in a position given
by a computed US-CT registration transformation (T). This rendering also indicates
additional locations 408, 410 of the tracked ultrasound probe model 406 (as captured during
other steps in the registration process). The gross location of the ultrasound probe(s) relative
to the patient surface rendering (skin 402) lets the operator quickly assess whether the
registration result is reasonable.

Note that the rendering of the position of probes used during imaging is not part of the
images themselves. Instead the position information for the probes includes additional
information obtained, e.g., using EM tracking or other tracking of the probes.

Referring to FIG. 5, another embodiment employs a segmentation 502 from one image
(e.g., CT organ segmented surface) rendered on top of another image 504 (e.g., an ultrasound
image). The rendering of FIG. 5 is in a coordinate system of the CT image (502) but could
alternatively be provided in the ultrasound coordinate system. Several such renderings, for
different cross-sections through the image volumes, could be provided concurrently.

The present principles provide specific visual feedback to the user, e.g., segmented
structures from two or more images, displayed with differentiated characteristics, such as,
different colors or textures. The present principles can be applied in all scenarios where
automatic image registration is employed. Specifically, the present embodiments find
application, e.g., in a feature on ultrasound systems (for CT-US registration), but can also be
used on other systems involving multi-modality registration (e.g., prostate procedures or the
like).

Referring to FIG. 6, a method for registration feedback is shown in accordance with
illustrative embodiments. In block 602, a relevant three-dimensional structure is segmented in

a first image to be registered, and a same relevant structure is segmented in a second image to
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be registered to provide three-dimensional segmentations of the first and second images.
Segmentation may be performed using intensity or gradient thresholding although any number
of segmentation techniques may be employed. The first and second images may be acquired
with the same or different modalities. Segmentation extracts the surface points, bifurcation
points, or other relevant 1D, 2D or 3D landmarks from images.

The images may include 3D representations of an organ(s)/subject being imaged,
images of the same organ (or part of an organ) of a same patient in different imaging
modalities, images of the same organ (or part of an organ) of two different patients, images of
an organ and a surface of the organ of a same patient in different imaging modalities, an
outline of an image of an organ against a volume image in different imaging modalities, a
three-dimensional rendering of a position of a probe used for acquiring the image relative to a
rendering of a patient’s skin surface based on a scan rendering the other image, etc.

In block 604, the three-dimensional segmentations of the first and second images are
registered by applying a registration transformation to one of the three-dimensional
segmentations to map one three-dimensional segmentation onto coordinate space of the other.
The registration or coordinate transformation may be computed in a number of ways, e.g., by
comparing the images during segmentation or by comparing comparable images in a series of
images, etc.

In block 606, the three-dimensional segmentations of the first and second images are
jointly displayed. Each of the three-dimensional segmentations includes a different visual
characteristic to permit identification of each of the three-dimensional segmentations in a joint
display image such that registration between the three-dimensional segmentations in the joint
display image provides an immediate indication of registration quality to a user. The visual
characteristic may include colors, textures or any other visually distinguishing features that

permit identification of voxels or pixels or each individual image. The display may include or
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provide the rendering of a position of a probe used for acquiring the image relative to a
rendering of a patient’s skin or other surface. In this way, an image, an image-derived
segmentation or other procedure-specific information such as the probe positions/renderings,
etc. may be employed to evaluate the registration.

In block 608, different views of the joint display image may be selected to permit
exploration of relative alignment in different perspectives. The joint image may be translated
rotated, zoomed, etc. to analyze different view angles to determine the quality of the
registration, taking advantage of the three-dimensional aspect to determine overlap and
distances between the segmented images. In block 610, in one embodiment, the joint display
image may be automatically changed to different perspectives over time. This provides a
hands free approach that includes different perspectives for the same registration.

In interpreting the appended claims, it should be understood that:
a) the word "comprising" does not exclude the presence of other elements or
acts than those listed in a given claim;
b) the word "a" or "an" preceding an element does not exclude the presence of
a plurality of such elements;
¢) any reference signs in the claims do not limit their scope;
d) several "means" may be represented by the same item or hardware or
software implemented structure or function; and
e) no specific sequence of acts is intended to be required unless specifically
indicated.
Having described preferred embodiments for feedback for multi-modality auto-
registration (which are intended to be illustrative and not limiting), it is noted that
modifications and variations can be made by persons skilled in the art in light of the above

teachings. It is therefore to be understood that changes may be made in the particular
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embodiments of the disclosure disclosed which are within the scope of the embodiments
disclosed herein as outlined by the appended claims. Having thus described the details and
particularity required by the patent laws, what is claimed and desired protected by Letters

Patent is set forth in the appended claims.
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CLAIMS:

1. A system for registration feedback, comprising;

a segmentation module (148) configured to segment a relevant three-dimensional
structure in a first image to be registered and to segment a same relevant structure in a second
image to be registered to provide three-dimensional segmentations of the first and second
images;

a registration module (152) configured to register the three-dimensional segmentations
of the first and second images by applying a registration transformation to one of the three-
dimensional segmentations to map one three-dimensional segmentation onto coordinate space
of the other; and

a display (118) configured to jointly display the three-dimensional segmentations of the
first and second images, each of the three-dimensional segmentations having a different visual
characteristic to permit identification of each of the three-dimensional segmentations in a joint
display image such that registration between the three-dimensional segmentations in the joint

display image provides an immediate indication of registration quality to a user.

2. The system as recited in claim 1, wherein the segmentation module (148) is

configured to segment an organ or part of an organ in the first and second images.

3. The system as recited in claim 1, wherein the first and second images (134,

136) include images from different imaging modalities.

4. The system as recited in claim 1, further comprising a user control (120)
configured to permit the user to select different views of the joint display image to allow

exploration of relative alignment in different perspectives.
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5. The system as recited in claim 4, wherein the user control includes sensors
(122, 126) to measure gestures of the user.
6. The system as recited in claim 4, wherein the user control includes one of

touch screen controls (118) or acoustic controls (124).

7. The system as recited in claim 1, wherein the visual characteristic includes

colors or textures.

8. The system as recited in claim 1, wherein additional information is employed
that includes a tracked position of a probe (406) used for acquiring an image relative to a

rendering of a patient’s skin or other surface.

0. The system as recited in claim 1, wherein the joint display image automatically

changes to different perspectives over time.

10. A system for registration feedback, comprising:
a processor (114);,
memory (116) coupled to the processor, the memory including:

a segmentation module (148) configured to segment a relevant three-
dimensional structure in a first image to be registered and to segment a same relevant
structure in a second image to be registered to provide three-dimensional segmentations of the
first and second images; and

a registration module (152) configured to register the three-dimensional
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segmentations of the first and second images by applying a registration transformation to one
of the three-dimensional segmentations to map one three-dimensional segmentation onto
coordinate space of the other;

a display (118) configured to jointly display the three-dimensional segmentations of the
first and second images, each of the three-dimensional segmentations having a different visual
characteristic to permit identification of each of the three-dimensional segmentations in a joint
display image such that registration between the three-dimensional segmentations in the joint
display image provides an immediate indication of registration quality to a user; and

a user interface (120) configured to permit the user to select different views of the

joint display image to allow exploration of relative alignment in different perspectives.

11.  The system as recited in claim 10, wherein the segmentation module (148) is

configured to segment an organ or part of an organ in the first and second images.

12.  The system as recited in claim 10, wherein the first and second images (134,

136) include images from different imaging modalities.

13. The system as recited in claim 10, wherein the user interface (120) includes one
or more of sensors (118, 122, 124, 126) to measure gestures of the user, touch screen

controls or acoustic controls.

14.  The system as recited in claim 10, wherein the visual characteristic includes

colors or textures.
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15. The system as recited in claim 10, wherein additional information is employed
that includes a tracked position of a probe (406) used for acquiring an image relative to a

rendering of a patient’s skin or other surface.

16. A method for registration feedback, comprising:

segmenting (602) a relevant three-dimensional structure in a first image to be
registered and a same relevant structure in a second image to be registered to provide three-
dimensional segmentations of the first and second images;

registering (604) the three-dimensional segmentations of the first and second images
by applying a registration transformation to one of the three-dimensional segmentations to
map one three-dimensional segmentation onto coordinate space of the other; and

jointly displaying (606) the three-dimensional segmentations of the first and second
images, each of the three-dimensional segmentations having a different visual characteristic to
permit identification of each of the three-dimensional segmentations in a joint display image
such that registration between the three-dimensional segmentations in the joint display image

provides an immediate indication of registration quality to a user.

17.  The method as recited in claim 16, further comprising selecting (608) different
views of the joint display image to permit exploration of relative alignment in different

perspectives.

18. The method as recited in claim 16, wherein the visual characteristic includes

colors or textures.
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19. The method as recited in claim 16, wherein additional information is employed
that includes a tracked position of a probe (406) used for acquiring an image relative to a

rendering of a patient’s skin or other surface.

20.  The method as recited in claim 16, further comprising automatically changing

(610) the joint display image to different perspectives over time.
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