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(57) ABSTRACT 
An example of a system may include a processor, and a 
memory device comprising instructions, which when 
executed by the processor, cause the processor to access at 
least one of patient input, clinician input, or automatic 
input; use the patient input, clinician input, or automatic 
input in a search method, the search method designed to 
evaluate a plurality of candidate neuromodulation parameter 
sets to identify an optimal neuromodulation parameter set; 
and program a neuromodulator using the optimal neuro 
modulation parameter set to stimulate a patient. 
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AUTOMATED PROGRAM OPTIMIZATION 

CLAIM OF PRIORITY 

0001. This application claims the benefit of priority under 
35 U.S.C. S 119(e) of U.S. Provisional Patent Application 
Ser. No. 62/221,335, filed on Sep. 21, 2015, which herein 
incorporated by reference in its entirety. 

TECHNICAL FIELD 

0002 This document relates generally to medical 
devices, and more particularly, to systems, devices, and 
methods for delivering neural modulation. 

BACKGROUND 

0003 Neurostimulation, also referred to as neuromodu 
lation, has been proposed as a therapy for a number of 
conditions. Examples of neurostimulation include Spinal 
Cord Stimulation (SCS), Deep Brain Stimulation (DBS). 
Peripheral Nerve Stimulation (PNS), and Functional Elec 
trical Stimulation (FES). Implantable neurostimulation sys 
tems have been applied to deliver Such a therapy. An 
implantable neurostimulation system may include an 
implantable neurostimulator, also referred to as an implant 
able pulse generator (IPG), and one or more implantable 
leads each including one or more electrodes. The implant 
able neurostimulator delivers neurostimulation energy 
through one or more electrodes placed on or near a target site 
in the nervous system. An external programming device is 
used to program the implantable neurostimulator with stimu 
lation parameters controlling the delivery of the neurostimu 
lation energy. 
0004. The neurostimulation energy may be delivered in 
the form of electrical neurostimulation pulses. The delivery 
is controlled using stimulation parameters that specify spa 
tial (where to stimulate), temporal (when to stimulate), and 
informational (patterns of pulses directing the nervous sys 
tem to respond as desired) aspects of a pattern of neuro 
stimulation pulses. Many current neurostimulation systems 
are programmed to deliver periodic pulses with one or a few 
uniform waveforms continuously or in bursts. However, 
neural signals may include more Sophisticated patterns to 
communicate various types of information, including sen 
sations of pain, pressure, temperature, etc. 
0005 Recent research has shown that the efficacy and 
efficiency of certain neurostimulation therapies can be 
improved, and their side-effects can be reduced, by using 
patterns of neurostimulation pulses that emulate natural 
patterns of neural signals observed in the human body. 

SUMMARY 

0006 Example 1 includes subject matter (such as a 
device, apparatus, or machine) comprising: a processor, and 
a memory device comprising instructions, which when 
executed by the processor, cause the processor to: access at 
least one of patient input, clinician input, or automatic input; 
use the patient input, clinician input, or automatic input in a 
search method, the search method designed to evaluate a 
plurality of candidate neuromodulation parameter sets to 
identify an optimal neuromodulation parameter set of the 
plurality of candidate neuromodulation parameter sets; and 
program a neuromodulator using the optimal neuromodula 
tion parameter set to stimulate a patient. 
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0007. In Example 2, the subject matter of Example 1 may 
include, wherein the patient input comprises Subjective data. 
0008. In Example 3, the subject matter of any one of 
Examples 1 to 2 may include, wherein the subjective data 
comprises a visual analog scale (VAS), numerical rating 
scale (NRS), a satisfaction score, a global impression of 
change, or an activity level. 
0009. In Example 4, the subject matter of any one of 
Examples 1 to 3 may include, wherein the clinician input 
comprises a selected neuromodulation parameter set, a 
selected neuromodulation parameter set dimension, or a 
search method configuration option. 
0010. In Example 5, the subject matter of any one of 
Examples 1 to 4 may include, wherein the selected neuro 
modulation parameter set dimension comprises a spatial 
location, a frequency, a pulse width, a number of pulses 
within a burst or train of pulses, the train-to-train interval, 
the burst frequency of these trains, a pulse duty cycle, or a 
burst duty cycle. 
0011. In Example 6, the subject matter of any one of 
Examples 1 to 5 may include, wherein the search method 
configuration option comprises a test range for a neuro 
modulation parameter set dimension, a termination criteria 
for a neuromodulation parameter set test, an amount of time 
to test a neuromodulation parameter set, a minimum evalu 
ation time for a candidate neuromodulation parameter set, or 
a Survival threshold for a neuromodulation parameter set 
under test. 

(0012. In Example 7, the subject matter of any one of 
Examples 1 to 6 may include, wherein the automatic input 
comprises data received from a patient device. 
0013. In Example 8, the subject matter of any one of 
Examples 1 to 7 may include, wherein the patient device 
comprises an accelerometer and the automatic input com 
prises activity data. 
0014. In Example 9, the subject matter of any one of 
Examples 1 to 8 may include, wherein the patient device 
comprises a heart rate monitor and the automatic input 
comprises heart rate or heart rate variability. 
0015. In Example 10, the subject matter of any one of 
Examples 1 to 9 may include, wherein the patient device 
comprises an implantable pulse generator and the automatic 
input comprises field potentials. 
0016. In Example 11, the subject matter of any one of 
Examples 1 to 10 may include, wherein the search method 
comprises a sorting algorithm that uses scoring from the 
patient to sort the plurality of candidate parameter sets and 
remove parameter sets from the plurality of candidate 
parameter sets that fail to meet a threshold score. 
0017. In Example 12, the subject matter of any one of 
Examples 1 to 11 may include, wherein the search method 
comprises a gradient descent system that progresses through 
the plurality of candidate parameter sets to optimize a 
dimension of the candidate parameter sets. 
0018. In Example 13, the subject matter of any one of 
Examples 1 to 12 may include, wherein the search method 
comprises a sensitivity analysis that builds a model from 
stimulation variables and outcome variables, and uses a 
regression model to identify a vector of coefficients. 
0019. Example 14 includes a machine-readable medium 
including instructions, which when executed by a machine, 
cause the machine to perform operations of any of the claims 
1-13. 
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0020 Example 16 includes subject matter (such as a 
device, apparatus, or machine) comprising: a processor, and 
a memory device comprising instructions, which when 
executed by the processor, cause the processor to: access at 
least one of patient input, clinician input, or automatic input; 
use the patient input, clinician input, or automatic input in a 
search method, the search method designed to evaluate a 
plurality of candidate neuromodulation parameter sets to 
identify an optimal neuromodulation parameter set of the 
plurality of candidate neuromodulation parameter sets; and 
program a neuromodulator using the optimal neuromodula 
tion parameter set to stimulate a patient. 
0021. In Example 17, the subject matter of Example 16 
may include, wherein the patient input comprises Subjective 
data. 
0022. In Example 18, the subject matter of any one of 
Examples 16 to 17 may include, wherein the subjective data 
comprises a visual analog scale (VAS), numerical rating 
scale (NRS), a satisfaction score, a global impression of 
change, or an activity level. 
0023. In Example 19, the subject matter of any one of 
Examples 16 to 18 may include, wherein the clinician input 
comprises a selected neuromodulation parameter set, a 
selected neuromodulation parameter set dimension, or a 
search method configuration option. 
0024. In Example 20, the subject matter of any one of 
Examples 16 to 19 may include, wherein the selected 
neuromodulation parameter set dimension comprises a spa 
tial location, a frequency, a pulse width, a number of pulses 
within a burst or train of pulses, the train-to-train interval, 
the burst frequency of these trains, a pulse duty cycle, or a 
burst duty cycle. 
0025. In Example 21, the subject matter of any one of 
Examples 16 to 20 may include, wherein the search method 
configuration option comprises a test range for a neuro 
modulation parameter set dimension, a termination criteria 
for a neuromodulation parameter set test, an amount of time 
to test a neuromodulation parameter set, a minimum evalu 
ation time for a candidate neuromodulation parameter set, or 
a Survival threshold for a neuromodulation parameter set 
under test. 
0026. In Example 22, the subject matter of any one of 
Examples 16 to 21 may include, wherein the automatic input 
comprises data received from a patient device. 
0027. In Example 23, the subject matter of any one of 
Examples 16 to 22 may include, wherein the patient device 
comprises an accelerometer and the automatic input com 
prises activity data. 
0028. In Example 24, the subject matter of any one of 
Examples 16 to 23 may include, wherein the patient device 
comprises a heart rate monitor and the automatic input 
comprises heart rate or heart rate variability. 
0029. In Example 25, the subject matter of any one of 
Examples 16 to 24 may include, wherein the patient device 
comprises an implantable pulse generator and the automatic 
input comprises field potentials. 
0030. In Example 26, the subject matter of any one of 
Examples 16 to 25 may include, wherein the search method 
comprises a sorting algorithm that uses scoring from the 
patient to sort the plurality of candidate parameter sets and 
remove parameter sets from the plurality of candidate 
parameter sets that fail to meet a threshold score. 
0031. In Example 27, the subject matter of any one of 
Examples 16 to 26 may include, wherein the search method 
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comprises a gradient descent system that progresses through 
the plurality of candidate parameter sets to optimize a 
dimension of the candidate parameter sets. 
0032. In Example 28, the subject matter of any one of 
Examples 16 to 27 may include, wherein the search method 
comprises a sensitivity analysis that builds a model from 
stimulation variables and outcome variables, and uses a 
regression model to identify a vector of coefficients. 
0033 Example 29 includes subject matter (such as a 
method, means for performing acts, machine readable 
medium including instructions that when performed by a 
machine cause the machine to performs acts, or an apparatus 
to perform) comprising: accessing, at a computerized sys 
tem, at least one of patient input, clinician input, or auto 
matic input; using the patient input, clinician input, or 
automatic input in a search method, the search method 
designed to evaluate a plurality of candidate neuromodula 
tion parameter sets to identify an optimal neuromodulation 
parameter set of the plurality of candidate neuromodulation 
parameter sets; and programming a neuromodulator using 
the optimal neuromodulation parameter set to stimulate a 
patient. 
0034. In Example 30, the subject matter of Example 29 
may include, wherein the patient input comprises Subjective 
data, the Subjective data a visual analog scale (VAS). 
numerical rating scale (NRS), a satisfaction score, a global 
impression of change, or an activity level. 
0035. In Example 31, the subject matter of any one of 
Examples 29 to 30 may include, wherein the clinician input 
comprises a selected neuromodulation parameter set, a 
selected neuromodulation parameter set dimension, or a 
search method configuration option. 
0036. In Example 32, the subject matter of any one of 
Examples 29 to 31 may include, wherein the search method 
comprises a sorting algorithm that uses scoring from the 
patient to sort the plurality of candidate parameter sets and 
remove parameter sets from the plurality of candidate 
parameter sets that fail to meet a threshold score. 
0037 Example 35 includes subject matter (such as a 
computer-readable medium) comprising: access at least one 
of patient input, clinician input, or automatic input; use the 
patient input, clinician input, or automatic input in a search 
method, the search method designed to evaluate a plurality 
of candidate neuromodulation parameter sets to identify an 
optimal neuromodulation parameter set of the plurality of 
candidate neuromodulation parameter sets; and program a 
neuromodulator using the optimal neuromodulation param 
eter set to stimulate a patient. 
0038. This Summary is an overview of some of the 
teachings of the present application and not intended to be 
an exclusive or exhaustive treatment of the present Subject 
matter. Further details about the present subject matter are 
found in the detailed description and appended claims. Other 
aspects of the disclosure will be apparent to persons skilled 
in the art upon reading and understanding the following 
detailed description and viewing the drawings that form 
apart thereof, each of which are not to be taken in a limiting 
sense. The scope of the present disclosure is defined by the 
appended claims and their legal equivalents. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0039 Various embodiments are illustrated by way of 
example in the figures of the accompanying drawings. Such 
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embodiments are demonstrative and not intended to be 
exhaustive or exclusive embodiments of the present subject 
matter. 

0040 FIG. 1 illustrates a portion of a spinal cord. 
0041 FIG. 2 illustrates, by way of example, an embodi 
ment of a neuromodulation system. 
0042 FIG. 3 illustrates, by way of example, an embodi 
ment of a modulation device. Such as may be implemented 
in the neuromodulation system of FIG. 2. 
0043 FIG. 4 illustrates, by way of example, an embodi 
ment of a programming device, such as may be implemented 
as the programming device in the neuromodulation system 
of FIG. 2. 
0044 FIG. 5 illustrates, by way of example, an implant 
able neuromodulation system and portions of an environ 
ment in which system may be used. 
0045 FIG. 6 illustrates, by way of example, an embodi 
ment of an SCS system. 
0046 FIG. 7 illustrates, by way of example, an embodi 
ment of data and control flow in a system that utilizes 
machine learning to optimize neurostimulation patterns. 
0047 FIGS. 8A-8B illustrate, by way of example, 
another embodiment of data and control flow in a system 
that utilizes machine learning to optimize neurostimulation 
patterns. 
0048 FIG. 9 illustrates, by way of example, an embodi 
ment of constructing stimulation waveforms in space and 
time domains. 
0049 FIG. 10 illustrates, by way of example, an embodi 
ment of a system that utilizes machine learning to optimize 
neurostimulation patterns. 
0050 FIG. 11 illustrates, by way of example, an embodi 
ment of a method that utilizes machine learning to optimize 
neurostimulation patterns. 
0051 FIG. 12 illustrates, by way of example, an embodi 
ment of a system that utilizes a search method to search for 
an optimal neuromodulation parameter set. 
0052 FIG. 13 illustrates, by way of example, an embodi 
ment of a method that utilizes a search method to search for 
an optimal neuromodulation parameter set. 
0053 FIG. 14 is a block diagram illustrating a machine in 
the example form of a computer system, within which a set 
or sequence of instructions may be executed to cause the 
machine to perform any one of the methodologies discussed 
herein, according to an example embodiment. 
0054 FIG. 15 illustrates, by way of example, an embodi 
ment of a method that identifies parameter sets. 
0055 FIG. 16 illustrates, by way of example, an embodi 
ment of a gradient descent method. 

DETAILED DESCRIPTION 

0056. The following detailed description of the present 
Subject matter refers to the accompanying drawings which 
show, by way of illustration, specific aspects and embodi 
ments in which the present Subject matter may be practiced. 
These embodiments are described in sufficient detail to 
enable those skilled in the art to practice the present subject 
matter. Other embodiments may be utilized and structural, 
logical, and electrical changes may be made without depart 
ing from the scope of the present Subject matter. References 
to “an”, “one', or “various' embodiments in this disclosure 
are not necessarily to the same embodiment, and Such 
references contemplate more than one embodiment. The 
following detailed description is, therefore, not to be taken 
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in a limiting sense, and the scope is defined only by the 
appended claims, along with the full scope of legal equiva 
lents to which such claims are entitled. 

0057 Various embodiments described herein involve spi 
nal cord modulation. A brief description of the physiology of 
the spinal cord and related apparatus is provided herein to 
assist the reader. FIG. 1 illustrates, by way of example, a 
portion of a spinal cord 100 including white matter 101 and 
gray matter 102 of the spinal cord. The gray matter 102 
includes cell bodies, synapse, dendrites, and axon terminals. 
Thus, synapses are located in the gray matter. White matter 
101 includes myelinated axons that connect gray matter 
areas. A typical transverse section of the spinal cord includes 
a central “butterfly” shaped central area of gray matter 102 
Substantially surrounded by an ellipse-shaped outer area of 
white matter 101. The white matter of the dorsal column 
(DC) 103 includes mostly large myelinated axons that form 
afferent fibers that run in an axial direction. The dorsal 
portions of the “butterfly” shaped central area of gray matter 
are referred to as dorsal horns (DH) 104. In contrast to the 
DC fibers that run in an axial direction, DH fibers can be 
oriented in many directions, including perpendicular to the 
longitudinal axis of the spinal cord. Examples of spinal 
nerves 105 are also illustrated, including a dorsal root (DR) 
105, dorsal root ganglion 107 and ventral root 108. The 
dorsal root 105 mostly carries sensory signals into the spinal 
cord, and the ventral root functions as an efferent motor root. 
The dorsal and ventral roots join to form mixed spinal nerves 
105. 

0.058 SCS has been used to alleviate pain. A therapeutic 
goal for conventional SCS programming has been to maxi 
mize stimulation (i.e., recruitment) of the DC fibers that run 
in the white matter along the longitudinal axis of the spinal 
cord and minimal stimulation of other fibers that run per 
pendicular to the longitudinal axis of the spinal cord (dorsal 
root fibers, predominantly), as illustrated in FIG. 1. The 
white matter of the DC includes mostly large myelinated 
axons that form afferent fibers. While the full mechanisms of 
pain relief are not well understood, it is believed that the 
perception of pain signals is inhibited via the gate control 
theory of pain, which suggests that enhanced activity of 
innocuous touch or pressure afferents via electrical stimu 
lation creates interneuronal activity within the DH of the 
spinal cord that releases inhibitory neurotransmitters 
(Gamma-Aminobutyric Acid (GABA), glycine), which in 
turn, reduces the hypersensitivity of wide dynamic range 
(WDR) sensory neurons to noxious afferent input of pain 
signals traveling from the dorsal root (DR) neural fibers that 
innervate the pain region of the patient, as well as treating 
general WDRectopy. Consequently, the large sensory affer 
ents of the DC nerve fibers have been targeted for stimula 
tion at an amplitude that provides pain relief. Current 
implantable neuromodulation systems typically include 
electrodes implanted adjacent, i.e., resting near, or upon the 
dura, to the dorsal column of the spinal cord of the patient 
and along alongitudinal axis of the spinal cord of the patient. 
0059 Activation of large sensory DC nerve fibers also 
typically creates the paresthesia sensation that often accom 
panies standard SCS therapy. Some embodiments deliver 
therapy where the delivery of energy is perceptible due to 
sensations such as paresthesia. Although alternative or arti 
factual sensations, such as paresthesia, are usually tolerated 
relative to the sensation of pain, patients sometimes report 
these sensations to be uncomfortable, and therefore, they can 
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be considered an adverse side-effect to neuromodulation 
therapy in Some cases. Some embodiments deliver Sub 
perception therapy that is therapeutically effective to treat 
pain, for example, but the patient does not sense the delivery 
of the modulation field (e.g. paresthesia). Sub-perception 
therapy may include higher frequency modulation (e.g. 
about 1500 Hz or above) of the spinal cord that effectively 
blocks the transmission of pain signals in the afferent fibers 
in the DC. Some embodiments herein selectively modulate 
DH tissue or DR tissue over DC tissue to provide sub 
perception therapy. For example, the selective modulation 
may be delivered at frequencies less than 1,200 Hz. The 
selective modulation may be delivered at frequencies less 
than 1,000 Hz in some embodiments. In some embodiments, 
the selective modulation may be delivered at frequencies 
less than 500 Hz. In some embodiments, the selective 
modulation may be delivered at frequencies less than 350 
Hz. In some embodiments, the selective modulation may be 
delivered at frequencies less than 130 Hz. The selective 
modulation may be delivered at low frequencies (e.g. as low 
as 2 Hz). The selective modulation may be delivered even 
without pulses (e.g. 0 HZ) to modulate some neural tissue. 
By way of example and not limitation, the selective modu 
lation may be delivered within a frequency range selected 
from the following frequency ranges: 2 Hz to 1,200 Hz; 2 Hz 
to 1,000 Hz, 2 Hz to 500 Hz; 2 Hz to 350 Hz; or 2 Hz to 130 
HZ. Systems may be developed to raise the lower end of any 
these ranges from 2 Hz to other frequencies such as, by way 
of example and not limitation, 10 Hz, 20 Hz, 50 Hz or 100 
HZ. By way of example and not limitation, it is further noted 
that the selective modulation may be delivered with a duty 
cycle, in which stimulation (e.g. a train of pulses) is deliv 
ered during a Stimulation ON portion of the duty cycle, and 
is not delivered during a Stimulation OFF portion of the duty 
cycle. By way of example and not limitation, the duty cycle 
may be about 10%+5%, 20%+5%, 30%+5%, 40%+5%, 
50%+5% or 60%+5%. For example, a burst of pulses for 10 
ms during a Stimulation ON portion followed by 15 ms 
without pulses corresponds to a 40% duty cycle. 
0060 FIG. 2 illustrates an embodiment of a neuromodu 
lation system. The illustrated system 210 includes electrodes 
211, a modulation device 212, and a programming device 
213. The electrodes 211 are configured to be placed on or 
near one or more neural targets in a patient. The modulation 
device 212 is configured to be electrically connected to 
electrodes 211 and deliver neuromodulation energy, such as 
in the form of electrical pulses, to the one or more neural 
targets though electrodes 211. The delivery of the neuro 
modulation is controlled by using a plurality of modulation 
parameters, such as modulation parameters specifying the 
electrical pulses and a selection of electrodes through which 
each of the electrical pulses is delivered. In various embodi 
ments, at least some parameters of the plurality of modula 
tion parameters are programmable by a user. Such as a 
physician or other caregiver. The programming device 213 
provides the user with accessibility to the user-program 
mable parameters. In various embodiments, the program 
ming device 213 is configured to be communicatively 
coupled to modulation device via a wired or wireless link. In 
various embodiments, the programming device 213 includes 
a graphical user interface (GUI) 214 that allows the user to 
set and/or adjust values of the user-programmable modula 
tion parameters. 
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0061 FIG. 3 illustrates an embodiment of a modulation 
device 312, such as may be implemented in the neuromodu 
lation system 210 of FIG. 2. The illustrated embodiment of 
the modulation device 312 includes a modulation output 
circuit 315 and a modulation control circuit 316. Those of 
ordinary skill in the art will understand that the neuromodu 
lation system 210 may include additional components such 
as sensing circuitry for patient monitoring and/or feedback 
control of the therapy, telemetry circuitry and power. The 
modulation output circuit 315 produces and delivers neuro 
modulation pulses. The modulation control circuit 316 con 
trols the delivery of the neuromodulation pulses using the 
plurality of modulation parameters. The lead system 317 
includes one or more leads each configured to be electrically 
connected to modulation device 312 and a plurality of 
electrodes 311-1 to 311-N distributed in an electrode 
arrangement using the one or more leads. Each lead may 
have an electrode array consisting of two or more electrodes, 
which also may be referred to as contacts. Multiple leads 
may provide multiple electrode arrays to provide the elec 
trode arrangement. Each electrode is a single electrically 
conductive contact providing for an electrical interface 
between modulation output circuit 315 and tissue of the 
patient, where Ne2. The neuromodulation pulses are each 
delivered from the modulation output circuit 315 through a 
set of electrodes selected from the electrodes 311-1 to 
311-N. The number of leads and the number of electrodes on 
each lead may depend on, for example, the distribution of 
target(s) of the neuromodulation and the need for controlling 
the distribution of electric field at each target. In one 
embodiment, by way of example and not limitation, the lead 
system includes two leads each having eight electrodes. 
0062. The neuromodulation system may be configured to 
modulate spinal target tissue or other neural tissue. The 
configuration of electrodes used to deliver electrical pulses 
to the targeted tissue constitutes an electrode configuration, 
with the electrodes capable of being selectively programmed 
to act as anodes (positive), cathodes (negative), or left off 
(Zero). In other words, an electrode configuration represents 
the polarity being positive, negative, or Zero. Other param 
eters that may be controlled or varied include the amplitude, 
pulse width, and rate (or frequency) of the electrical pulses. 
Each electrode configuration, along with the electrical pulse 
parameters, can be referred to as a “modulation parameter 
set. Each set of modulation parameters, including fraction 
alized current distribution to the electrodes (as percentage 
cathodic current, percentage anodic current, or off), may be 
stored and combined into a modulation program that can 
then be used to modulate multiple regions within the patient. 
0063. The number of electrodes available combined with 
the ability to generate a variety of complex electrical pulses, 
presents a huge selection of available modulation parameter 
sets to the clinician or patient. For example, if the neuro 
modulation system to be programmed has sixteen elec 
trodes, millions of modulation parameter sets may be avail 
able for programming into the neuromodulation system. 
Furthermore, for example SCS systems may have thirty-two 
electrodes which exponentially increases the number of 
modulation parameters sets available for programming. To 
facilitate Such selection, the clinician generally programs the 
modulation parameters sets through a computerized pro 
gramming system to allow the optimum modulation param 
eters to be determined based on patient feedback or other 
means and to Subsequently program the desired modulation 
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parameter sets. A closed-loop mechanism may be used to 
identify and test modulation parameter sets, receive patient 
or clinician feedback, and further revise the modulation 
parameter sets to attempt to optimize stimulation paradigms 
for pain relief. The patient or clinician feedback may be 
objective and/or subjective metrics reflecting pain, paresthe 
sia coverage, or other aspects of patient satisfaction with the 
stimulation. 

0064 FIG. 4 illustrates an embodiment of a programming 
device 413. Such as may be implemented as the program 
ming device 213 in the neuromodulation system of FIG. 2. 
The programming device 413 includes a storage device 418. 
a programming control circuit 419, and a GUI 414. The 
programming control circuit 419 generates the plurality of 
modulation parameters that controls the delivery of the 
neuromodulation pulses according to the pattern of the 
neuromodulation pulses. In various embodiments, the GUI 
414 includes any type of presentation device. Such as 
interactive or non-interactive screens, and any type of user 
input devices that allow the user to program the modulation 
parameters, such as touchscreen, keyboard, keypad, touch 
pad, trackball, joystick, and mouse. The storage device 418 
may store, among other things, modulation parameters to be 
programmed into the modulation device. The programming 
device 413 may transmit the plurality of modulation param 
eters to the modulation device. In some embodiments, the 
programming device 413 may transmit power to the modu 
lation device (e.g., modulation device 312 of FIG. 3). The 
programming control circuit 419 may generate the plurality 
of modulation parameters. In various embodiments, the 
programming control circuit 419 may check values of the 
plurality of modulation parameters against safety rules to 
limit these values within constraints of the safety rules. 
0065. In various embodiments, circuits of neuromodula 
tion, including its various embodiments discussed in this 
document, may be implemented using a combination of 
hardware, software, and firmware. For example, the circuit 
of GUI 414, modulation control circuit 316, and program 
ming control circuit 419, including their various embodi 
ments discussed in this document, may be implemented 
using an application-specific circuit constructed to perform 
one or more particular functions or a general-purpose circuit 
programmed to perform Such function(s). Such a general 
purpose circuit includes, but is not limited to, a micropro 
cessor or a portion thereof, a microcontroller or a portion 
thereof, and a programmable logic circuit or a portion 
thereof. 

0066 FIG. 5 illustrates, by way of example, an implant 
able neuromodulation system and portions of an environ 
ment in which system may be used. The system is illustrated 
for implantation near the spinal cord. However, neuromodu 
lation system may be configured to modulate other neural 
targets. The system 520 includes an implantable system 521, 
an external system 522, and a telemetry link 523 providing 
for wireless communication between implantable system 
521 and external system 522. The implantable system 521 is 
illustrated as being implanted in the patient’s body. The 
implantable system 521 includes an implantable modulation 
device (also referred to as an implantable pulse generator, or 
IPG) 512, a lead system 517, and electrodes 511. The lead 
system 517 includes one or more leads each configured to be 
electrically connected to the modulation device 512 and a 
plurality of electrodes 511 distributed in the one or more 
leads. In various embodiments, the external system 402 
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includes one or more external (non-implantable) devices 
each allowing a user (e.g. a clinician or other caregiver 
and/or the patient) to communicate with the implantable 
system 521. In some embodiments, the external system 522 
includes a programming device intended for a clinician or 
other caregiver to initialize and adjust settings for the 
implantable system 521 and a remote control device 
intended for use by the patient. For example, the remote 
control device may allow the patient to turn a therapy on and 
off and/or adjust certain patient-programmable parameters 
of the plurality of modulation parameters. The remote con 
trol device may also provide a mechanism for the patient to 
provide feedback on the operation of the implantable neu 
romodulation system. Feedback may be metrics reflecting 
perceived pain, effectiveness of therapies, or other aspects of 
patient comfort or condition. 
0067. The neuromodulation lead(s) of the lead system 
517 may be placed adjacent, e.g., resting near, or upon the 
dura, adjacent to the spinal cord area to be stimulated. For 
example, the neuromodulation lead(s) may be implanted 
along a longitudinal axis of the spinal cord of the patient. 
Due to the lack of space near the location where the 
neuromodulation lead(s) exit the spinal column, the implant 
able modulation device 512 may be implanted in a surgi 
cally-made pocket either in the abdomen or above the 
buttocks, or may be implanted in other locations of the 
patient’s body. The lead extension(s) may be used to facili 
tate the implantation of the implantable modulation device 
512 away from the exit point of the neuromodulation lead(s). 
0068 FIG. 6 illustrates, by way of example, an embodi 
ment of an SCS system 600. The SCS system 600 generally 
comprises a plurality of neurostimulation leads 12 (in this 
case, two percutaneous leads 12a and 12b), an implantable 
pulse generator (IPG) 14, an external remote control (RC) 
16, a User's Programmer (CP) 18, an External Trial Stimu 
lator (ETS) 20, and an external charger 22. 
0069. The IPG 14 is physically connected via two lead 
extensions 24 to the neurostimulation leads 12, which carry 
a plurality of electrodes 26 arranged in an array. In the 
illustrated embodiment, the neurostimulation leads 12 are 
percutaneous leads, and to this end, the electrodes 26 are 
arranged in-line along the neurostimulation leads 12. The 
number of neurostimulation leads 12 illustrated is two, 
although any Suitable number of neurostimulation leads 12 
can be provided, including only one. Alternatively, a Surgical 
paddle lead can be used in place of one or more of the 
percutaneous leads. As will also be described in further 
detail below, the IPG 14 includes pulse generation circuitry 
that delivers electrical stimulation energy in the form of a 
pulsed electrical waveform (i.e., a temporal series of elec 
trical pulses) to the electrode array 26 in accordance with a 
set of stimulation parameters. The IPG 14 and neurostimu 
lation leads 12 can be provided as an implantable neuro 
stimulation kit, along with, e.g., a hollow needle, a stylet, a 
tunneling tool, and a tunneling straw. 
(0070. The ETS 20 may also be physically connected via 
percutaneous lead extensions 28 or external cable 30 to the 
neurostimulation lead 12. The ETS 20, which has similar 
pulse generation circuitry as the IPG 14, also delivers 
electrical stimulation energy in the form of a pulsed elec 
trical waveform to the electrode array 26 in accordance with 
a set of stimulation parameters. The major difference 
between the ETS 20 and the IPG 14 is that the ETS 20 is a 
non-implantable device that is used on a trial basis after the 
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neurostimulation lead 12 has been implanted and prior to 
implantation of the IPG 14, to test the responsiveness of the 
stimulation that is to be provided. Thus, any functions 
described herein with respect to the IPG 14 can likewise be 
performed with respect to the ETS 20. 
(0071. The RC 16 may be used to telemetrically control 
the BTS 20 via a bi-directional RF communications link32. 
Once the IPG 14 and stimulation leads 12 are implanted, the 
RC 16 may be used to telemetrically control the IPG 14 via 
a bi-directional RF communications link 34. Such control 
allows the IPG 14 to be turned on or off and to be 
programmed with different stimulation programs after 
implantation. Once the IPG 14 has been programmed, and 
its power source has been charged or otherwise replenished, 
the IPG 14 may function as programmed without the RC 16 
being present. 
0072. The CP 18 provides the user detailed stimulation 
parameters for programming the IPG 14 and ETS 20 in the 
operating room and in follow-up sessions. The CP 18 may 
perform this function by indirectly communicating with the 
IPG 14 or ETS 20, through the RC 16, via an IR commu 
nications link 36. Alternatively, the CP 18 may directly 
communicate with the IPG 14 or ETS 20 via an RF com 
munications link (not shown). 
0073. The external charger 22 is a portable device used to 
transcutaneously charge the IPG 14 via an inductive link 38. 
Once the IPG 14 has been programmed, and its power 
Source has been charged by the external charger 22 or 
otherwise replenished, the IPG 14 may function as pro 
grammed without the RC 16 or CP 18 being present. 
0074 For the purposes of this specification, the terms 
“neurostimulator,” “stimulator,” “neurostimulation,” and 
“stimulation' generally refer to the delivery of electrical 
energy that affects the neuronal activity of neural tissue, 
which may be excitatory or inhibitory; for example by 
initiating an action potential, inhibiting or blocking the 
propagation of action potentials, affecting changes in neu 
rotransmitter/neuromodulator release or uptake, and induc 
ing changes in neuro-plasticity or neurogenesis of tissue. For 
purposes of brevity, the details of the RC 16, ETS 20, and 
external charger 22 will not be described herein. 

Application of Automated Programming for Sub-Perception 
Stimulation Parameters 

0075 Sub-perception neuromodulation therapy is a 
promising area that may potentially improve patient out 
comes. There are numerous potential Sub-perception thera 
pies, so one problem is determining which of the many 
possible Sub-perception therapies may provide the best 
outcome for the patient. The problem is compounded by the 
fact that it frequently takes hours or days for a Sub-percep 
tion therapy to become effective. Without immediate feed 
back for the health care provider or manufacturer represen 
tative it may involve repeat follow-up visits to identify and 
fine-tune the optimal Sub-perception therapy for each indi 
vidual patient. An adaptive learning algorithm that can 
identify the optimal Sub-perception therapy for a patient 
without requiring intensive health care provider or manu 
facturer interaction would have significant clinical and com 
mercial potential. 
0076 Software or hardware in the implantable pulse 
generator (IPG), programming device, or patient remote 
control may be used during a trial period or after permanent 
implant to identify the optimal Sub-perception modality. 
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0077. A machine learning system may be used in a 
closed-loop process to develop optimized stimulation pat 
terns for pain management. The stimulation patterns may be 
modulated in both the time and space domains. The stimu 
lation patterns may also be modulated in the informational 
domain, which refers to the patterns of pulses. The learning 
system may automatically cycle through different Sub-per 
ception modalities (e.g., high frequency, burst, low-mid 
frequency/low amplitude, etc.), collect patient feedback 
through a remote control or other system on each of the 
modalities, and correlate patient feedback with therapy 
efficacy in order to determine an optimal or improved 
therapy. This allows for improved or optimal sub-perception 
therapy to be determined without interaction with the health 
care provider or manufacturer representative. 
0078. An initial set of stimulation patterns may be gen 
erated from a domain of all available stimulation patterns. 
The initial set may be obtained using one or more machine 
learning or optimization algorithms to search for and iden 
tify effective patterns. Alternatively, the initial set may be 
provided by a clinician. 
0079. In addition to the initial set of parameter settings, 
one or more ranges for one or more parameters may be 
determined by the system or provided by a user (e.g., 
clinician). The ranges may be for various aspects including 
amplitude, pulse width, frequency, pulse pattern (e.g., pre 
determined or parameterized), cycle on/off properties, spa 
tial location of field, spatial extent of field, and the like. 
0080 Estimated times for wash-in and wash-out may be 
provided by a user or determined by the system. In an 
embodiment, the system estimates the wash-in/out to be 
used from the patient feedback. Accurate estimates for 
wash-in/out are important because over-estimates e too long 
of a period) may result in patients having unnecessary pain 
because the programming cycles too slowly, and under 
estimates (e.g., too short of a period) may result in missing 
important information because the wash-in has not occurred. 
So, in an embodiment, a user is able to set the expected 
wash-in/out times for the learning machine algorithm to use. 
In a further embodiment, the learning machine algorithm 
may then begin with the user estimate and then adjust based 
on data collected from the user or other sources to revise the 
estimated wash-in or wash-out times. 
I0081. In the clinical system, a patient may be provided 
one or more stimulation patterns, which may be tested by the 
patient with or without clinician supervision. Objective pain 
metrics, Subjective pain metrics, or both objective and 
Subjective pain metrics may be received from the patient, 
which are used in the machine learning or optimization 
algorithms to develop further sets of patterns. Objective pain 
metrics include those that are physiologically expressed, 
such as EEG activity, heart rate, heart rate variability, 
galvanic skin response, or the like. Subjective pain metrics 
may be provided by the patient and be expressed as "strong 
pain,” “lower pain,” or numerically in a range, for example. 
The pain metrics may be communicated using various 
communication mechanisms, such as wireless networks, 
tethered communication, short-range telemetry, or combi 
nations of Such mechanisms. The patient may manually 
input some information (e.g., Subjective pain scores). 
I0082. A non-exhaustive list of pain metrics is provided 
herein. One example of a pain metric is EEG activity (e.g. 
Theta activity in the Somatosensory cortex and alpha and 
gamma activity in the prefrontal cortex have been shown to 
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correlate with pain). Another example pain metric is fMRI 
(activity in the anterior cingulate cortex and insula have 
been shown to correlate with changes in chronic pain). 
Another example pain metric is fMRI (activity in the pain 
matrix, which consists of the thalamus, primary Somatosen 
sory cortex, anterior cingulate cortex, prefrontal cortex, and 
cerebellum and is activated in pain conditions). Another 
example pain metric is heart rate variability, galvanic skin 
response, cortisol level, and other measures of autonomic 
system functioning (autonomic system health has been 
shown to correlate with pain). Another example pain metric 
is physical activity mount of physical activity has been 
shown to correlate with pain). Another example pain metric 
is pain scores (may be inputted through an interface where 
the patient selects a point on a visual analog scale, or clicks 
a number on a numerical rating scale). Another example pain 
metric is quantitative sensory testing e.g., spatial discrimi 
nation (two-point, location, diameter), temporal discrimina 
tion, detection threshold (mechanical, thermal, electrical), 
pain threshold (mechanical, thermal, electrical), temporal 
Summation, thermal grill (QST measures have been shown 
to correlate with pain). Another example pain metric is 
Somatosensory evoked potentials, contact heat evoked 
potentials (these have been shown to be correlated with 
pain). Another example pain metric is H-reflex, nociceptive 
flexion reflex (these have been shown to be reduced by 
SCS). Another example pain metric is conditioned place 
preference (e.g., in one chamber, stimulate with one para 
digm 1, in other chamber, stimulate with paradigm 2. The 
chamber where the animal spends the most time wins and 
continues to the next round.). Another example pain metric 
is local field potential recordings in the pain matrix (record 
ings of neural activity in these areas are possible with 
invasive electrodes in a preclinical model). 
0083. Some pain metrics are primarily preclinical in 
nature e.g., conditioned place preference and local field 
potential recordings), while others are primarily clinical in 
nature (e.g., pain scores and quantitative sensory testing). 
However, it is understood that the pain metrics may be 
obtained in either preclinical or clinical settings. 
0084 Pain metrics may be continuously or repeatedly 
collected from patients and fed into the machine learning or 
optimization algorithms to refine or alter the stimulation 
patterns. For example, the patients may interact with a 
programmer, remote control, bedside monitor, or other 
patient device to record physical condition, pain, medication 
dosages, etc. The patient device may be wired or wirelessly 
connected to the system with the machine learning system. 
This closed-loop mechanism provides an advantage of 
reducing the search domain during repeated iterations of the 
machine learning or optimization algorithm. By reducing the 
search domain, a clinician is able to more quickly identify 
efficacious patterns and a patient may be subjected to shorter 
programming sessions, which produce less discomfort. 
0085. In addition to pain metrics, additional patient feed 
back may be obtained, such as a satisfaction evaluation, 
self-reported activity, visual analog scale (VAS), or numeri 
cal rating scale (NRS). Other feedback and input may be 
obtained. Such as from a user (e.g., clinician) or sensor 
values. 
I0086. The physical system may take on many different 
forms. Data collected from the patient may be measured 
using wearable sensors (e.g., heart rate monitor, accelerom 
eter, EEG headset, pulse oximeter, GPS/location tracker, 
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etc.). The pain metrics and other feedback involving manual 
input may bed via remote control or other external device 
used by the patient (e.g. cellular phone). 
I0087. The algorithm may reside on the CP, the IPG, the 
ETS, the RC or other external device used by the patient, or 
in the cloud or remote servers connected to patient external 
via Wi-Fi, Bluetooth, cellular data, or other wired/wireless 
scheme. There may be a GUI on the CP, remote control, or 
other external device, that enables selection of algorithm as 
well as manual input. Training of the algorithm may take 
place in the clinic or in daily life, and may be set to be 
execute continually or only at certain times. Optimization 
data may be stored in the cloud so that optimized patterns 
and history can be transferred when the patient moves from 
trial to permanent implant and also if the IPG is replaced. 
I0088 FIG. 7 illustrates, by way of example, an embodi 
ment of data and control flow in a system that utilizes 
machine learning to optimize neurostimulation patterns. One 
or more inputs 700 may be fed into a search method 702, 
which may then provide one or more outputs 704. The inputs 
700 may be generally grouped as patient inputs 700-1, user 
inputs 700-2, and automatic inputs 700-3, Outputs 704 may 
include programming parameters or scheduling, reports, and 
other actions. In addition, a user feedback subsystem 706 
may be used to query a user (e.g., a patient) and obtain 
feedback regarding current, previous, or future program 
ming, pain or quality of life scores, or other information. 
I0089. Inputs 700 may include patient inputs 700-1, 
Patient inputs 700-1 may include a wide variety of patient 
data, Such as Subjective patient pain scores or quality of life 
scores in the form of a visual analog scale (VAS) or 
numerical rating scale (NRS), satisfaction scores, a Global 
Impression of Change metric, self-reported activity, or some 
mathematical combination of Such metrics (e.g., a weighted 
sum of VAS and activity). 
0090. User inputs 700-2 may include various clinician or 
specialist inputs, such as programs to evaluate or dimensions 
to evaluate (e.g., x, y, frequency, pulse width, duty cycle, 
number of pulses per burst, inter and intra-pulse frequency 
for burst waveforms, etc.). Other user input 700-2 may 
include ranges of a parameter to test or threshold values 
(e.g., minimum or maximum values for a particular param 
eter (e.g., up to 6.0 mA or from 1.0-5.5 mA). User input 
700-2 may also include the amount of time to evaluate a 
program before moving to another program, a patient option 
to skip a program (e.g., when the patient feels like the 
program is not being effective and there is still two days left 
in the evaluation time period), a minimum evaluation time 
before skipping (either programmatically or patient-initiated 
skip), a survival threshold, or search objectives. The survival 
threshold may be used to determine whether based on 
patient feedback, a particular parameter set is retained or 
discarded from future consideration. For example, a clini 
cian may set a survival threshold of 7.0, such that if a patient 
experiences a VAS score greater than 7.0, then the program 
ming associated with the score is discarded from future 
evaluation. Additional, the search method 702 may be 
modified to discard the programming (e.g., in a genetic 
algorithm, the programming may be removed from the 
chromosome pool so that it is not used in future genera 
tions). 
0091. A search objective may be provided by the patient 
or clinician (or other user). The search objective may tune 
the search method 702 to work toward a program that 
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achieves a desired outcome. One or more objectives may be 
selected. When more than one objective is selective, the 
combination of objectives may be weighted or ranked. 
Examples of objectives include, but are not limited to a 
lower charging frequency, more efficient energy usage, 
maximize pain relief, usage of paresthesia, absence of 
paresthesia, specified pain relief threshold (e.g., work to 
achieve a specified VAS score or comfort level), pain relief 
in one or more specified areas (e.g., lower back, foot, leg, 
etc.), bias towards specific wave forms or field shapes (e.g., 
burst waveforms, high rate, long pulse width, etc.), stimu 
lation at specified vertebral levels, or minimum/maximum 
search time for search to explore various programs before 
the optimal program is determined (e.g., measured in num 
ber of generations in a genetic algorithm). 
0092. Other user input 700-2 may be received from the 
patient via the user feedback subsystem 706. The user 
feedback subsystem 706 may interface with one or more 
devices (e.g., the CP, the IPG, the ETS, the RC, or another 
external device used by the patient or clinician) and obtain 
patient feedback (Subjective or objective), sensor data, cli 
nician feedback, or the like. Patient feedback may be a “best 
So far rating of recent programming settings, “worse? same/ 
better rating than a previous program, patient indications of 
comfort, activity, or mood. Various objective data may be 
obtained as well via the user feedback subsystem 706, such 
as activity, impedance/field potential signature, heart rate, 
heart rate variability, field potentials, and the like. The 
objective data may be used to determine an objective 
measurement of pain, a Surrogate measurement of comfort 
or quality of life (e.g., more or less recorded activity may be 
associated with less or more discomfort, respectively), or 
performance data of a particular programming. The user 
feedback system 706 may also collect and communicate 
patient user interface actions, such when a patient selectively 
terminates a programming session, skips a programming 
session, or a rank of two or more programming sessions 
provided by the patient. The sorted programs may be used as 
input to the search method 702 to select, filter, focus, or 
otherwise modify the search method 702 in future iterations 
of the patient feedback loop. 
0093. Automatic inputs 700-3 may include some or all of 
the objective data that may be collected via the user feed 
back subsystem 706 (e.g., activity, heart rate, etc.). For 
example, an accelerometer may be used to identify, classify, 
and obtain patient posture, activity, or the like. Other auto 
matic inputs 700-3 may include performance data, such as 
the duration of a programming session, the number of time 
a parameter set was tested and the related patient scores/ 
feedback, etc. 
0094. Some or all of the outputs 704 may be fed to the 
user feedback subsystem 706 for presentation to one or more 
users. For example, a weekly report of the programming 
used may be provided to a user (e.g., a patient). The output 
704 may be used to drive further processing on the user 
feedback subsystem 706 in order to obtain patient inputs 
700-1 or user inputs 700-2, which may be fed back into the 
search method 702 and used to determine additional outputs 
704. 

0095. The user feedback subsystem 706 may be hosted at 
an external device (e.g., a central server or a cloud server) 
and communicatively coupled to one or more devices, 
including but not limited to the CP, the IPG, the ETS, or the 
RC. In addition, or alternatively, the user feedback subsys 
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tem 706 may be partially or fully hosted at one of the 
devices, such as the CP or the RC. 
(0096. The user feedback subsystem 706 may provide a 
user interface to a user. The user interface (UI) may include 
various user interface controls, such as a body diagram to 
allow the user to indicate where pain is felt on a body, drop 
down menus, dialog boxes, check boxes, or other UI con 
trols to allow the user to input, modify, record, or otherwise 
manage data representing a patient’s comfort level, activity 
level, mood, or other general preferences to control the 
search method 702 or a stimulator's operation. The UI may 
prompt the user for various information, Such as a daily 
Survey of whether the current programming is worse, same, 
or better than a previous programming. The UI may also 
provide a user with an interface to sort a number of programs 
according to the patient’s preference. An example UI is 
illustrated in FIGS. 8A and 8B. 

(0097 FIGS. 8A and 8B illustrate, by way of example, an 
embodiment of a user interface to sort programming. In FIG. 
8A, the initial state, a number of user interface elements 
800-1, 800-2, 800-3, 800-4, 800-5 are represented in an 
ordered fashion. The number of user interface elements in 
FIG. 8A is five, but it is understood that other numbers of 
user interface elements may be used, such as, but not limited 
to ten, twenty, or fifty. In the first instance 802, the UI 
elements 800 include P1 and P2, which correspond to the 
first and second programming sets that the patient experi 
enced. The patient is provided user interface element 804, 
which represents the third programming set P3, to insert 
among the ordered UI elements 800. The patient may move 
the UI element 804 to place it in order of perceived perfor 
mance (e.g., preference). In this example, the patient opts to 
place UI element 804 in between UI elements 800-1 and 
800-2, indicating that the programming P3 was better than 
P2, but worse than P1. In FIG. 8B, the subsequent state 806, 
after dragging and dropping the UI element 804 to the 
selected position, the other UI elements 800 are rearranged 
around the newly inserted UI element 804. If a programming 
set was in the last position (e.g., 800-5), then it is bumped 
from the list and the programming set in the fourth position 
(e.g., 800-4) is demoted to the last position. In addition, the 
user may adjust the order of the programming sets by 
dragging and dropping one UI element from one position to 
another, in which case, the other UI elements are rearranged 
in the new order. 

0098. Returning to FIG. 7, additional user interface con 
trols may be provided to a user (e.g., a clinician or a patient) 
to set test periods for a program, manage wash-in/out time, 
provide user reports with raw data or compiled data (e.g., 
charts, graphs, Summaries), or control alternating programs. 
For example, a “best so far” (BSF)program may be used and 
reused over time to ensure that the patient experiences a 
good percentage of effective stimulation. The BSF program 
may be used as every other program, every third program, or 
in other ways to allow the system to test additional programs 
in between the BSF program. 
0099. In an embodiment, the user interface for the patient 
may obscure Some or all of the programming details, in 
effect blinding the patient from the program being used. This 
may be an option and may be settable by the clinician (e.g., 
via the CP such that the RC does not display certain 
information). By doing so, the patient may not be biased 
based on certain settings or values. 
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0100. A number of different mechanisms may be used in 
the search method 702. Examples include, but are not 
limited to a sorting algorithm, a gradient descent method, a 
simplex process, a genetic algorithm, a binary search, and 
sensitivity analysis. Any of the methods may include a 
pruning process, where programs that do not perform within 
Some satisfactory range are removed from future use or 
consideration in a search. For example, a program that uses 
high frequency and causes major discomfort in a patient may 
be removed from use in future mutations or crossovers in a 
genetic algorithm search. 
0101 FIG. 9 illustrates, by way of example, an embodi 
ment of a sorting algorithm used as a search method. In 
general, the sorting algorithm provides a series of programs, 
receives user feedback on each program’s efficacy, and sorts 
the programs according to the users feedback. In the 
example embodiment illustrated in FIG. 9, a patient is 
scheduled for four programs 900. The patient may be put on 
a program, e.g., Program A, for a period of time. The period 
may vary or may be fixed. The period may be calculated to 
ensure that the patient is on the program for a Sufficient 
amount of time for wash-in/out before the patient is to 
evaluate the program. The patient may provide a score. In 
the example illustrated in FIG. 9, the score is based on a 
combination of activity and NRS. Activity may be rated on 
a numerical scale. Such as the number of hours a patient was 
active in a given day or an average number of hours that the 
patient was active in a given week. Other metrics of activity 
are considered to be within the scope of this disclosure. 
0102. Using the activity metric and the NRS, a score is 
derived and provided to the sorting algorithm 902 (e.g., 
search method). The sorting algorithm 902 may then tran 
sition to the next program from the scheduled programs 900. 
The parameters for the next program (e.g., Program B) are 
communicated to the patient device (e.g., IPG) and used for 
a period of time. 
0103. After the evaluation period, the patient scores the 
program and the result is communicated back to the sorting 
algorithm 902 (e.g., from the user feedback subsystem 706). 
This evaluation loop may continue through the scheduled 
programs 900 and on to other programs. The Sorting algo 
rithm 902 may maintain a sorted data structure of scores 
904, where programs are sorted based on the score provided 
by the patient. A predefined threshold may be used to discard 
any programs that fail to meet a minimum score. In the 
example illustrated in FIG. 9, the threshold is five. As such, 
Program C and Program Bare discarded and Programs D and 
Aare kept for additional evaluation. For example, Programs 
D and A may be used together or individually in a subse 
quent schedule of four programs so that the patient can 
evaluate them against other programs. In this example, a 
higher score reflects a better program. This is fine for 
composite scores, but for NRS, which usually uses lower 
scores as better (meaning less pain), the comparisons and 
thresholds may be adapted accordingly. 
0104. Another search method 702 is illustrated in FIG. 
10, which illustrates, by way of example, an embodiment of 
a gradient descent method used as a search method. In 
general, the gradient descent method is given an aspect of 
programming to optimize and an initial value for the aspect. 
The gradient descent method then searches for the local 
optimal value for the aspect. If the method is used to find a 
local maximum of the function, the procedure is then known 
as a gradient ascent method. For the purposes of this 
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discussion, the term gradient descent will be used, but it is 
understood that when seeking a local maximum, the term 
gradient ascent may also be applicable. 
0105 FIG. 16 illustrates, by way of example, an embodi 
ment of a gradient descent method 1600. At block 1602, an 
initial value of the parameter(s) P is taken. The outcome of 
the parameter(s) P is evaluated (block 1604). This estab 
lishes a starting point for the rest of the evaluations. At block 
1606, a descent direct (+ or -) is determined based on the 
results from adjacent values of P. For example, a value 
higher than the initial value of P is evaluated and a value 
lower than the initial value of P is evaluated. Based on which 
value shows a better result, the descent method 1600 is set 
to an increasing direction or a decreasing direction. At block 
1608, a step size AP is selected. The AP may be a value based 
on the initial value of P. For example, if the initial value of 
P is 200, the AP step size may be 50% of the current value 
of such that the AP=100. At block 1610, the value of P is 
updated by the AP in the direction determined at operation 
block 1606. At block 1612, the outcome is evaluated using 
the new value of P. At block 1614, it is determined whether 
the method 1600 has met a stopping criteria (e.g., outcome 
reaches a local minimum). If the stopping criteria is met, 
then the method 1600 ends at block 1616 and the value P is 
output. Otherwise, the method 1600 iterates to block 1608 to 
continue processing. 
0106. As an example, in FIG. 10, the gradient descent 
method 1000 is provided a program 1002 with an indication 
to optimize on frequency, beginning with an initial fre 
quency value of 50 Hz. The gradient descent method 1000 
begins with the initial values and the patient’s device is 
programmed with the initial values (e.g., 50 Hz frequency). 
The patient may be progressed through a number of pro 
grams that are guided by the gradient descent method 1000. 
0107. In the example illustrated in FIG. 10, the gradient 
descent method 1000 begins with a 50 Hz frequency, relates 
it to a score obtained from the patient via patient feedback, 
and then progresses to the next program, which may use a 
step value of the initial value. Other step values may be used, 
Such as a fixed number (e.g., increase? decrease by 10 HZ), 
percentage (e.g., increase/decrease by 100% of the initial 
value), or other mechanisms. As illustrated, the step value is 
used until a score is received that indicates a decreased 
program performance. In particular, the patient is first pre 
sented with a program using 50 Hz frequency, which is 
scored a five. Then the patient is presented with a program 
using a 100 Hz frequency, which is scored at a higher score 
of six. Then, using the same step value of 50 Hz, the patient 
is presented with a program using a 150 Hz frequency, 
which is scored at a lower score of three. At this point, the 
gradient descent method 1000 seeks to find the local optimal 
value between the two values of 100 Hz, and 150 HZ. 
Continuing with the example, the gradient descent method 
1000 tests 125 Hz and finds that it is better than 150 Hz, an 
it continues reducing the HZ value to seek the next point of 
deflection (where the scoring trend changes). The gradient 
descent method 1000 reduces the HZ to 110 Hz, and receives 
a score of seven, which is an increase over the score at 125 
HZ. The gradient descent method 1000 then tests a value 
between 100 Hz and 110 Hz, (e.g., 105 Hz) and may continue 
in this manner. 

0108. The gradient descent method 1000 may maintain 
the optimal frequency based on the best observed score. In 
this case, it is a frequency of 110 Hz with a score of seven. 
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The data used in gradient descent method 1000 may also be 
represented in various reports, such as a line graph, bar 
chart, or the like to visualize the scoring trends versus the 
metrics being optimized. 
0109 Another search method 702 is sensitivity analysis. 
Sensitivity analysis can be used to find regions in a space of 
input factor for which a model output is either maximum or 
minimum or meets Some optimum criteria. In an embodi 
ment, a number N of sets of data may be collected that 
represent stimulation parameters and corresponding out 
comes. The stimulation parameters may include location, 
amplitude, pulse width, frequency, duty cycle, pattern, frac 
tionalization, etc. Outcome variables may include visual 
analog scale (VAS), numerical rating scale (NRS), satisfac 
tion, comfort level, global impression of change, activity, or 
derived outcome measure, etc. Using the stimulation param 
eters (X) and the outcome variables (Y), a parameter 
outcome model may be built. In an embodiment, the param 
eter-outcome model is a regression model where Y=f(X,a), 
where a is a vector of k unknown coefficients to be identi 
fied. In general, it is better to have N>k. Using the N sets of 
data, the sensitivity analysis is applied to assess the signifi 
cance of the input variables to the output variables. The 
result of the sensitivity analysis is to identify sensitive 
parameter sets and insensitive parameter sets. 
0110. It is understood that other methods may be used to 
determine or classify sensitive/insensitive parameter sets, 
Such as machine learning, neural networks, or guided selec 
tion. With guided selection, a user may be presented with 
various stimulation parameter sets and may drop the insen 
sitive parameters, focusing on the sensitive parameter 
adjustment. Users may have the option to include insensitive 
parameters during later stimulation testing. Using sensitivity 
analysis, a system may automatically choose dimensions or 
recommend default stimulation parameters. 
0111. It is understood that in various embodiments, given 
Y=f(X, a), a may be a matrix or a vector depending on the 
dimension of X and Y, e.g., X is kxN and Y is mixN, that is, 
for each set of X of k stimulation parameters, there is a set 
of outcome evaluations Y of m outcome variables. The a 
would be a coefficient matrix of mxk that represents the 
significance of each of the stimulation parameters to each of 
the outcome variables. 

0112 FIG. 15 illustrates, by way of example, an embodi 
ment of a method 1500 that identifies parameter sets. At 
block 1502, a threshold value for sensitivity/significance 
evaluation is identified. At block 1504, a set N of k stimu 
lation parameters to be evaluated is collected, wherein X is 
of kxN. At block 1506, for each of the stimulation param 
eters, a set of outcome evaluation Y of in variables is 
collected, where Y is of inxN. At block 1508, the parameter 
outcome model Y=f(X, a) is built, where a is of mixk. At 
block 1510, the value a is checked against the sensitivity/ 
significance threshold to identify sensitive sets versus insen 
sitive sets of each of the in outcome variables. At block 
1512, it is determined whether to reduce the parameters for 
further evaluation. If the outcome of the determination at 
block 1512 is negative, then at block 1514, the method 1500 
is complete and the parameter sets are output (both the 
sensitive set of parameters and the insensitive set of param 
eters). The method 1500 may output both subsets (sensitive 
set and insensitive set), so that further processing or actions 
may be taken on them, for example, the sensitive set may be 
used to guide the programming of therapeutic stimulation 
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and insensitive set may be used to guide the creation of 
variation in stimulation parameters if needed (e.g. to prevent 
adaptation to fixed stimulation parameters) but does not 
significantly alter the therapeutic effect. If the outcome of 
the determination at block 1512 is affirmative, then for a 
sensitive set, at block 1516, the set is kept for further 
evaluation and the number of stimulation parameters k is 
updated. For an insensitive set, at block 1518, the insensitive 
set is dropped from further evaluation, but recorded for later 
use (as previously described). The method 1500 continues to 
block 1504 for continued execution. Continued iterations of 
the method 1500 refine the sensitive subset to provide 
additional levels of sensitivity analysis. 
0113. It is understood that the user may bound the search 
space in any of the search methods discussed in this docu 
ment. The user may bound one or more of location bounds, 
location discreet points, pulse width bounds, frequency 
bounds, or amplitude bounds. 
0114. In addition, it is understood that the search methods 
may be used to determine time or space parameters for 
stimulation. A brief discussion of time and space parameters 
is provided herein. 
0115 For the purposes of this discussion, a stimulation 
protocol may be considered as a construction of building 
blocks beginning with a pulse. A pulse is single waveform 
and typically has a timescale in the millisecond range. A 
burst is a sequence of pulses and may have a timescale on 
the millisecond to second range. A train is a sequence of 
bursts and may have a timescale of millisecond, seconds, or 
even minutes depending on the programming used. A pro 
gramming sequence is a combination of pulses, bursts, and 
trains. The programming sequence may also include pauses; 
periods with no electrical stimulation. A programming 
sequence may be cyclical over short durations or be non 
cyclical over a short duration, but repeat over some longer 
“macropulse' duration. 
0116. In a pulse burst or a pulse train, the intervals 
between pulses may be regular or irregular. In general, the 
time domain includes stimulation parameters that control the 
timing, size, or shape of pulses. Time domain parameters 
include, but are not limited to, the pulse rate, pulse ampli 
tude, pulse shape, pulse width, and interpulse delay (e.g., 
between bursts or trains). 
0117. In addition to the characteristics of the pulses, the 
location and direction of stimulation may be controlled 
using stimulation parameters in the space domain. Various 
spatial domain parameters include, but are not limited to, 
lead activation (e.g., which lead(s) are active/inactive), 
electrode activation (e.g., which electrode(s) in a lead are 
active/inactive) and active contact fractionalization (e.g., of 
the active electrodes, how much current is Supplied to each 
active electrode in a lead). 
0118. The search method 702 may search for a best 
location among a set of possible locations to apply stimu 
lation (e.g., spatial domain parameter). As illustrated in FIG. 
11, the search method 702 may be provided with a starting 
location S 1100 and then use an optimization approach to 
determine a final location F 1102. Beginning at the starting 
location 1100, the search method 702 may progress through 
one or more test points until it finds an optimal point, which 
is then considered the final location 1102. The test points 
may be defined as a target volume of activation (VOA), 
target field, or target pole, in various embodiments. Test 
points may be defined by contact locations. Test points may 
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be provided by a user (e.g., user selected test points). 
Alternatively, the test point target pole may be a virtual or 
ideal pole or multipole pole (e.g., a virtual bipole or tripole). 
A virtual multipole may be defined by computing field 
potential values that the virtual multipole creates on an array 
of spatial observation points, and determining the stimula 
tion amplitude distribution on the electrodes that would 
result in estimated electrical field potential values at the 
spatial observation points that best matches the desired field 
potential values at the spatial observation points. It can be 
appreciated that current steering can be implemented by 
moving the virtual multipoles about the leads, such that the 
appropriate stimulation amplitude distribution for the elec 
trodes is computed for each of the various positions of the 
virtual multipole. As a result, the current steering can be 
implemented using an arbitrary number and arrangement of 
electrodes. 

0119 The search method 702 then searches a space for 
the best point among a set of possible points. The search 
space may be bounded. In the example illustrated in FIG. 11, 
the search space is bounded by a left bound 1104, a right 
bound 1106, a rostral bound 1108, and a caudal bound 1110. 
Bounds may be clinician/user defined or based on a pain 
drawing (e.g., using a mapping of probability between pain 
and ideal stimulation locus). Alternatively, the search 
method 702 may define bounds during the optimization 
process (e.g., by using insensitive parameters or pain score 
thresholding, etc.), 
0120. As described above, the search method 702 may 
program the patient’s device (e.g., IPG) with parameters and 
allow the program to operate for a sufficient time to allow for 
wash-in/out. Once the patient has some experience with the 
program, the patient may provide feedback, which is used as 
input into the search method 702 and may alter the selection 
or identification of other programs. It is understood that any 
of the search or optimization algorithms discussed in this 
document may be used to search for optimal spatial param 
eters. Additionally, the spatial parameters may be searched 
in combination with time domain parameters. 
0121 The search method 702 may use user feedback. It 

is understood that a user's comfort level may vary day-to 
day or hour-to-hour with the same program. The user's 
posture, activity level, medication, and other variables may 
introduce noise into the scores provided by the user. In order 
to manage the noise in these metrics, one or more techniques 
may be used in an embodiment, an overall satisfaction score 
is used. 

0122 AS another example, a numerous amount of 
samples may be taken. Thus, in an embodiment, multiple 
scores are obtained for a given program. The scores may be 
averaged, added, or otherwise mathematically combined to 
obtain an output score. 
0123. As another example, objective measures may be 
obtained and used for corroboration with the patient feed 
back, used in combination with the patient feedback (e.g., 
mathematically combined), or used in place of patient feed 
back. Objective measures may include physiological metrics 
Such as posture, activity, heart rate, heart rate variability, etc. 
0.124. As another example, repeated evaluations of the 
same program may be used to recheck and verify a patients 
reaction to a given program. Knowingly or unknowingly, the 
patient may be presented with the same program at a later 
time and the patients feedback from the program may be 
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averaged or otherwise combined with previous feedback 
from an earlier instance of the programs use. 
0.125. After identifying a good program (or multiple good 
programs), the IPG may be configured to operate with the 
identified program(s) for a time until the next re-optimiza 
tion and reconfiguration. Ideally during this time, the patient 
has the best program available at that time. However, the 
patient may experience some neurological conditioning 
where the patient’s neurological system becomes accus 
tomed to the program in a way that the program loses some 
of its effect on the patient. The result may be the patient 
experiences more pain or different pain as the days or weeks 
go by. In an effort to avoid this neurological conditioning, 
the patient may be provided with a rotating or shifting 
program schedule. This altering program schedule may 
provide for neuroplasticity in the patient’s neurological 
system; keeping the patient’s neurological system confused 
and improving the performance or longevity of a programs 
efficacy. Such programming reduces the need to reprogram, 
thereby reducing power consumption in the devices in the 
neuromodulation system and increasing patient quality of 
life. 
0.126 Thus, in an embodiment, two or more programs 
may be cycled on the IPG. The programs may be altered on 
a regular basis e.g., changing every seven days or on an 
irregular basis (e.g., changing randomly within a five to 
seven day range). When more than two programs are cycled, 
the order of the programs may be regular (e.g., cycling in 
sequence) or irregular (e.g., cycling arbitrarily). 
I0127. In an example, a burst waveform may run for a 
specified period before the system automatically shifts to a 
high rate wave form, with cycling between programs. To 
avoid a period where pain relief and/or therapeutic effect 
from the first waveforms (A) ends before the therapeutic 
effect of the next waveform (B) begins, waveform B may be 
initiated prior to the termination of waveform A. 
I0128 FIG. 12 illustrates, by way of example, an embodi 
ment of a system 1200 that utilizes a search method to search 
for an optimal neuromodulation parameter set. The system 
1200 may take on one of many forms. The system 1200 may 
be a remote control or other external device used by a patient 
or clinician. Alternatively, the system 1200 may be a server 
or cloud-based device, a network appliance, or other net 
worked device connected via a network (or combination of 
networks) to a user device. The networks may include local, 
short-range, or long-range networks. Such as Bluetooth, 
cellular or other wired or wireless networks. 
I0129. The system 1200 includes a processor 1202 and a 
memory 1204. The processor 1202 may be any single 
processor or group of processors that act cooperatively. The 
memory 1204 may be any type of memory, including 
volatile or non-volatile memory. The memory 1204 may 
include instructions, which when executed by the processor 
1202, cause the processor 1202 to access at least one of: 
patient input, clinician input, or automatic input. 
0.130. In an embodiment, the patient input comprises 
Subjective data. In various embodiments, the Subjective data 
may include comprises a visual analog scale (VAS), numeri 
cal rating scale (NRS), a satisfaction score, a global impres 
sion of change, or an activity level. 
I0131. In an embodiment, the clinician input includes a 
selected neuromodulation parameter set, a selected neuro 
modulation parameter set dimension, or a search method 
configuration option. As described elsewhere in this docu 
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ment, the clinician or other user may select one or more 
programs (e.g., parameter sets) to evaluate. Alternatively or 
in addition to selecting a program or programs, the clinician 
or user may select a particular dimension of a parameter set. 
Dimensions include aspects like frequency or amplitude of 
a stimulation waveform. Thus, in various embodiments, the 
selected neuromodulation parameter set dimension com 
prises a spatial location, a frequency, a pulse width, a 
number of pulses within a burst or train of pulses, the 
train-to-train interval, the burst frequency of these trains, a 
pulse duty cycle, or a burst duty cycle. In addition to 
programs or dimensions, a user may configure the search 
method, Such as by configuring what the patient can do to 
modify programs or skip programs, or other aspects of the 
search methodology. Thus, in various embodiments, the 
search method configuration option comprises a test range 
for a neuromodulation parameter set dimension, a termina 
tion criteria for a neuromodulation parameter set test, an 
amount of time to test a neuromodulation parameter set, a 
minimum evaluation time for a candidate neuromodulation 
parameter set, or a Survival threshold for a neuromodulation 
parameter set under test. 
0.132. In an embodiment, the automatic input comprises 
data received from a patient device, Patient devices include 
various devices, such as a personal computer (PC), a tablet 
PC, a hybrid tablet, a personal digital assistant (PDA), a 
mobile telephone, an implantable pulse generator (IPG), an 
external remote control (RC), a User's Programmer (CP), an 
External Trial Stimulator (ETS), or any machine capable of 
executing instructions (seque)tial or otherwise) that specify 
actions to be taken by that machine. In an embodiment, the 
patient device comprises an accelerometer and the automatic 
input comprises activity data. In an embodiment, the patient 
device comprises a heart rate monitor and the automatic 
input comprises heart rate or heart rate variability. In an 
embodiment, the patient device comprises an implantable 
pulse generator and the automatic input comprises field 
potentials. 
0133. The processor 1202 may further use the patient 
input, clinician input, or automatic input in a search method, 
the search method designed to evaluate a plurality of can 
didate neuromodulation parameter sets to identify an opti 
mal neuromodulation parameter set. As described elsewhere 
in this document, various search methods may be used to 
evaluate a group of programs or progress through programs 
to identify an optimal program. 
0134. In an embodiment, the search method comprises a 
sorting algorithm that uses scoring from the patient to sort 
the plurality of candidate parameter sets and remove param 
eter sets from the plurality of candidate parameter sets that 
fail to meet a threshold score. 
0135. In an embodiment, wherein the search method 
comprises a gradient descent system that progresses through 
the plurality of candidate parameter sets to optimize a 
dimension of the candidate parameter sets. 
0136. In an embodiment, the search method comprises a 
sensitivity analysis that builds a model from stimulation 
variables and outcome variables, and uses a regression 
model to identify a vector of coefficients. 
0.137 The processor 1202 may further program a neuro 
modulator using the optimal neuromodulation parameter set 
to stimulate a patient. 
0138 FIG. 13 illustrates, by way of example, an embodi 
ment of a method 1300 that utilizes a search method to 
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search for an optimal neuromodulation parameter set. At 
1302, at least one of patient input, clinician input, or 
automatic input is accessed at a computerized system. 
0.139. In an embodiment, the patient input comprises 
Subjective data. In various embodiments, the Subjective data 
comprises a visual analog scale (VAS), numerical rating 
scale (NRS), a satisfaction score, a global impression of 
change, or an activity level. 
0140. In various embodiments, the clinician input com 
prises a selected neuromodulation parameter set, a selected 
neuromodulation parameter set dimension, or a search 
method configuration option. In a further various embodi 
ments, the selected neuromodulation parameter set dimen 
sion comprises a spatial location, a frequency, a pulse width, 
a number of pulses within a burst or train of pulses, the 
train-to-train interval, the burst frequency of these trains, a 
pulse duty cycle, or a burst duty cycle. In another embodi 
ment, the search method configuration option comprises a 
test range for a neuromodulation parameter set dimension, a 
termination criteria for a neuromodulation parameter set 
test, an amount of time to test a neuromodulation parameter 
set, a minimum evaluation time for a candidate neuromodu 
lation parameter set, or a survival threshold for a neuro 
modulation parameter set under test. 
0.141. In an embodiment, the automatic input comprises 
data received from a patient device. In a further embodi 
ment, the patient device comprises an accelerometer and the 
automatic input comprises activity data. In another embodi 
ment, the patient device comprises a heart rate monitor and 
the automatic input comprises heart rate or heart rate vari 
ability. In another embodiment, the patient device comprises 
an implantable pulse generator and the automatic input 
comprises field potentials. 
0142. At 1304, the patient input, clinician input, or auto 
matic input is used in a search method, the search method 
designed to evaluate a plurality of candidate neuromodula 
tion parameter sets to identify an optimal neuromodulation 
parameter set. In an embodiment, the search method com 
prises a sorting algorithm that uses scoring from the patient 
to sort the plurality of candidate parameter sets and remove 
parameter sets from the plurality of candidate parameter sets 
that fail to meet a threshold score. In an embodiment, the 
search method comprises a gradient descent method that 
progresses through the plurality of candidate parameter sets 
to optimize a dimension of the candidate parameter sets. In 
an embodiment, the search method comprises a sensitivity 
analysis that builds a model from stimulation variables and 
outcome variables, and uses a regression model to identify 
a vector of coefficients. 
0.143 At 1306, a neuromodulator is programmed using 
the optimal neuromodulation parameter set to stimulate a 
patient. 
014.4 FIG. 14 is a block diagram illustrating a machine in 
the example form of a computer system 1400, within which 
a set or sequence of instructions may be executed to cause 
the machine to perform any one of the methodologies 
discussed herein, according to an example embodiment. In 
alternative embodiments, the machine operates as a stand 
alone device or may be connected (e.g., networked) to other 
machines. In a networked deployment, the machine may 
operate in the capacity of either a server or a client machine 
in server-client network environments, or it may act as a peer 
machine in peer-to-peer (or distributed) network environ 
ments. The machine may a personal computer (PC), a tablet 
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PC, a hybrid tablet, a personal digital assistant (PDA), a 
mobile telephone, an implantable pulse generator (IPG), an 
external remote control (RC), a User's Programmer (CP), an 
External Trial Stimulator (ETS), or any machine capable of 
executing instructions (sequential or otherwise) that specify 
actions to be taken by that machine. Further, while only a 
single machine is illustrated, the term “machine' shall also 
be taken to include any collection of machines that indi 
vidually or jointly execute a set (or multiple sets) of instruc 
tions to perform any one or more of the methodologies 
discussed herein. Similarly, the term “processor-based sys 
tem’ shall be taken to include any set of one or more 
machines that are controlled by or operated by a processor 
(e.g., a computer) to individually or jointly execute instruc 
tions to perform any one or more of the methodologies 
discussed herein. 

0145 Example computer system 1400 includes at least 
one processor 1402 (e.g., a central processing unit (CPU), a 
graphics processing unit (GPU) or both, processor cores, 
compute nodes, etc.), a main memory 1404 and a static 
memory 1406, which communicate with each other via a 
link 1408 (e.g., bus). The computer system 1400 may further 
include a video display unit 1410, an alphanumeric input 
device 1412 (e.g., a keyboard), and a user interface (UI) 
navigation device 1414 (e.g., a mouse). In one embodiment, 
the video display unit 1410, input device 1412 and UT 
navigation device 1414 are incorporated into a touch screen 
display. The computer system 1400 may additionally 
include a storage device 1416 (e.g., a drive unit), a signal 
generation device 1418 (e.g., a speaker), a network interface 
device 1420, and one or more sensors (not shown). Such as 
a global positioning system (GPS) sensor, compass, accel 
erometer, or other sensor. 
0146 The storage device 1416 includes a machine-read 
able medium 1422 on which is stored one or more sets of 
data structures and instructions 1424 (e.g., software) 
embodying or utilized by any one or more of the method 
ologies or functions described herein. The instructions 1424 
may also reside, completely or at least partially, within the 
main memory 1404, static memory 1406, and/or within the 
processor 1402 during execution thereof by the computer 
system 1400, with the main memory 1404, static memory 
1406, and the processor 1402 also constituting machine 
readable media. 

0147 While the machine-readable medium 1422 is illus 
trated in an example embodiment to be a single medium, the 
term “machine-readable medium' may include a single 
medium or multiple media (e.g., a centralized or distributed 
database, and/or associated caches and servers) that store the 
one or more instructions 1424. The term “machine-readable 
medium’ shall also be taken to include any tangible medium 
that is capable of storing, encoding or carrying instructions 
for execution by the machine and that cause the machine to 
performany one or more of the methodologies of the present 
disclosure or that is capable of storing, encoding or carrying 
data structures utilized by or associated with Such instruc 
tions. The term “machine-readable medium’ shall accord 
ingly be taken to include, but not be limited to, solid-state 
memories, and optical and magnetic media. Specific 
examples of machine-readable media include non-volatile 
memory, including but not limited to, by way of example, 
semiconductor memory devices (e.g., electrically program 
mable read-only memory (EPROM), electrically erasable 
programmable read-only memory (EEPROM)) and flash 
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memory devices; magnetic disks such as internal hard disks 
and removable disks; magneto-optical disks; and CD-ROM 
and DVD-ROM disks. 
0.148. The instructions 1424 may further be transmitted or 
received over a communications network 1426 using a 
transmission medium via the network interface device 1420 
utilizing any one of a number of well-known transfer 
protocols (e.g., HTTP). Examples of communication net 
works include a local area network (LAN), a wide area 
network (WAN), the Internet, mobile telephone networks, 
plain old telephone (POTS) networks, and wireless data 
networks (e.g., 3G, and 4G LTE/LTE-A or WiMAX net 
works). The term “transmission medium’ shall be taken to 
include any intangible medium that is capable of storing, 
encoding, or carrying instructions for execution by the 
machine, and includes digital or analog communications 
signals or other intangible medium to facilitate communi 
cation of Such software. 
014.9 The above detailed description is intended to be 
illustrative, and not restrictive. The scope of the disclosure 
should, therefore, be determined with references to the 
appended claims, along with the full scope of equivalents to 
which such claims are entitled. 
What is claimed is: 
1. A system comprising: 
a processor; and 
a memory device comprising instructions, which then 

executed by the processor, cause the processor to: 
access at least one of: patient input, clinician input, or 

automatic input; 
use the patient input, clinician input, or automatic input 

in a search method, the search method designed to 
evaluate a plurality of candidate neuromodulation 
parameter sets to identify an optimal neuromodula 
tion parameter set of the plurality of candidate neu 
romodulation parameter sets; and 

program a neuromodulator using the optimal neuro 
modulation parameter set to stimulate a patient. 

2. The system of claim 1, wherein the patient input 
comprises Subjective data. 

3. The system of claim 2, wherein the subjective data 
comprises a visual analog scale (VAS), numerical rating 
scale (NRS), a satisfaction score, a global impression of 
change, or an activity level. 

4. The system of claim 1, wherein the clinician input 
comprises a selected neuromodulation parameter set, a 
selected neuromodulation parameter set dimension, or a 
search method configuration option. 

5. The system of claim 4, wherein the selected neuro 
modulation parameter set dimension comprises a spatial 
location, a frequency, a pulse width, a number of pulses 
within a burst or train of pulses, the train-to-train interval, 
the burst frequency of these trains, a pulse duty cycle, or a 
burst duty cycle. 

6. The system of claim 4, wherein the search method 
configuration option comprises a test range for a neuro 
modulation parameter set dimension, a termination criteria 
for a neuromodulation parameter set test, an amount of time 
to test a neuromodulation parameter set, a minimum evalu 
ation time for a candidate neuromodulation parameter set, or 
a Survival threshold for a neuromodulation parameter set 
under test. 

7. The system of claim 1, wherein the automatic input 
comprises data received from a patient device. 
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8. The system of claim 7, wherein the patient device 
comprises an accelerometer and the automatic input com 
prises activity data. 

9. The system of claim 7, wherein the patient device 
comprises a heart rate monitor and the automatic input 
comprises heart rate or heart rate variability. 

10. The system of claim 7, wherein the patient device 
comprises an implantable pulse generator and the automatic 
input comprises field potentials. 

11. The system of claim 1, wherein the search method 
comprises a sorting algorithm that uses scoring from the 
patient to sort the plurality of candidate parameter sets and 
remove parameter sets from the plurality of candidate 
parameter sets that fail to meet a threshold score. 

12. The system of claim 1, wherein the search method 
comprises a gradient descent system that progresses through 
the plurality of candidate parameter sets to optimize a 
dimension of the candidate parameter sets. 

13. The system of claim 1, wherein the search method 
comprises a sensitivity analysis that builds a model from 
stimulation variables and outcome variables, and uses a 
regression model to identify a vector of coefficients. 

14. A method comprising: 
accessing, at a computerized system, at least one of 

patient input, clinician input, or automatic input; 
using the patient input, clinician input, or automatic input 

in a search method, the search method designed to 
evaluate a plurality of candidate neuromodulation 
parameter sets to identify an optimal neuromodulation 
parameter set of the plurality of candidate neuromodu 
lation parameter sets; and 

programming a neuromodulator using the optimal neuro 
modulation parameter set to stimulate a patient. 

15. The method of claim 14, wherein the patient input 
comprises subjective data, the Subjective data comprising a 
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visual analog scale (VAS), numerical rating scale (NRS), a 
satisfaction score, a global impression of change, or an 
activity level. 

16. The method of claim 14, wherein the clinician input 
comprises a selected neuromodulation parameter set, a 
selected neuromodulation parameter set dimension, or a 
search method configuration option. 

17. The method of claim 14, wherein the search method 
comprises a sorting algorithm that uses scoring from the 
patient to sort the plurality of candidate parameter sets and 
remove parameter sets from the plurality of candidate 
parameter sets that fail to meet a threshold score. 

18. The method of claim 14, wherein the search method 
comprises a gradient descent method that progresses through 
the plurality of candidate parameter sets to optimize a 
dimension of the candidate parameter sets. 

19. The method of claim 14, wherein the search method 
comprises a sensitivity analysis that builds a model from 
stimulation variables and outcome variables, and uses a 
regression model to identify a vector of coefficients. 

20. A non-transitory machine-readable medium including 
instructions, which when executed by a machine, cause the 
machine to: 

access at least one of patient input, clinician input, or 
automatic input; 

use the patient input, clinician input, or automatic input in 
a search method, the search method designed to evalu 
ate a plurality of candidate neuromodulation parameter 
sets to identify an optimal neuromodulation parameter 
set of the plurality of candidate neuromodulation 
parameter sets; and 

program a neuromodulator using the optimal neuromodu 
lation parameter set to stimulate a patient. 
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