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(54) 발명의 명칭 심리스 애플리케이션 통합 장치 및 방법

(57) 요 약

본 발명의 일 양상에 따른 장치는, 호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화

시스템에서 심리스 애플리케이션 통합(SAI, seamless application integration) 환경을 제공하기 위해 호스트

가상 머신에 설치되는 심리스 통합 서버, 및 심리스 통합 서버에 대응되는 심리스 통합 클라이언트가 게스트

가상 머신에 설치되어 있는지 여부를 판단하고, 판단 결과에 따라 심리스 통합 클라이언트를 게스트 가상 머신

에 설치하는 동적 재구성부를 포함할 수 있다.

대 표 도 - 도4
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특허청구의 범위

청구항 1 

호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화 시스템에서 심리스 애플리케이션 통

합(SAI, seamless application integration) 환경을 제공하기 위해 호스트 가상 머신에 설치되는 심리스 통합

서버; 및

상기 심리스 통합 서버에 대응되는 심리스 통합 클라이언트가 게스트 가상 머신에 설치되어 있는지 여부를 판

단하고, 판단 결과에 따라 심리스 통합 클라이언트를 게스트 가상 머신에 설치하는 동적 재구성부; 를 포함하

는 심리스 애플리케이션 통합 장치.

청구항 2 

제 1 항에 있어서, 상기 동적 재구성부는 

게스트 가상 머신의 프로세스 리스트 또는 파일 시스템을 조사하여 심리스 통합 클라이언트의 설치 여부를 검

출하는 심리스 애플리케이션 통합 장치.

청구항 3 

제 1 항에 있어서, 상기 동적 재구성부는 

게스트 가상 머신의 파일 시스템에 접근하여 심리스 통합 클라이언트의 설치 파일을 저장하고,

게스트 가상 머신의 메모리 영역에 접근하여 심리스 통합 클라이언트를 구동하는 부트스트랩 코드(bootstrap

code)를 삽입하고, 

게스트 가상 머신의 프로그램 카운터의 위치를 상기 부트스트랩 코드가 삽입된 위치로 변경하는 심리스 애플

리케이션 통합 장치.

청구항 4 

제 1 항에 있어서, 상기 동적 재구성부는 

설치된 심리스 통합 클라이언트의 실행에 따라 게스트 가상 머신의 메모리 영역이 수정되는지 여부를 판단하

고, 

게스트  가상  머신의  메모리  영역이  수정되는  경우,  수정된  메모리  영역에  대한  변환  색인  버퍼(TLB,

translation lookaside buffer)의 플러시를 수행하고,

게스트 가상 머신의 메모리 영역이 수정되지 아니하는 경우, CPU 캐시를 플러시하고 VCPU 컨텍스트를 복원하

여 상기 프로그램 카운터의 위치를 원래의 위치로 복귀시키는 심리스 애플리케이션 통합 장치.

청구항 5 

제 1 항에 있어서, 상기 동적 재구성부는 

상기 가상화 시스템과 물리적으로 분리된 원격 시스템상에서 상기 심리스 통합 클라이언트의 설치를 수행하는

심리스 애플리케이션 통합 장치.

청구항 6 
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호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화 시스템에서 심리스 애플리케이션 통

합(SAI, seamless application integration) 환경을 제공하기 위해 호스트 가상 머신에 설치되는 심리스 통합

서버;

상기 심리스 통합 서버에 대응되고 게스트 가상 머신에 설치되는 심리스 통합 클라이언트; 

상기 심리스 통합 서버와 상기 심리스 통합 클라이언트의 버전이 일치하는지 여부를 판단하고, 판단 결과에

따라 상기 심리스 통합 클라이언트를 교체하는 동적 재구성부; 를 포함하는 심리스 애플리케이션 통합 장치.

청구항 7 

제 6 항에 있어서, 상기 동적 재구성부는 

버전 확인 메시지를 전송하는 동적 재구성 서버; 및

상기 버전 확인 메시지를 수신하고, 수신된 버전 확인 메시지에 따라 상기 심리스 통합 클라이언트의 버전이

상기 심리스 통합 서버의 버전과 일치하는지 여부를 판단하고, 판단 결과에 따라 상기 심리스 통합 클라이언

트를 버전에 맞게 교체하고, 상기 버전 확인 메시지에 대해 응답하는 동적 재구성 클라이언트; 를 포함하는

심리스 애플리케이션 통합 장치.

청구항 8 

호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화 시스템에서 심리스 애플리케이션 통

합(SAI, seamless application integration) 환경을 제공하기 위해 호스트 가상 머신에 설치되는 심리스 통합

서버;

상기 심리스 통합 서버에 대응되고 게스트 가상 머신에 설치되는 심리스 통합 클라이언트; 

상기 심리스 통합 서버의 각 컴포넌트가 게스트 가상 머신의 실행 환경을 지원하는지 여부를 판단하고, 판단

결과에 따라 상기 심리스 통합 서버의 각 컴포넌트를 교체 또는 추가하는 동적 재구성 서버; 및

상기 심리스 통합 클라이언트의 각 컴포넌트가 호스트 가상 머신의 실행 환경을 지원하는지 여부를 판단하고,

판단  결과에  따라  상기  심리스  통합  클라이언트의  각  컴포넌트를  교체  또는  추가하는  동적  재구성

클라이언트; 를 포함하는 심리스 애플리케이션 통합 장치.

청구항 9 

호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화 시스템에서 심리스 애플리케이션 통

합(SAI, seamless application integration) 환경을 제공하기 위해 호스트 가상 머신에 설치되는 심리스 통합

서버에 대응되는 심리스 통합 클라이언트가 게스트 가상 머신에 설치되어 있는지 여부를 판단하는 단계; 및

상기 판단 결과에 따라 심리스 통합 클라이언트를 게스트 가상 머신에 설치하는 단계; 를 포함하는 심리스 애

플리케이션 통합 방법.

청구항 10 

제 9 항에 있어서, 

상기 심리스 통합 서버와 상기 심리스 통합 클라이언트의 버전이 일치하는지 여부를 판단하는 단계; 및

상기 판단 결과에 따라 상기 심리스 통합 클라이언트를 교체하는 단계; 를 더 포함하는 심리스 애플리케이션

통합 방법.
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청구항 11 

제 10 항에 있어서,

상기 심리스 통합 서버가 게스트 가상 머신의 실행 환경을 지원하는지 여부 또는 상기 심리스 통합 클라이언

트가 호스트 가상 머신의 실행 환경을 지원하는지 여부를 판단하는 단계; 및

판단 결과에 따라 상기 심리스 통합 서버의 컴포넌트 또는 상기 심리스 통합 클라이언트의 컴포넌트를 교체

또는 추가하는 단계; 를 더 포함하는 심리스 애플리케이션 통합 방법.

명 세 서

기 술 분 야

가상화 기술을 활용한 시스템에서의 애플리케이션의 심리스한 통합 기술과 관련된다.[0001]

배 경 기 술

시스템 가상화 기술이란 물리적 장치의 하드웨어를 여러 개의 가상화된 하드웨어로 표현함으로써 하나의 물리[0002]

적 장치에서 다양한 운영체제가 동작할 수 있도록 하는 기술을 말한다.  서로 다른 종류의 운영체제들은 시스

템 가상화 기술이 제공하는 가상화 환경에서 독립적으로 동작할 수 있다.  따라서 사용자가 어떤 애플리케이

션을 사용할 때, 그 애플리케이션이 어떤 운영체제에서 실행되는 애플리케이션인지 인식할 필요없이 심리스하

게 애플리케이션을 사용할 수 있다. 

가상화된 시스템은 각 운영체제에 대응되는 다수의 도메인을 포함한다.  도메인은 시스템 하드웨어에 접근할[0003]

수 있는 메인 도메인과 시스템 하드웨어에 접근할 수 없는 서브 도메인으로 구분할 수 있다.  사용자는 시스

템 가상화 기술에 따라 서브 도메인의 애플리케이션이 메인 도메인에서 실행되는 것처럼 느낄 수 있다.

이와 같이 심리스한 애플리케이션 통합 환경을 제공하기 위하여 각 도메인에는 심리스 애플리케이션 통합 모[0004]

듈이 설치된다.  그런데 서브 도메인의 운영체제가 외부로부터 이주해온 운영체제인 경우 그 서브 도메인에

필요한 심리스 애플리케이션 통합 모듈이 설치되어 있지 아니할 수 있다.  또한 각 도메인에 설치된 심리스

애플리케이션 통합 모듈이 서로 매칭되지 아니하거나 각 도메인의 실행 환경이 변경되면 적절하게 심리스 애

플리케이션 통합 환경을 사용자에게 제공할 수가 없다.

발명의 내용

해결하려는 과제

사용자의 개입없이 자동으로 필요한 심리스 애플리케이션 통합 모듈을 동적으로 재구성할 수 있는 심리스 애[0005]

플리케이션 통합 장치 및 방법이 제공된다.

과제의 해결 수단

본 발명의 일 양상에 따른 장치는, 호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화[0006]

시스템에서 심리스 애플리케이션 통합(SAI, seamless application integration) 환경을 제공하기 위해 호스트

가상 머신에 설치되는 심리스 통합 서버, 및 심리스 통합 서버에 대응되는 심리스 통합 클라이언트가 게스트

가상 머신에 설치되어 있는지 여부를 판단하고, 판단 결과에 따라 심리스 통합 클라이언트를 게스트 가상 머

신에 설치하는 동적 재구성부를 포함할 수 있다.

본 발명의 다른 양상에 따른 장치는, 호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상[0007]

화 시스템에서 심리스 애플리케이션 통합(SAI, seamless application integration) 환경을 제공하기 위해 호

스트 가상 머신에 설치되는 심리스 통합 서버, 심리스 통합 서버에 대응되고 게스트 가상 머신에 설치되는 심

리스  통합  클라이언트,  및  심리스  통합  서버와  심리스  통합  클라이언트의  버전이  일치하는지  여부를

판단하고, 판단 결과에 따라 심리스 통합 클라이언트를 교체하는 동적 재구성부를 포함할 수 있다.

본 발명의 또 다른 양상에 따른 장치는, 호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가[0008]

상화 시스템에서 심리스 애플리케이션 통합(SAI, seamless application integration) 환경을 제공하기 위해

호스트 가상 머신에 설치되는 심리스 통합 서버, 심리스 통합 서버에 대응되고 게스트 가상 머신에 설치되는
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심리스 통합 클라이언트, 심리스 통합 서버의 각 컴포넌트가 게스트 가상 머신의 실행 환경을 지원하는지 여

부를 판단하고, 판단 결과에 따라 심리스 통합 서버의 각 컴포넌트를 교체 또는 추가하는 동적 재구성 서버,

및 심리스 통합 클라이언트의 각 컴포넌트가 호스트 가상 머신의 실행 환경을 지원하는지 여부를 판단하고,

판단 결과에 따라 심리스 통합 클라이언트의 각 컴포넌트를 교체 또는 추가하는 동적 재구성 클라이언트를 포

함할 수 있다.

본 발명의 일 양상에 따른 방법은, 호스트 가상 머신 및 적어도 하나의 게스트 가상 머신을 포함하는 가상화[0009]

시스템에서 심리스 애플리케이션 통합(SAI, seamless application integration) 환경을 제공하기 위해 호스트

가상 머신에 설치되는 심리스 통합 서버에 대응되는 심리스 통합 클라이언트가 게스트 가상 머신에 설치되어

있는지 여부를 판단하는 단계, 판단 결과에 따라 심리스 통합 클라이언트를 게스트 가상 머신에 설치하는 단

계, 심리스 통합 서버와 심리스 통합 클라이언트의 버전이 일치하는지 여부를 판단하는 단계, 판단 결과에 따

라 심리스 통합 클라이언트를 교체하는 단계, 심리스 통합 서버가 게스트 가상 머신의 실행 환경을 지원하는

지 여부 또는 심리스 통합 클라이언트가 호스트 가상 머신의 실행 환경을 지원하는지 여부를 판단하는 단계,

및 판단 결과에 따라 심리스 통합 서버의 컴포넌트 또는 심리스 통합 클라이언트의 컴포넌트를 교체 또는 추

가하는 단계를 포함할 수 있다.

발명의 효과

개시된 내용에 의하면, 심리스 애플리케이션 통합 모듈이 설치되지 아니한 게스트 가상 머신의 런타임시에 동[0010]

적으로 필요한 심리스 애플리케이션 통합 모듈이 설치되기 때문에 다양한 게스트 가상 머신에 대하여 심리스

애플리케이션 통합 환경을 제공할 수 있다.  또한, 심리스 애플리케이션 통합 모듈간의 버전이 일치하지 아니

하거나 실행 환경이 변경되는 경우에도 동적으로 필요한 심리스 애플리케이션 통합 모듈을 교체, 추가, 또는

설치하기 때문에 보다 유연한 애플리케이션 통합 환경을 제공할 수가 있다.

도면의 간단한 설명

도 1a 및 도 1b는 본 발명의 일 실시예에 따른 가상화 시스템을 도시한다.[0011]

도 2는 본 발명의 일 실시예에 따른 심리스 애플리케이션 통합 장치를 도시한다.

도 3a 내지 도 3d는 본 발명의 일 실시예에 따른 심리스 애플리케이션 통합 환경에 따른 가상화 시스템의 인

터페이스 화면을 도시한다.

도 4는 본 발명의 다른 실시예에 따른 심리스 애플리케이션 통합 장치를 도시한다.

도 5는 본 발명의 일 실시예에 따른 심리스 애플리케이션 통합 방법을 도시한다.

도 6은 본 발명의 일 실시예에 따른 심리스 애플리케이션 통합 모듈의 설치 방법을 도시한다.

도 7은 본 발명의 다른 실시예에 따른 심리스 애플리케이션 통합 모듈의 설치 방법을 도시한다.

도 8은 본 발명의 일 실시예에 따른 버전 확인 방법을 도시한다.

발명을 실시하기 위한 구체적인 내용

이하, 첨부된 도면을 참조하여 본 발명의 실시를 위한 구체적인 예를 상세히 설명한다. [0012]

도 1a 및 도 1b는 본 발명의 일 실시예에 따른 가상화 시스템을 도시한다.  본 실시예에 따라 도 1a는 Type 1[0013]

가상화 시스템, 도 1b는 Type 2 가상화 시스템으로 부를 수 있다. 

도 1a를 참조하면, Type 1 가상화 시스템(110)은 다수의 가상 머신(101), 가상 머신 모니터(102), 및 하드웨[0014]

어(103)를 포함한다.

각각의 가상 머신(101)은 별도의 운영체제(OS)가 될 수 있다.  예컨대, 어떤 가상 머신은 윈도우즈가 될 수[0015]

있고, 다른 가상 머신은 리눅스가 될 수 있다.  서로 다른 종류의 운영체제는 가상 머신 모니터(102)를 통해

동일한 하드웨어(103) 상에서 동작할 수 있다.

가상 머신 모니터(102)는 서로 다른 종류의 가상 머신(101)이 동일한 하드웨어(103) 상에서 동작할 수 있도록[0016]

하는 실행 환경을 제공한다.   예컨대,  가상  머신 모니터(102)는 가상 머신들간의 통신 채널을 제공할 수

있다.  이러한 가상 머신 모니터(102)는 Xen, Hypervisor, L4 등의 소프트웨어를 포함할 수 있다.
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각각의 가상 머신(101)은 컨트롤 가상 머신(이하, Control VM)과 게스트 가상 머신(이하, Guest VM)으로 분류[0017]

될 수 있다. Control VM은 Guest VM의 생성, 시작, 종료, 삭제 등 Guest VM을 제어하는 가상 머신을 말하며,

가상 머신 모니터(102)가 주로 가장 먼저 생성하는 가상 머신이다.  Guest VM은 Control VM을 통해 가상 머신

모니터에 의해 생성된 가상 머신을 말한다.

Control VM과 Guest VM은 처음부터 정해질 수도 있고 경우에 따라 Control VM이 Guest VM으로 또는 Guest VM[0018]

이 Control VM으로 전환될 수도 있다. 

도 1b를 참조하면, Type 2 가상화 시스템(120)은 다수의 가상 머신(101), 가상 머신 모니터(102), 및 하드웨[0019]

어(103)를 포함한다.  

Type  1  가상화 시스템(110)과 Type 2 가상화 시스템(120)의 차이는 가상 머신 모니터(102)의 위치에 있다.[0020]

Type 1 가상화 시스템(110)에서는, 하드웨어(103) 계층위에 가상 머신 모니터(102) 계층이 있고, 가상 머신

모니터(102) 계층위에 가상 머신(101) 계층이 형성된다.  Type 2 가상화 시스템(120)에서는, 하드웨어(103)

계층위에 Host OS 계층이 형성되고, Host OS(104) 계층위에 가상 머신 모니터(102) 계층이 형성된다.  

Type 1 가상화 시스템(110)과 Type 2 가상화 시스템(120)에서, 각각의 가상 머신 모니터(102)의 기능은 동일[0021]

하다.   Type  1  가상화  시스템(110)과  Type  2  가상화  시스템(120)에서,  Control  VM과  Host  OS은  서로

대응된다.  

본 실시예에 따라, Contol VM 또는 Host OS는 호스트 가상 머신(이하, Host VM)으로 부를 수 있다.[0022]

도  2는  본  발명의  일  실시예에  따른  심리스  애플리케이션  통합(이하,  SAI;  Seamless  Application[0023]

Integration) 장치를 도시한다.

도  2를  참조하면,  SAI  장치(200)는  SAI  서버(이하,  SAI  server)(210)와  SAI  클라이언트(이하,  SAI[0024]

client)(220)(230)를 포함할 수 있다.  예를 들어, SAI server(210)는 Host VM에서 동작하는 부분이고, SAI

client(220)(230)는 Guest VM에서 동작하는 부분이 될 수 있다.

각각의 SAI server(210) 및 SAI client(220)(230)는 심리스 통합부(201) 및 동적 재구성부(202)를 포함할 수[0025]

있다.  심리스 통합부(201)는 가상화 시스템에서 심리스 애플리케이션 통합 환경을 제공해주는 부분이고, 동

적 재구성부(202)는 심리스 통합부(201) 또는 심리스 통합부(201)의 컴포넌트를 동적으로 설치, 교체 또는 변

경하는 부분이다.   편의상 SAI  server(210)의 심리스 통합부(201)를 심리스 통합 서버라로 지칭하고, SAI

client(220)(230)의 심리스 통합부(201)를 심리스 통합 클라이언트라고 지칭할 수 있다.  또한 마찬가지로

SAI server(210)의 동적 재구성부(202)를 동적 재구성 서버라 지칭하고, SAI client(220)(230)의 동적 재구성

부(202)를 동적 재구성 클라이언트라 지칭할 수 있다.

심리스 통합부(201)는 가상화 시스템에서 심리스한 애플리케이션 통합 환경을 사용자에게 제공한다.  예를 들[0026]

어, SAI  server(210)의 심리스 통합 서버는 SAI  client  #1(220)의 심리스 통합 클라이언트 #1과 통신하여

Guest VM #1의 애플리케이션들을 Host VM의 애플리케이션과 동일하게 다룰 수 있도록 하는 인터페이스를 사용

자에게 제공할 수 있다.  

동적 재구성부(202)는 심리스 통합부(201)를 동적으로 재구성한다.  다시 말해, 동적 재구성부(202)는 SAI[0027]

server(210)의 심리스 통합 서버 또는 SAI client(220)(230)의 심리스 통합 클라이언트를 구성하는 각 컴포넌

트(또는 구성요소)를 Guest VM의 런타임시에 동적으로 설치, 교체 또는 변경할 수 있다.

일 예로써, 동적 재구성부(202)는 Guest VM #3에 SAI client가 설치되어 있지 아니한 경우, Guest VM #3에[0028]

SAI client를 설치할 수 있다.

다른 예로써, 동적 재구성부(202)는 Guest VM #2에 설치된 SAI client #2(230)의 버전과 Host VM에 설치된[0029]

SAI server(210)의 버전이 일치하지 않는 경우, SAI client #2(230)를 버전에 맞게 교체할 수 있다.

또 다른 예로써, 동적 재구성부(202)는 Guest VM #1에 설치된 SAI client #1(220)이 Host VM의 실행 환경을[0030]

지원하지 아니하는 경우, SAI client #1(220)을 구성하는 컴포넌트들의 전부 또는 일부를 Host VM의 실행 환

경을 지원할 수 있는 것으로 변경할 수 있다.  또한 동적 재구성부(202)는 Host VM에 설치된 SAI server(21

0)가 Guest VM #1의 실행 환경을 지원하지 아니하는 경우, SAI server(210)를 구성하는 컴포넌트들의 전부 또

는 일부를 Guest VM #1의 실행 환경을 지원할 수 있는 것으로 변경할 수 있다.

도 3a 내지 도 3d는 본 발명의 일 실시예에 따른 심리스 애플리케이션 통합 환경에 따른 가상화 시스템의 인[0031]
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터페이스 화면을 도시한다.

도 3a에서, Guest VM의 애플리케이션에 대한 아이콘(301)은 Host VM의 애플리케이션에 대한 아이콘(302)이 표[0032]

시되는 방식과 동일한 방식으로 Host VM의 홈스크린(homescreen)에 표시될 수 있다.  통지창(303)은 Guset VM

에서 발생한 이벤트 정보를 표시한다.  예컨대, 통지창(303)은 Host VM의 위젯형태로 존재할 수 있다.  Guest

VM의 상태 정보는 통지창(303) 또는 Host VM의 홈스크린이 제공하는 상태바(304)에 트레이 형태로 표시될 수

도 있다.  

사용자가 Guest VM의 애플리케이션에 대한 아이콘(302)을 선택하면, 도 3b와 같이 Guest VM의 애플리케이션에[0033]

대한 애플리케이션 실행창(window)이 표시될 수 있다.

도 3b에서, Guest VM 애플리케이션 실행창(305)은 Host VM 애플리케이션 실행창이 표시되는 방식과 동일한 방[0034]

식으로 표시될 수 있다.  따라서 Guest VM 애플리케이션은 원래부터 Host VM을 기반으로 실행되는 애플리케이

션인 것으로 사용자에게 인식되는 것이 가능하다. 

본 실시예에 따라, 가상화 시스템은 foreground domain switching mode를 제공할 수 있다.  Foregrond domain[0035]

이란 human input device(HID) 및 display device를 배타적(exclusive)으로 사용하는 도메인으로 정의될 수

있다.  본 실시예에 따른 가상화 시스템은 Host VM 및 Guest VM 중에서 어느 하나를 foreground domain으로

선정하고, 선정된 VM의 표시화면을 메인화면으로 지정하는 것이 가능하다.  

예컨대,  도 3c에서,  Host  VM이 foreground  domain으로 지정된 경우,  Host  VM  애플리케이션 실행창이 full[0036]

size로 표시될 수 있다.  Guest VM의 이벤트 정보를 제공하는 통지창(303) 및 상태바(304)는 full size로 표

시된 Host VM 애플리케이션 실행창의 일부 영역에 표시될 수 있다.

또한,  도 3d에서,  Guest  VM이 foreground  domain으로 지정된 경우,  Guest  VM  애플리케이션 실행창이 full[0037]

size로 표시될 수도 있다.  이때 통지창(306)은 Host VM에서 발생한 이벤트 정보를 제공할 수 있다.  또한

Guest VM이 상태바(307)를 제공하는 경우, Host VM의 이벤트 정보는 상태바(307)에 트레이 형태로 표시될 수

도 있다.

도  4는  본  발명의  다른  실시예에  따른  심리스  애플리케이션  통합(이하,  SAI;  Seamless  Application[0038]

Integration) 장치를 도시한다.

도 4를 참조하면, SAI 장치(400)는 SAI server(410)와 SAI client(420)를 포함할 수 있다.[0039]

SAI server(410)는 심리스 통합 서버(431) 및 동적 재구성 서버(432)를 포함할 수 있다.[0040]

심리스  통합  서버(431)는  ALIS(Application  Launch  Integration  Server)(451),  AWIS(Application  Window[0041]

Integration Server)(452), ND(Notification Displayer)(453), 및 NI(Notification Integration)(454)를 포함

할 수 있다. 

ALIS(451)는 Host VM의 애플리케이션을 실행하기 위한 인터페이스와 동일한 형식의 인터페이스를 생성한다.[0042]

인터페이스 생성에 필요한 정보는 SAI client(420)의 ALIC(Application Launch Integration client)(461)로부

터 제공받을 수 있다.  생성되는 인터페이스는 도 3a 내지 도 3d와 같이 실행 아이콘 및 정보창 등이 될 수

있다.   예컨대,  ALIS(451)는  Guest  VM  애플리케이션 실행을 위한 인터페이스로 아이콘을 생성할 때,  SAI

client(420)의 ALIC(461)로부터 받은 아이콘 이미지를 Host VM의 실행환경에 따라 변경할 수 있다.

ALIS(451)는  Host  VM상에서  사용자가  Guest  VM의  애플리케이션의  실행을  요청한  경우,  해당  Guest  VM의[0043]

ALIC(461)로 애플리케이션 실행 요청을 전달한다.

ALIS(451)는 Guest VM의 애플리케이션의 실행이 종료되었을 때 해당 애플리케이션과 관련된 relay 프로그램을[0044]

종료시킨다.

AWIS(Application Window Integration Server)(452)는 Guest VM의 애플리케이션이 실행될 때의 실행창 표시를[0045]

제어한다.  예컨대, AWIS(452)는, foreground  domain  switching  mode가 지원되지 않는 가상화 시스템에서,

Guest  VM의  애플리케이션  실행창을  Host  VM의  스크린  디스플레이  영역에  표시할  수  있다.   또한,

AWIS(452)는, foreground domain switching mode가 지원되는 가상화 시스템에서, 가상 머신 모니터(102, 도

1a 및 도 1b)에게 foreground domain의 전환을 요청하고, Guest VM의 애플리케이션 실행창을 Guest VM의 스크

린 디스플레이 영역에 full size로 표시할 수도 있다.

ND(Notification Displayer)(453)는 SAI client(420)의 NI(Notification Integration)(464)와 통신하여 Guest[0046]
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VM에서 발생한 정보를 Host VM의 화면에 출력한다.  ND(453)는 각 Guest VM마다 별도로 존재할 수도 있고 하

나의 ND(453)가 다수의 Guest VM을 관리할 수도 있다.

NI(Notification  Integration)(454)는  Host  VM에서  발생한  이벤트를  SAI  client(420)의  ND(Notification[0047]

Displayer)(454)로 전달한다. 

동적  재구성  서버(432)는  AIVM(Application  Integration  Version  Manager)(455)  및  DCII(Dynamic  Code[0048]

Insertion Invocation)(456)를 포함할 수 있다.

AIVM(Application  Integration  Version  Manager)(455)은  SAI  client(420)의  AIVM(Application  Integration[0049]

Version Manager)(465)과 버전 확인 메시지를 주고 받으면서 SAI server(410)와 SAI client(420)의 버전을 일

치시킨다.

DCII(Dynamic  Code  Insertion  Invocation)(456)는  Guest  VM에  SAI  client(420)가  설치되지  아니한  경우,[0050]

Guest VM에 SAI client(420)를 설치한다.

예컨대, migrated VM이 Guest VM으로 동작하고 그 Guest VM에 SAI client(420)가 설치되어 있지 아니한 경우,[0051]

DCII(456)는 심리스 애플리케이션 통합 환경을 지원하기 위해 migrated VM에 SAI client(420)를 삽입하는 것

이 가능하다.  또한, DCII(456)는 migrated VM 종료될 때, 설치되었던 SAI client(420)를 제거할 수도 있다. 

SAI server(410)의 각 컴포넌트는 Guest VM의 심리스 애플리케이션 통합 환경을 지원하기 위하여 런타임시에[0052]

동적으로  재구성될  수  있다.   예컨대,  SAI  server(410)의  각  컴포넌트들은  plug-and-play를  통해  SAI

client(420)를 지원할 수 있는 컴포넌트들로 재구성될 수 있다.  이때 SAI client(420)를 지원할 수 있는 컴

포넌트들은 로컬 스토리지 또는 네트워크를 통해 외부로부터 제공받는 것이 가능하다.  또한 SAI client(42

0)의 설치 및 제거는 VM migration 기법을 이용하여 물리적으로 원격지에 있는 시스템에서 수행될 수도 있다. 

SAI client(420)는 심리스 통합 클라이언트(441) 및 동적 재구성 클라이언트(442)를 포함할 수 있다.[0053]

심리스  통합  클라이언트(441)는  ALIC(Application  Launch  Integration  Client)(461),  AWIC(Application[0054]

Window  Integration  Client)(462),  NI(Notification  Integration)(463),  및 ND(Notification  Displayer)(46

4)를 포함할 수 있다.

ALIC(Application Launch Integration Client)(461)는 Guest VM에서 Host VM으로 접근할 애플리케이션을 정하[0055]

고 인터페이스 구성에 필요한 아이콘 이미지, 애플리케이션의 식별자, 및 실행 경로 등을 포함하는 정보를

SAI server(410)의 ALIS(451)로 제공한다. 

ALIC(461)는 SAI server(410)의 ALIS(451)로부터 실행을 요청받은 애플리케이션을 실행하고, 해당 애플리케이[0056]

션의 실행이 종료되면 종료 정보를 SAI server(410)의 ALIS(451)로 제공한다.

AWIC(Application Window Integration Client)(462)는 Host VM으로부터 전달받은 사용자 입력을 Guest VM에[0057]

전달하고 애플리케이션의 실행에 따른 그래픽 또는 사운드 출력을 Host VM에 전달한다.

NI(Notification  Integration)(463)과  ND(Notification  Displayer)(464)는  SAI  server(410)의  NI(454)  및[0058]

ND(453)와 동일하다.

동적  재구성  클라이언트(442)는  AIVM(Application  Integration  Version  Manager)(465)  및  SAI  bootstrap[0059]

code(466)를 포함할 수 있다.

AIVM(Application Integration Version Manager)(465)는 SAI server(410)의 AIVM(455)과 버전 확인 메시지를[0060]

주고받으면서 SAI server(410)와 SAI client(420)의 버전을 일치시킨다. 

SAI  bootstrap  code(466)는  Guest  VM에  SAI  client(420)가  설치되어  있지  않을  경우  SAI  server(410)의[0061]

DCII(456)에 의해 삽입되는 코드로서, Guest VM에 SAI client(420)를 설치하고 실행시키는 역할을 수행한다.

또한 SAI client(420)의 각 컴포넌트 역시 SAI server(410)의 각 컴포넌트와 마찬가지로 심리스 애플리케이션[0062]

통합 환경을 지원하기 위하여 런타임시에 동적으로 재구성될 수 있다.

도 5는 본 발명의 일 실시예에 따른 심리스 애플리케이션 통합 방법을 도시한다.[0063]

도 5를 참조하면, Guest VM의 실행이 준비되면(501), SAI server는 Guest VM에 SAI client가 설치되어 있는지[0064]

여부를 판단한다(502).  예를 들어, 도 2에서, Guest VM #3가 실행 준비 중인 경우, SAI server(210)가 Guest

VM #3에 SAI client 설치 여부를 조사하는 것이 가능하다.  만약, Guest VM #3에 SAI client가 설치되어 있지
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아니한 경우, Guest VM #3에 적절한 SAI client를 설치한다(503).  Guest VM #3에 SAI client 설치 여부에 대

한 판단 방법 및 설치 방법의 예는 도 6 및 도 7과 같다.

도 6은 본 발명의 일 실시예에 따른 SAI client 설치 방법을 도시한다.[0065]

도 6을 참조하면, SAI server는 Guest VM #3에 SAI client 설치 여부를 판단한다(601).  예컨대, migrated VM[0066]

의 경우, 처음부터 시스템에서 동작한 가상 머신이 아니고 외부 시스템에서부터 옮겨온 가상 머신이므로 SAI

client가 설치되어 있지 아니할 수 있다. 

예컨대, 도 2 및 도 6에서, SAI server(210)는 Guest VM #3의 프로세스 리스트 또는 파일 시스템을 조사해서[0067]

SAI client 설치 여부를 검출할 수 있다.  예를 들어, SAI server(210)의 동적 재구성 서버는 가상 머신 모니

터(102, 도 1a)를 통해 Guest VM #3의 메모리 영역에 접근할 수 있다.  Guest VM #3의 메모리 영역에 접근한

동적 재구성 서버는 VM  introspection  기법을 이용하여 SAI  identifier를 조사하고 조사 결과에 따라 SAI

client 설치 여부를 검출할 수 있다.

또한 SAI server(210)의 동적 재구성 서버는 Guest VM #3의 커널에 유지되고 있는 프로세스 리스트 정보에서[0068]

SAI client instance가 있는지 여부를 검사할 수도 있다.  만약, 프로세스 리스트에 SAI client instance로

추정되는 프로세스가 없다면, 동적 재구성 서버는 추가적으로 Guest VM의 파일 시스템을 검색하여 SAI client

설치여부를 검출할 수도 있다.

Guest VM #3에 SAI client가 설치되어 있지 않다면, SAI server(201)는 Guest VM #3의 파일 시스템에 접근하[0069]

여 SAI client 설치 파일을 저장한다(602).

그리고 SAI server(210)는 가상 머신 모니터(102)를 통해 Guest VM #3의 메모리 영역에 접근하여 SAI client[0070]

를 구동시키는 부트스트랩 코드(bootstrap code)를 삽입한다(603).  

그리고 SAI server(210)는 가상 머신 모니터(102)를 통해 동작중인 Guest VM을 정지시키고 Guest VM의 현재[0071]

레지스터들의 VCPU context를 저장한 후 프로그램 카운터의 위치를 부트스트랩 코드가 삽입된 위치로 변경한

다(604).

프로그램 카운터의 지시 위치가 변경되면 부트스트랩 코드에 의해 SAI client가 설치 및 실행된다(605).[0072]

또한,  SAI  server(210)는  Guest  VM에서의 SAI  client  bootstrapping이 완료되면, 저장해 놓은 Guest  VM의[0073]

VCPU context를 복원하여 Guest VM이 bootstrap code가 삽입하기 이전에 수행하던 작업을 계속 진행할 수 있

도록 한다(606).  SAI server(210)는 SAI client 프로그램 코드의 삽입으로 인해 Guest VM #3의 메모리 영역

과 CPU 캐쉬 및 메모리 변환 색인 버퍼(TLB, translation lookaside buffer)의 일관성이 유지되는지 판단 할

수 있다.  

메모리  영역이  수정된  경우,  메모리  일관성을  위해  수정된  메모리  영역에  대한  변환  색인  버퍼(TLB,[0074]

translation lookaside buffer)와 CPU 캐쉬에 대해 플러시를 수행할 수 있다(607).  또한, 메모리 영역이 수

정되지 아니한 경우, CPU 캐쉬 플러시를 수행하고 VCPU context를 복원하여 프로그램 카운터의 위치를 원래의

위치로 복귀시킬 수 있다(608).

도 7은 본 발명의 다른 실시예에 따른 SAI client 설치 방법을 도시한다.[0075]

도 7을 참조하면, SAI client는 local machine(701)에서 설치될 수도 있고 remote machine(702)에서 설치될[0076]

수도 있다.  Local machine(701)은 Host VM이 설치된 컴퓨팅 시스템이 될 수 있고, remote machine(702)은

local machine(701)과 물리적으로 분리된 컴퓨팅 시스템이 될 수 있다.  

local machine(701)의 SAI server는 remote machine(702)에 있는 Guest VM에 필요한 SAI client를 설치하고[0077]

구동을 준비시킨 다음 SAI client가 설치된 Guest VM을 remote machine(702)으로부터 수신해서 Guest VM을 실

행시킬 수 있다.  이 때 local machine(701)의 SAI server는 현재 local machine(701)에서 동작 중인 Guest

VM의  런타임 환경 정보를 remote  machine(702)으로  전송할 수  있다.   런타임 환경 정보를 수신한 remote

machine(702)은 도 6과 같이 Guest VM에 SAI client를 설치하는 것이 가능하다. 

마찬가지로,  Guest  VM  종료  시에  SAI  client를  제거할  필요가  있는  경우,  local  machine(701)이  remote[0078]

machine(702)으로 Guest VM의 런타임 환경 정보를 전송하고, remote machine(702)이 code cleanup을 실행할

수 있다.

예를 들어, 도 7에서, local machine(701)은 휴대 단말이 될 수 있고 remote machine(702)은 휴대 단말과 통[0079]
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신 가능하게 연결되는 퍼스널 컴퓨터가 될 수 있다.  휴대 단말에 SAI client가 설치되지 아니한 Guest VM이

존재하는 경우, VM  migration을 이용하여 퍼스널 컴퓨터에서 SAI client를 설치한 후 SAI client가 설치된

Guest VM을 휴대 단말로 전송하는 것이 가능하다.

다시 도 5를 참조하면, 단계 502 및 단계 503을 통해 Guest VM에 필요한 SAI client가 설치되어 있는 경우,[0080]

SAI server와 SAI client의 버전이 일치하는지 여부를 판단한다(504).

만약, SAI server와 SAI client의 버전이 일치하지 않는 경우, SAI client를 버전에 맞게 교체한다(505).  예[0081]

컨대, 도 2에서, SAI server(210)의 심리스 통합 서버와 SAI client #2(230)의 심리스 통합 클라이언트 #2간

의 버전이 서로 일치하지 않는 경우, SAI server(210)의 동적 재구성 서버와 SAI client #2(230)의 동적 재구

성 클라이언트 #2가 통신을 수행하여 SAI client #2(230)의 심리스 통합 클라이언트 #2를 교체하는 것이 가능

하다. 

도 8은 본 발명의 일 실시예에 따른 SAI server/client의 버전 확인 및 교체의 방법을 도시한다.[0082]

도 8에서, 동적 재구성 서버(810)가 버전 확인 메시지를 동적 재구성 클라이언트(820)로 전송하는 것이 가능[0083]

하다(801).

버전 확인 메시지를 수신한 동적 재구성 클라이언트(820)는 Guest VM의 심리스 통합 클라이언트가 Host VM의[0084]

심리스 통합 서버와 버전이 일치하는지 여부를 확인한다(802).

만약 버전이 일치하지 아니하면 동적 재구성 클라이언트(820)는 Guest VM의 심리스 통합 클라이언트를 Host[0085]

VM의 심리스 통합 서버와 일치하는 버전의 심리스 통합 클라이언트로 교체한다(803).

버전에 맞는 심리스 통합 클라이언트를 교체한 동적 재구성 클라이언트(820)는 버전 확인 메시지에 대한 응답[0086]

메시지를 Host VM의 동적 재구성 서버(810)로 전송한다(804).

다시 도 5에서, 단계 504  및 단계 505를 통해 SAI server와 SAI client의 버전이 일치되면, SAI server가[0087]

Guest VM의 실행 환경을 지원하는지 여부 또는 SAI client가 Host VM의 실행 환경을 지원하는지 여부를 판단

한다(506).  

예컨대, 도 2에서, Host VM에 설치된 SAI server(210)와 Guest VM #1에 설치된 SAI client #1(220)이 상대방[0088]

의 실행 환경을 지원할 수 있을 정도로 매칭이 되는지 여부를 판단할 수 있다.  만약, SAI server(210)가

Guest VM #1의 실행 환경을 지원하지 않거나 SAI client #1(220)이 Host VM의 실행 환경을 지원하는지 않는

경우, SAI server(210) 또는 SAI client #1(220)에 필요한 컴포넌트를 교체 또는 추가한다(507).  그리고 SAI

장치를 실행한다(508).

예를  들어,  심리스 통합 클라이언트의 컴포넌트 중에서 Host  VM의 실행 환경에 의존적인 ND(Notification[0089]

Displayer)(464)를 Host VM의 실행 환경에 맞는 것으로 교체될 수 있다.

이상에서 살펴본 것과 같이, 개시된 장치 및 방법에 의하면, SAI 모듈이 설치되지 아니한 Guest VM이 구동되[0090]

는 경우에 SAI 모듈이 런타임에 설치되기 때문에 다양한 Guest VM에 대해 심리스한 애플리케이션 통합 환경을

제공할 수가 있다.  또한, SAI 모듈 또는 실행 환경이 변경되더라도 필요한 컴포넌트가 동적으로 구성되기 때

문에 보다 유연한 심리스 애플리케이션 통합 환경을 구축할 수가 있다.

한편, 본 발명의 실시 예들은 컴퓨터로 읽을 수 있는 기록 매체에 컴퓨터가 읽을 수 있는 코드로 구현하는 것[0091]

이 가능하다. 컴퓨터가 읽을 수 있는 기록 매체는 컴퓨터 시스템에 의하여 읽혀질 수 있는 데이터가 저장되는

모든 종류의 기록 장치를 포함한다.

컴퓨터가 읽을 수 있는 기록 매체의 예로는 ROM, RAM, CD-ROM, 자기 테이프, 플로피디스크, 광 데이터 저장장[0092]

치  등이  있으며,  또한 캐리어 웨이브(예를 들어 인터넷을 통한 전송)의  형태로 구현하는 것을 포함한다.

또한, 컴퓨터가 읽을 수 있는 기록 매체는 네트워크로 연결된 컴퓨터 시스템에 분산되어, 분산 방식으로 컴퓨

터가 읽을 수 있는 코드가 저장되고 실행될 수 있다. 그리고 본 발명을 구현하기 위한 기능적인(functional)

프로그램, 코드 및 코드 세그먼트들은 본 발명이 속하는 기술 분야의 프로그래머들에 의하여 용이하게 추론될

수 있다.

나아가 전술한 실시 예들은 본 발명을 예시적으로 설명하기 위한 것으로 본 발명의 권리범위가 특정 실시 예[0093]

에 한정되지 아니할 것이다.
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