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SMOKE DETECTION SYSTEM AND METHOD USING A CAMERA

CLAIM OF PRIORITY

The present application is an international filing claiming priority to pending
application having U.S. Serial No. 15/194,878, filed on June 28, 2016, which is a
continuation-in-part of previously filed application having U.S. Serial No.
14/625,689, filed on February 19, 2015, which are incorporated by reference
herein in their entirety.

FIELD OF THE INVENTION
The present invention relates generally to a smoke detection system and
method that analyzes changes over various images to detect smoke, and
therefore, fire. Further, the present application relates to a smoke detection
system and method that can be deployed in conjunction with a number of
different devices, including mobile and stationary devices.

BACKGROUND

Devices for the automatic detection of a fire are valuable because it is
impossible for humans to be aware of their surroundings all of the time.
Standard smoke detectors are known and can be one of several different types.
For example, photoelectric smoke detectors are known that make use of a light
beam and a light sensor capable of detecting the light beam. When smoke is not
present, the light beam shines past the light sensor and does not contact the
light sensor and the alarm is not activated. However, when smoke fills up a
chamber through which the light beam travels, the light beam engages the

1



WO 2018/005616 PCT/US2017/039691

smoke and is deflected or scattered some amount resulting in it engaging the
sensor and being detected by the sensor. The alarm will then activate to warn
people nearby of the presence of smoke, and hence fire. Other types of
traditional smoke detectors utilize an ionization chamber and a source of ionizing
radiation to detect smoke.

Fire detection devices are known that capture an image and then analyze
the image in order to determine if flame is present in the image. One such
device analyzes an image by looking at the intensity of the red, green, and blue
color components of the image. Artificial light in the image is noted to exhibit
only high luminance levels of the red component. These artificial sources of light
may be tail lamps and headlights of vehicles. However, a flame that is present in
the image will generate high luminance levels of both red and green
components. In this manner, the fire detection device is able to analyze the
color components of an image to determine if a flame is present, and to exclude
other non-flame sources of illumination when detecting the fire.

A different fire detection device that makes use of image processing
receives image data and then sends this image data to a fire detection module
for detecting fire or signs of fire. Abstract information from the image such as
texture, intensity, and color is evaluated. Object detection or segmentation is
preferably not performed. The system uses a camera mounted onto the ceiling
and has a field of view that extends along the ceiling but is not pointed
downwards to the floor. A blinder or other blocking mechanism is used to
prevent the camera from imaging the floor. This arrangement causes the system
to focus only on the area of the ceiling where smoke will be detected, and to
ignore movement on the floor that would otherwise confuse the system.

Additional fire detection systems have been proposed that seek to
incorporate fire detection capabilities into a security system that uses imaging so
that two separate systems, security and fire detection, can be combined into one

for cost and utility savings. A beam of light is projected within the field of view
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of the camera, and changes in the light beam brought about by the presence of
smoke will be detected by the system in order to alert the operator of the
presence of fire.

There continues to be a need for devices that are capable of detecting the
presence of fire and alerting people in order to provide them with adequate time
to escape or put out the fire. Such a device should be mobile so that the user
can take it with him or her when traveling and sleeping overnight in places that
may or may not be equipped with smoke detectors. As such, there remains

room for variation and improvement within the art.

SUMMARY

The present invention is directed to image-based methods of detecting
smoke or smoke-like material in a field of view of an image collection device. The
methods include collecting pluralities of images and performing analyses on the
images to quantifiably determine certain values, and compare those values to
predetermined thresholds indicating large or small changes, which may or may not
be indicative of smoke.

In at least one embodiment, the method includes collecting a plurality of
electronic images using an image collection device. Each image includes a plurality
of pixels, each of which is defined by a quantitative pixel value. The pixel values
of each image are compared to a pixel value threshold. Pixel values above this
threshold indicate a change may have occurred. To rule out the possibility the
change is due to large objects in the field of view, such as a person moving through
the area, rather than smoke, the method then calculates a quantitative image pixel
value which represents the total number of pixels in an image that have a pixel
value over the pixel value threshold. If any of the images has an image pixel value

over a predetermined image pixel value threshold, this indicates the change
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detected is a large object and not likely to be smoke. The method resumes
collecting and analyzing images.

However, if an image pixel value is less than the image pixel value
threshold, then the method continues with parsing each image into portions, such
as tiles, and comparing corresponding portions to each other. Quantitative image
portion values are then calculated for each portion based on a comparison of
corresponding portions, such as by performing an error function to mathematically
compare corresponding portions between at least two images. Accordingly, the
image portion values may be a measure of the similarity or difference between
corresponding portions. The image portion values of each corresponding portion
set are compared to an image portion value threshold, which is indicative of small
changes in the field of view. If any of the image portion values is less than the
image portion value threshold, this indicates smoke-like material is present, and
an alarm is activated.

In at least one embodiment, the method may include first monitoring the
field of view, and only performing the above analysis if a change is detected. A
first plurality of electronic images is collected at a first sampling rate, such as one
image every few seconds. Corresponding portions of each of the first plurality of
images are selected, and first image portion values for each corresponding portion
set are calculated. This calculation may be an error function, as noted above. The
first image portion values are compared to a first image portion value threshold,
and further analysis may be performed if any of the first image portion values less
than the first image portion value threshold. If so, a second plurality of images is
collected at a second sampling rate higher than the first sampling rate, such as a
video where multiple images are collected per second. The analysis described
above is then performed on this second plurality of images to rule out changes
due to large objects/movement, and to confirm small changes which are indicative

of smoke-like material.
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In at least one embodiment, the second plurality of images may be
converted to derivative images for further processing and analysis. Such
conversion may isolate only the changes between images, so as to simplify further
analysis. In addition, all of the images used in the methods of the present method
may be converted between RGB and grayscale, as may be preferred for increased
information or simplified computing. Also, the methods include steps to
periodically update the reference image upon which the images and/or portions
are compared during the analyses, so as to account for drift and maintain accurate
information.

These and other features and advantages of the present invention will
become clearer when the drawings and detailed description are taken into

consideration.
BRIEF DESCRIPTION OF THE DRAWINGS

A full and enabling disclosure of the present invention, including the best
mode thereof, directed to one of ordinary skill in the art, is set forth more
particularly in the remainder of the specification, which makes reference to the
appended Figs. in which:

Fig. 1 is a side elevation view of a fire detection device located in a room
in which smoke is present at the ceiling of the room.

Fig. 2 is a schematic view of a fire detection device in accordance with
one exemplary embodiment.

Fig. 3is a top plan view of an array of pixels that receive light during a
reference stage.

Fig. 4 is a top plan view of the array of pixels of Fig. 3 that receive light
during a measurement stage.

Fig. 5 is a top view of the difference of the light intensity of the pixels

between the reference and measurement stages of Figs. 3 and 4.
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Fig. 6 is a flow chart showing how the fire detection device detects a fire
in accordance with one exemplary embodiment.

Fig. 7 is a flow chart showing how the fire detection device detects a fire
in accordance with a different exemplary embodiment.

Fig. 8 is a plot of the differences detected between the measured image
and the reference image taken over time in accordance with one exemplary
embodiment.

Fig. 9 is a back plan view of a fire detection device as incorporated into a
smart phone.

Fig. 10 is a front plan view of the smart phone of Fig. 9.

Fig. 11 is a pixel array that shows pixels that are identified and pixels that
are not identified.

Fig. 12 is a pixel array that shows an area in which fifty percent of the
pixels are located that are closer to the center than an area in which the other
fifty percent of the pixels are located.

Fig. 13 is a flow chart showing an embodiment of the method of detecting
smoke of the present invention using both monitoring and validation.

Fig. 14 is a schematic representation of a plurality of electronic images.

Fig. 15 is a schematic representation of corresponding images, showing
portions thereof and pixels.

Fig. 16 is a flow chart showing how the reference frame is updated in the
present method.

Fig. 17 is a flow chart showing another embodiment of the method of
detecting smoke of the present invention using only validation.

Repeat use of reference characters in the present specification and
drawings is intended to represent the same or analogous features or elements of

the invention.
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DETAILED DESCRIPTION OF REPRESENTATIVE EMBODIMENTS

Reference will now be made in detail to embodiments of the invention,
one or more examples of which are illustrated in the drawings. Each example is
provided by way of explanation of the invention, and not meant as a limitation of
the invention. For example, features illustrated or described as part of one
embodiment can be used with another embodiment to yield still a third
embodiment. It is intended that the present invention include these and other
modifications and variations.

It is to be understood that the ranges mentioned herein include all ranges
located within the prescribed range. As such, all ranges mentioned herein
include all sub-ranges included in the mentioned ranges. For instance, a range
from 100-200 also includes ranges from 110-150, 170-190, and 153-162.
Further, all limits mentioned herein include all other limits included in the
mentioned limits. For instance, a limit of up to 7 also includes a limit of up to 5,
up to 3, and up to 4.5.

The present invention provides for a fire detection device 10 that may
employ a camera 22 in order to detect a fire 92 in a room 12 of a building. The
fire detection device 10 makes use of a reference image and then compares
subsequent images taken by the camera 22 and compares same to the reference
image to determine whether a fire 92 is present. The fire detection device 10
may identify the presence of fire 92 through the identification of the flames
themselves, or from smoke 14 produced from the fire 92. The fire detection
device 10 may have a light 24 that illuminates the room 12 to aid the camera 22
in capturing the sequential images. The fire detection device 10 may be
incorporated into a smart phone, cell phone, PDA, or other handheld
communication device, or the fire detection device 10 may be a dedicated, stand
alone device. Although providing benefit when sleeping in a location that does

not have its own smoke detectors, the hand held device 10 may be used as a
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back-up device or can be used at any time or location and need not be only
employed when the user is sleeping in other arrangements.

With reference now to Fig. 1, the fire detection device 10 is located inside
of a room 12 of a building. A fire 92 has started on top of a stand 94 in the
room 12, and smoke 14 is produced from the fire 92 and has risen to the ceiling
18 of the room 12. Depending upon the pattern of air flow in the room 12, the
smoke 14 may or may not flow onto the ceiling 18, and may or may not cover all
of the ceiling 18. However, it is generally the case that the smoke 14 from a fire
92 will rise and cover some portion of the ceiling 18 and will generally be at the
highest portion of the room 12. The fire detection device 10 is placed on the
upper surface of a table 16 that is located inside of the room 12. The fire
detection device 10 has a light source 24 that emits a light 28 upwards to hit the
ceiling 18. The light 28 will illuminate the smoke 14 as it shines through the
smoke 14 to cause particles in the smoke 14 such as soot and ash to be better
visible to the camera 22 of the fire detection device 10. The camera 22 has a
field of view 26 that is likewise directed to the ceiling 18 of the room 12 and can
more easily capture an image of the smoke 14 due to illumination by the light
28. Itis therefore the case that the light 28 can be located within the field of
view 26 of the camera 22, and that both the light 28 and field of view 26 are
directed upwards to the ceiling 18. However, it is to be understood that in
accordance with other exemplary embodiments that the light 28 and the field of
view 26 need not be directed onto the ceiling 18. For example, in some
arrangements of the fire detection device 10, these elements 28 and 26 may be
directed to a wall of the room 12, or to the floor of the room 12, object in the
room 12, to a window of the room 12, or to some combination of the ceiling 18,
floor, wall, object or window.

The camera 22 may be arranged close to the light source 24 so that there
is very little distance between the portion of the light source 24 from which the
light 28 emanates and the portion of the camera 22 from which the field of view
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26 emanates. The distance between these two portions may be from 0.1 to 0.4
centimeters, from 0.4 to 0.8 centimeters, from 0.8 to 2.0 centimeters, from 2.0
to 2.5 centimeters, from 2.5 to 3.0 centimeters, or up to 10 centimeters. In
other exemplary embodiments, the distance may be up to 20 centimeters, up to
50 centimeters, or up to 1000 centimeters. The camera 22 and light source 24
may be arranged so that no distance is between them such that a single device
provides both of their functionality. The camera 22 may be arranged so that the
field of view 26 and the light 28 overlap at some point either during the entire
sequence of measurement, or during a portion of the measuring sequence of the
device 10. Positioning of the camera 22 and the light source 24 close to one
another may reduce or eliminate the presence of shadows that the smoke 14
may cast onto the ceiling 18. Close positioning of these components may cause
the smoke 14 to be more brightly illuminated by the light 28 so that the camera
22 can pick up the presence of the smoke 14 as a bright image without the
presence of, or minimization of, shadows and darkness caused by the smoke 14.
It is to be understood that as used herein the term “smoke” 14 is broad enough
to include ash, soot, burning debris, and any other byproduct of combustion
caused by a fire 92. The fire 92 may include any type of flame, including a
flameless fire such as a smoldering fire that does not necessarily have flame
visible but that does create smoke 14.

Fig. 2 shows the fire detection device 10 in greater detail. The fire
detection device 10 may include a housing 20 into which various components of
the fire detection device 10 are housed. All of the components of the fire
detection device 10 may be inside of the housing 20, or some of the components
may be inside of the housing 20 while other components are located remote
from the housing 20 and are not carried by, and do not engage the housing 20.
A light source 24 may be included and may be capable of generating a light 28
that is made of a single beam or multiple beams. The light source 24 may be a

flash on a camera in accordance with certain exemplary embodiments, and may
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be a flash or light on a smart phone in some arrangements of the fire detection
device 10. The light source 24 is arranged so that the light 28 is not blocked by
the housing 20, and portions of the light source 24 may extend through an
aperture of the housing 20 or the entire light source may be located outside of
the housing 20 and not covered by the housing 20.

A camera 22 is carried by the housing 20 and may likewise be completely
located outside of the housing 20, completely inside of the housing 20, or
partially inside and outside of the housing 20. The camera 22 may be
completely inside of the housing 20, and a lens of the camera 22 may receive
light from outside of the housing 20 via an aperture that extends through the
housing 20. An internal timer and control 30 may be in communication with both
the camera 22 and the light source 24 in order to send instructions to both in
order to tell both when and how to actuate. For example, the light source 24
may be instructed to flash one or more times in sequence and the intensity and
length of each of the flashes may be ordered by the internal timer and control
30. In a similar manner, the camera 22 may be instructed by the internal timer
and control 30 as to when to capture an image, whether to focus or not focus,
what shutter speed to use, whether to take a color or black and white image,
and whether to take video footage or still images. The camera 22 may be
instructed by the internal timer and control 30 to manipulate the flash intensity
of the light source 24 so that the device 10 may function in a dark room without
producing too much light that would be a nuisance to someone trying to sleep.
The flash intensity could also be varied or controlled in other situations as
needed or desired by the device 10. The internal timer and control 30 may be
capable of instructing the camera 22 and the light source 24 to record an image
that is illuminated when the light source 24 lights so that the picture is timed
with the flash. Information or instructions from the camera 22 may be

communicated to the internal timer and control 30. The fire detection device 10
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may thus be capable of adjusting the shutter speed, image focusing, light to
flash, and other variables associated with the camera 22.

The fire detection device 10 may also include an internal image memory
32 that receives information from the camera 22. The image data may be
completely digital in certain exemplary embodiments such that no analog image
data is received or used at all by the fire detection device 10 at any point from
the light entering the lens of the camera 22 onward. The image data can be
stored in the internal image memory 32 and may be transferred to a processor
34 of the fire detection device 10. In a similar manner, the processor 34 may
communicate with the internal image memory 32 in order to instruct the internal
image memory 32 to do certain things such as sending or removing data within
the internal image memory 32.

The processor 34 may have various modules that perform different
functions. For example, the processor 34 may have a camera and flash module
36 that sends information to and receives information from the internal timer
and control 30. The camera and flash module 36 may be part of an algorithm
that controls the fire detection device 10 and causes it to function to detect the
fire 92. The camera and flash module 36 may send signals to the internal timer
and control 30 to cause it to generate light 28 and the camera 22 to capture the
image. Likewise, particulars about the light 28 and the camera 22 can be sent to
the camera and flash module 36 via the internal timer and control 30 to inform
the module 36 when pictures are being taken and when the light 28 is being
emitted.

The processor 34 may also include an image comparator module 40 that
can receive information from the internal image memory 32 that can compare
the different images to one another or to a reference image. These comparisons
can be sent to an image analyzer module 38 that can analyze the various
comparisons in order to determine if a fire 92 is taking place or is not taking

place. The image comparator 40 may send and receive information to and from
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the camera and flash module 36 and the image analyzer 38. If the image
analyzer module 38 determines that a fire 92 is taking place, the image analyzer
module 38 may send a command to an alarm module 42 that in turn causes an
alarm to be generated by the fire detection device 10. The alarm may be a
sound or auditory alarm, a vibration alarm, or a visual alarm, or may include any
combination of the three. Additional alarm types are possible in other exemplary
embodiments, and the fire detection device 10 can generate any type of alarm
for informing the user that a fire 92 is taking place. For example, the alarm can
be the sending of a message, such as a telephone call, text message, email, or
other message, to a 911 emergency center, a fire department, a hotel front
desk, or a monitoring service associated with the device. The alarm module 42
need not be present in other arrangements. Instead, the image analyzer module
38 of the processor 34 may cause the alarm to be directly generated such that
the fire detection module 10 makes a sound, vibration, and/or visual warning to
signal an alert of a fire 92.

The camera 22 may be a digital camera that directly samples the original
light that bounces off of the subject of interest (smoke 14 or ceiling 18) and that
breaks the sampled light down into a series of pixel values. The light 28 is used
to illuminate the smoke 14 to image the smoke 14, and the light 28 itself is not
analyzed as a beam. The digital camera 22 may include a series of photosites
(pixels) that each detect the amount of incident light (number of incident
photons) and store that as one electron charge per detected photon. The
amount of charge in each pixel is subsequently converted into a proportional
digital count, such as by an A-to-D converter. The number of photons of light
that are imparted onto each photosite thus may be counted and this number
may in turn be used to represent the intensity of the light striking that particular
photosite. In this manner, the amount of light striking each pixel element on the

surface of the camera 22 can be measured and analyzed. In this application, we
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refer to the camera digital output generally as “photons”, “photon count”, “light
intensity”, or “digital count” interchangeably.

With reference now to Fig. 3, a pixel array 66 of the camera 22 is shown
in which twelve pixels are illustrated. In reality, the pixel array 66 can be
composed of millions of pixels and thus it is to be understood that the pixel array
66 illustrated is greatly simplified for sake of discussion relative to the fire
detection device 10.

The camera 22 may be, for example, an 8-bit device in which light
intensity values are digitized from 0-255. Alternatively, the camera may have
12-bit or greater precision, or may be a color camera producing, for example,
24-bit RGB data. For purposes of illustration, 8-bit data is assumed. A digital
count of 20 may correspond to a few hundred photons. A light intensity of 21 is
higher than a light intensity of 20 and thus represents more photons than a light
intensity of 20. It is to be understood that the numbers used herein are only
exemplary in describing one or more embodiments of the device 10. The first
pixel 68 is shown as having a light intensity of 20. In other words the photons
captured by the first pixel 68 in the image obtained by the camera 22 are
represented by a digital count of 20. As stated, it may be the case that several
hundred photons were in reality captured to produce the count “20.” The
number 20 is simply used for sake of convenience and in accordance with
standard optical practices in some known devices. The second pixel 70 is located
next to the first pixel 68 and in this example has a light intensity of 10, which
also is the number of photons captured by the second pixel 70 when obtaining
the image. The additional pixels are designated as the third pixel 72, fourth pixel
74, fifth pixel 76, sixth pixel 78, seventh pixel 80, eighth pixel 82, ninth pixel 84,
tenth pixel 86, eleventh pixel 88, and twelfth pixel 90 and all likewise have a
particular light intensity measurement value that is shown within their respective
boundaries. Again, as previously stated the actual number of photons may be of

course greater than 10, 40, 70, etc., but are listed as being these numbers for
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sake of example, and in accordance with optical imaging standards. The fire
detection device 10 may capture an image and designate this image as a
reference image. The pixel array 66 of Fig. 3 may be an example of the
reference image captured by the fire detection device 10. As previously
mentioned the image comparator module 40 may obtain this image and
designate it as the reference image.

The camera and flash module 36 may cause the internal timer and control
30 to obtain another image by actuating the camera 22 and the light source 24
at some point in time after the reference image is obtained. This time may be
from 1 to 3 seconds, from 3 to 6 seconds, from 6 to 10 seconds, or up to 1
minute of time. Fig. 4 shows the photo array 66 of Fig. 3 some amount of time
after the reference image of Fig. 3. The photo array 66 of Fig. 4 may be
identified as a measured image. The image that is measured at the measured
image may be different in some respects from the image that is measured in the
reference image. As shown in Fig. 4, the image has changed in that the first
pixel 68 now has a measured light intensity of 10 instead of 20 from that in Fig.
3. As a fewer number of photons have been captured by the first pixel 68 during
this image, it means that the image is darker in this portion in the measured
image than in the reference image. The second pixel 70 has a measured value
of 10 which is the same as that of the second pixel 70 in the reference image of
Fig. 3, and this signifies the fact that the image has not changed at all between
the reference and measured images at the second pixel 70.

Other pixels in the measured image of Fig. 4 show an increase in light
intensity that signifies the image is brighter at those pixels in the measured
image than in the reference image. For example, the seventh pixel 80 went from
an intensity of 100 to 150, and the twelfth pixel 90 went from an intensity of 130
to 200. Fig. 5 shows a difference image in which the pixel array 66 is again
displayed. The difference image may be an image generated by the fire

detection device 10, or may simply be a computation of a portion of the fire
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detection device 10 such as the by the image analyzer 38. The difference image
of Fig. 5 shows the light intensity of each pixel that is calculated by taking the
measured light intensity of that particular pixel minus the reference light intensity
of the same pixel. For example, the first pixel 68 has a difference value of -10
because the first pixel 68 went from a reference value of 20 to a measured value
of 10. The seventh pixel 80 has a difference value of 50 (150 — 100), and the
twelfth pixel 90 has a difference value of 70 (200 — 130). The various
differences in all 12 pixels are shown in Fig. 5, and this difference image, if
displayed by the fire detection device 10, can be arranged so that positive
difference values are white and negative difference values are black. The
difference image can be displayed such that if the difference is positive, the pixel
in question is white, and if the difference is negative the pixel is black regardless
of the intensity level. In other arrangements, the pixel can be displayed darker
or lighter based on the measured intensity level of the pixel in question.

The previously described assignment may include a camera 22 and array
66 that is black and white. The setting of the camera 22 may be a black and
white setting, or the camera 22 may only be capable of obtaining black and
white photographs. In other arrangements, the images captured by the camera
22 can be color images. Here, red, blue, and green components can be captured
and held in the pixel array 66. The color or RGB image can be converted by an
algorithm into a luminance image and processed in a similar manner as
described with respect to the black and white capturing and processing method.

As shown in Fig. 5, some of the differences are positive, some negative,
and some unchanged between the reference image and the measured image.
Changes that denote an identifiable change in the image are generally clustered
around a set of pixels that are contiguous or at least close to one another. For
example, the seventh pixel 80, eighth pixel 82, eleventh pixel 88, and twelfth
pixel 90 all show significant brightness in the measured image as compared to

the reference image. These pixels 80, 82, 88 and 90 are all contiguous or at
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least close to one another. The significant increases in these close/contiguous
pixels 80, 82, 88 and 90 may indicate that a bright item, such as smoke 14, is
detected. When smoke 14 is detected the alarm may sound because the fire
detection device 10 associates the presence of smoke 14 with the presence of
fire 92.

The fire detection device 10 may be arranged to detect the presence of
smoke 14 by only using the intensity of light imparted onto the pixel array 66,
and not color that is perceived by the camera 22 or any other part of the fire
detection device 10 such as the processor 34 or the internal image memory 32.
However, it is to be understood that the analysis as to whether smoke 14 is or is
not present may in fact include consideration of the color information obtained
from the observed image.

Fig. 6 shows one embodiment of an analysis of the fire detection system
10 that can be used in order to ascertain the presence of smoke 14 or flames
from a fire 92. The analysis may be an algorithm that is executed by the
processor 34, or a combination of different processors. The analysis first
commences with the establishment of a threshold that is based upon the
measurement of one or more reference frames. Even if the image does not
change, the camera 22 may not register the same intensity on all of the pixels in
the pixel array 66 as successive images are taken. This is because vibrations on
the table 16, temperature changes, and camera 22 properties all function to
create noise in the image capture process. For instance, the camera 22 may
have an autofocus, or other mechanical processes, that causes movement and
hence variation in brightness observed in the same image between successive
frames. As such, it is expected that there will be some naturally occurring noise
in the system and the fire detection device 10 may be arranged to alert taking
the presence of this noise into account. The autofocus may be turned off in
certain arrangements so that the analysis is performed without the image taken

by the camera 22 in focus. In other arrangements, the image may in fact be in
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focus, and the autofocus feature of the camera 22 may be used. Even beyond
these reasons for variation, the camera 22 may not register the same intensity
on all of the pixels in the pixel array 66 from successive images taken because
any photon counting process is inherently a stochastic process and the values
may be different from successive images even without any scene change
between successive images.

In step 96, a first reference frame 1 is taken by the camera 22. A second
reference frame 2 some amount of time later may then be taken by camera 22
at step 98. The comparison function previously described between the pixel
arrays 66 of the first and second reference frames may be conducted at analysis
step 100. The difference between the frames can be calculated as a total
difference in intensity between the first and second reference frames. As such,
the total number of photons from the first frame can be subtracted from the
total number of photons from the second reference frame to arrive at this
difference. Given the nature of the photon counting detection device, the
distribution of each pixel in the pixel array 66 would be considered to be Poisson.
The differences between each pixel from the first to the second reference frame
would be distributed as a Skellam distribution. It is to be understood, however,
that this distribution need not be a Skellam distribution in other arrangements.
For instance, if a fan or some other movement were within the field of view 26, a
Skellam distribution would not be expected. The distribution of pixels in these
cases may be estimated empirically by using a few images in which the
assumption is made that the scene is stable. This estimated distribution may be
used instead.

From this step 100, the threshold could be set up beyond which a
likelihood of observing a pixel difference is low. In one example, for instance,
the reference threshold frame 1 photon count at step 96 may be 1 million
photons, and the reference threshold frame 2 photon count at step 98 may be
1.2 million photons and the difference may be 0.2 million photons. The
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threshold in step 100 may be established at 1.5 million photons based upon
analysis of the reference threshold frames, in which the difference was 0.2
million photons and the threshold is established as 0.3 million photons thus
meaning the threshold is 1.5 million photons from the frame 2 reference frame.
Although described as taking only two reference threshold frames, it is to be
understood that this is only for sake of example and that multiple reference
frames can be measured and used in arriving at the threshold set at step 100.
The threshold may be the same for the entire time the fire detection device 10
functions upon start up, or the threshold may be adjusted by taking different
reference frame measurements to result in the establishment of new thresholds
at different times through the process.

The process may then move onto step 102 in which a measured image is
captured. The camera 22 can take a measurement image of the ceiling 18 or
other area of the room 12. The successive measurements may be taken every
second, every two seconds, or every three seconds. In other arrangements,
from 3-5, from 5-30, or up to 120 seconds may take place between successive
measurements. Once a measured image is captured by the camera 22, at the
next step 104 the measured image is compared to a previous reference image.
The reference image may be the one taken in reference frame 1, or may be a
reference image that is updated at various intervals through the measurement
process. For example, the reference frame can be updated every 5 minutes,
every 10 minutes, or every 15 minutes as the fire detection system 10 functions.
The reference image may be the same image as the reference frame 1 image, or
may be the same image as the reference frame 2 image in accordance with
certain embodiments.

The comparison at step 104 may be performed in the manner previously
discussed with reference to Figs. 3-5 in which the total number of photons of the
pixels that are different are determined. For instance, the reference frame may

have 1 million photons and the measured image may have 1.6 million. The
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difference is 0.6 million photons which is greater than the established threshold
of 0.3 million photons (or total number of 1.5 million photons).

The presence of smoke 14 may cause the image to be brighter and hence
additional photons will be present when smoke 14 is present. The smoke 14
may cast a shadow onto the ceiling 18, and cause dark areas and hence fewer
photons, but the close placement of the camera 22 to the light source 24 may
minimize or eliminate the presence of shadows cast by the smoke 14. The
evaluation may only look towards an increase in the number of photons between
the measured and reference images and may ignore any decreases. However, it
is to be understood that both increases, decreases, and no changes are
considered in accordance with various exemplary embodiments.

The output of the image comparator 40 and image analyzer 38 modules
will be a detection statistic, as shown in Fig. 8. This may be as simple as the
summed pixel values of the difference image, or a more robust index such as the
(a) root-mean-square difference (RMSD), (b) summed absolute values of
differences, or (¢) a more complex measure that includes the number of
contiguous pixels above threshold in the difference image, or the RMSD of
contiguous pixels that deviate up or down by more than a threshold value in the
difference image. The detection statistic can be calculated in a variety of
manners in accordance with different exemplary embodiments, and some of
these manners are described in this application at other portions of the
application.

Fig. 8 shows a plot of the detection statistic that in this embodiment is the
difference between the number of photons in the measured image minus the
number of photons in the reference image on the Y-axis versus time on the X-
axis. In the example illustrated in Fig. 8, the threshold is set at approximately
60,000 photons which is the difference between the measured minus the
reference. Continuous measurement occurs as time increases on the X-axis in

which the difference between the total number of photons in the measured
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image minus the total number of photons in the reference image is plotted. As
shown, at around 52 seconds of time, the detection statistic crosses over the
established threshold. The analysis at this point may then move onto additional
comparisons as will be momentarily discussed in order to determine whether to
sound the alarm. It is to be understood that the plot of Fig. 8 need not be
generated or displayed during the running of the fire detection system 10 in
certain embodiments.

With reference back to Fig. 6, if the threshold is not exceeded in step 104,
the process moves back to step 102 and the next image is measured and then
subsequently reevaluated in step 104. If the threshold is in fact exceeded in
step 104, the system moves on to step 106 in which the pixels of the pixel array
66 are checked in order to determine if they are greater than some number. For
example, the system may determine whether 10% or more of the pixels in the
measured image have an intensity that is greater than their respective intensities
in the reference frame 1. This calculation will be on a pixel by pixel basis and
will not be a composite comparison of the intensity of all of the pixels in frame 1
verses all of the pixels in the measured image. Additionally or alternatively, the
system may at step 106 determine whether all of the pixels in the measured
image have a greater intensity than they did in the reference frame 1.
Additionally or alternatively the system may measure at step 106 whether the
threshold was exceeded by 10% or fewer of the pixels of the pixel array 66. All
three or one of, or any combination of the aforementioned measurements may
be taken at step 106 in order to determine whether the pixels are greater than
some number. It is to be understood that the percentages mentioned are only
exemplary and that others are possible in accordance with other exemplary
embodiments.

Although not shown in the flow chart, an additional step may be present
at this point of the process. This additional step may involve the camera 22

capturing additional reference frames at a faster pace, that is at shorter intervals
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of time between frames, than what was captured in the earlier steps 96 and 98.
These additional frame captures at shorter time intervals may give additional
measurements with which to do more calculations for more precise results. The
additional measurements may be used to validate the previously described check
at step 106, and if validated the method may go on to step 108. If not
validated, the method may be back to step 102. As previously stated, this
additional step may be optional and need not be present in other arrangements
of the device 10.

If the analysis determines at step 106 that the pixels are not greater than
some number, the analysis moves back to step 102. However, if the limit that
was established in step 106 is in fact exceeded the process moves on to step
108. Here, location considerations of the pixels from step 106 are taken into
account. The location considerations are based upon which specific pixels of the
pixel array 66 are identified in step 106. In step 108 the processor 34 may
determine whether the pixels identified are contiguous or are spuriously spaced
and thus separate from one another. This determination may function to help
the device 10 decide whether smoke 14 is present because the identified pixels
may be touching if smoke 14 is present and may not be touching if it is not
present. In some arrangements, the processor 34 may determine whether
greater than fifty percent of the pixels that have increased photon intensity are
contiguous. In this regard, greater than 50 percent of the identified pixels are
immediately adjacent another identified pixel. In other embodiments, the
number may be 60 percent, 70 percent, or up to 90 percent.

With reference now to Fig. 11, a pixel array 66 is illustrated in which six of
the pixels are identified pixels, and thus are identified as having increased
photon intensity. These six pixels are the first pixel 68, the second pixel 70, the
fourth pixel 74, the fifth pixel 76, the tenth pixel 86, and the twelfth pixel 90.
The first pixel 68, second pixel 70 and fifth pixel 76 are all contiguous because
both the second pixel 70 and the fifth pixel 76 border on and engage the first
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pixel 68. However, the fourth pixel 74 and the twelfth pixel 90 are not
contiguous because there are not pixels that are located immediately adjacent
them that are likewise designated as identified pixels. The tenth pixel 86 may
contiguous in some exemplary embodiments because it is located diagonally
across from the fifth pixel 76 and thus may be referred to as contiguous.
However, in other embodiments of the system the tenth pixel 86 is not
contiguous because the spatial orientation of the tenth pixel 86 is diagonally
arranged with respect to the fifth pixel 76 and this is not considered to be
contiguous.

Additionally or alternatively, the system at step 108 may seek to
determine whether the identified pixels are near the edges of the pixel array 66.
This may be indicative of smoke 14 invading the field of view 26 of the camera
22 because smoke 14 will first appear at the edges of the pixel array 66 and not
at the center of the pixel array 66. This determination may signify whether a
“cloud” of smoke 14 is moving into the field of view 26 from a corner or edge.
Still additionally or alternatively in step 108, the processor 34 in step 108 may
seek to determine whether the number of identified pixels is large enough.
Here, it may be necessary for the pixels that are identified in step 106 to fill in a
certain sized area of the pixel array 66, and if they do not then this space
requirement of the analysis is not met. In some arrangements, the system may
determine whether all or a majority of the identified pixels are located in a region
of the pixel array 66 that includes half of the pixels of the pixel array 66 that are
farthest from the center of the pixel array 66. In other words, the pixels that are
farthest from the center of the pixel array 66 are not the fifty percent of pixels
that are closest to the center. If the pixel array 66 is rectangular, the fifty
percent of closest pixels may be shaped as a rectangle with the center of the
pixel array 66 at its center. The fifty percent of pixels farthest from the center
may form a picture frame like border about the pixels that are included as the

ones in the closest fifty percent. If all, 75% or greater, 65% or greater, 50% or
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greater, or 35% or greater of the identified pixels fall within the fifty percent of
pixels spatially located farthest from the center of the pixel array 66, the system
may determine that the space analysis is confirmed for smoke 14.

Fig. 12 shows a pixel array 66 but leaves out the pixels for sake of clarity.
The pixel array 66 is square shaped, and the pixels may likewise each be in the
shape of a square. A center 132 of the pixel array 66 is noted, along with all
four of the edges 134 which make up the outer boundary of the entire pixel
array 66. A center area 128 of the pixel array 66 is the area in which fifty
percent of the pixels of the pixel array 66 are closest to the center 132. This
center area 128 may be circular in shape. An outer area 130 of the pixel array
includes fifty percent of the pixels of the pixel array that are farthest from the
center 132 along any radius from center 132. All pixels in the outer area 130 are
more distant along any radius from the center 132 than any pixel in center area
128. The outer area 130 includes the pixels of the pixel array 66 that are
generally closest to the edges 134. In some exemplary embodiments, the
system may determine whether some number of the identified pixels are in the
outer area 130, and if so may cause the space requirement of the system to be
met. This number may be 100%, 90%, 80%, 50%, or from 50%-85% in certain
exemplary embodiments. Alternately, the system may look at the number of
identified pixels that are in the center area 128 and may use this information to
determine whether the space requirements of the system are or are not met.

The space analysis in step 108 may employ one, two or any combination
of the aforementioned comparisons in order to determine whether the space
requirements are met. If this is the case the process will move on to step 110 in
which an alarm is triggered to alert the user that smoke 14 is present and thus a
fire 92 is present. If the space evaluation of the identified pixels is not
determined to be in the affirmative, then the system realizes that no smoke 14 is

present and moves once again back to step 102 to continue capturing
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measurement images. The fire detection device 10 will function for a preset
time, or until it is turned off by the user.

The analysis may be different in accordance with other exemplary
embodiments of the fire detection device 10. Fig. 7 shows a different analysis of
the fire detection device 10 for detecting smoke 14 and fire 92. The analysis
starts at step 112 in which a reference frame is taken. Here, the intensity of
each pixel of the pixel array 66 is individually measured. For instance, the first
pixel 68 may be measured as being 20 photons, the second pixel 70 as being 10
photons, and so on. At step 114, a second reference frame 2 is taken and the
same pixels 68 and 70 are again measured. Here, pixel 68 may be 22 photons,
and the second pixel 70 may be 12 photons. The remaining individual pixels of
the pixel array 66 are likewise measured at the second reference frame 2.

Moving on to step 116, the threshold is established by setting a threshold
for each individual pixel of the pixel array 66. This threshold may be set by any
statistical process, such as those previously described with respect to steps 96,
98, 100 above. For instance, the threshold for the first pixel 68 may be set at 24
photons based upon a statistical analysis of the levels between the first and
second reference frames. The additional pixels of the pixel array 66 may
likewise have their own thresholds set which may be different than the threshold
of the first pixel 68. The threshold of the second pixel 70 may be 13.

The system may move on to the next step 118 after establishing the
thresholds and take images in sequential fashion as the fire detection device 10
continuously monitors the room 12. The timing between successive images may
be performed as previously discussed. The system analyzes the measured image
at step 120 in which the measured pixel is compared to a reference pixel. The
reference pixel may be the intensity of the first pixel 68 at the reference frame in
step 112 or 114, or may be a reference pixel that is measured at various timing
points through the monitoring. At the comparison step 120 the intensity of the

first pixel 68 of the measured image is subtracted from the intensity of the first
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pixel 68 at the reference image and this difference is compared to the threshold
of the first pixel 68 established at the threshold step 116. For instance, if the
threshold is 24 photons and the intensity is measured as being 25 photons then
the threshold is exceeded and the first pixel 68 is identified as having an
exceeded threshold at step 120. The second pixel 70 may be measured as
having an intensity of 15 and this number may be above the threshold of 13 that
was previously set for the second pixel 70. All of the pixels of the pixel array 66
may be similarly evaluated at step 120 to determine which ones are above their
threshold.

The process may then move to step 122 in which a determination is made
as to whether the number or percentage of pixels that have exceeded their
threshold is above some set number or percentage. For example, the set
number may be 40,000 pixels, or may be set at 10%. The set number or
percentage may be established independently from the threshold calculation at
step 116, or may be established based in whole or in part on the values
established at the threshold step 116. The number may be selected as being
anywhere from 30,000 to 100,000 pixels, from 100,000 to 500,000 pixels, from
500,000 to 2,000,000 pixels, or up to 5,000,000 pixels. It is to be understood
that the aforementioned numbers of pixels are only exemplary and that others
can be used in accordance with different exemplary embodiments. If this
number/percentage is not exceeded at step 122 then the system moves back to
step 118 to continue taking image measurements. If the number/percentage set
for the pixels has in fact been exceeded then the process moves on to step 124.

At step 124, the pixels that were determined to be over their respective
thresholds at step 120 are evaluated in order to ascertain location and spacing
information. This analysis would be the same as described above with respect to
step 108 in that the number of the pixels, whether they are contiguous, and
whether they do or do not emanate from an edge or corner of the pixel array 66

is looked at to determine if the pixels are indicative of smoke 14 or fire 92. If
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the pixels that are over their thresholds do satisfy space or size requirements
then the system triggers the alarm at step 126. If not, then the system moves
back to step 118 for continued monitoring. Again, one or any combination of the
various space considerations can be taken into account to determine whether the
space requirements at step 124 are met. |

It is to be understood that the previously described methods of analysis
can be modified in other embodiments. For example, the space requirements in
steps 108 and 124 can be eliminated in some arrangements. In other
embodiments, the comparison steps 104 and 120 may compare only the top
10% of pixels based upon their photon count so that the 90% of pixels in the
image that have the lowest pixel count would not be evaluated at all. This top
10% of pixels would be the ones identified as being the top 10% in the
measurement steps 102 and 118.

The previous arrangements have been described with detection of smoke
14 associated with additional photons being detected by the pixel array 66.
However, the photons associated with smoke 14 detection need not always be in
the positive, or addition of photons, but could be associated with the removal of
photons. For example, shadows cast by the smoke 14 onto the ceiling 18 or
other surfaces, or the presence of black smoke may cause the image that is
measured to be darker than the reference image, and hence fewer photons
detected by the fire detection device 10. In this regard, the fire detection device
10 may also have an analysis that looks for the loss of photons in basically the
same manners as previously discussed with respect to the increase in photons.
The thresholds mentioned may include an upper level and a lower level. The
upper level may be associated with an increase in brightness of the pixel, and
the lower level is associated with a decrease in brightness of the pixel. If the
pixel of the measured image has an intensity higher than the upper level, then
the threshold is exceeded. Likewise, if the pixel of the measured image has an

intensity lower than the lower level, then the threshold is exceeded. The
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threshold as described herein may thus have upper and lower limits so that if the
measured image is outside of these limits, the threshold is deemed exceeded.
Still further, or alternatively, the fire detection device 10 can be arranged so that
it looks for changes in the absolute values of photons in the measured images
with respect to the reference image. The use of absolute values may be able to
take into account both increases and decreases of light intensity caused by the
smoke 14. Also, the analysis when using absolute values can be similar to those
described above that look for brightness in the measured image versus the
reference image.

However, although described as taking all positive and negative changes
of the photons into account when seeking to identify smoke 14, some
arrangements of the fire detection device 10 only take positive changes into
account. In this regard, any negative change between the reference frame and
the measurement frame is ignored and plays no part into whether the analysis
does or does not detect smoke 14. Only positive changes count. The positive
changes are associated with an increase in photons from the reference frame to
the measurement frame and thus only an increase in brightness is looked at to
determine whether smoke 14 is or is not present. The thresholds in these
arrangements may thus have only an upper limit, since a decrease in photon
count would be ignored anyway.

The fire detection device 10 can be a stand-alone device in that the device
functions to detect smoke 14 and fire 92 but does not perform any other
functions. Alternatively, the fire detection device 10 may be incorporated into
another device that is capable of performing other functions. For example, the
fire detection device 10 may be incorporated into a cell phone, smart phone,
personal digital assistant, or laptop computer. With reference now to Fig. 9, the
back surface of a fire detection device 10 is shown that is incorporated into a
smart phone. The smart phone has a housing 20 that may be a case into which

the smart phone is stored, or may simply be the original housing provided with
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the smart phone. The processor 34 can be a processor of the smart phone, or
may be a processor of a computer remote from the smart phone. The camera
22 and the light source 24 of the smart phone are shown, and may be the
camera 22 and the light source 24 that is used by the fire detection device 10
when monitoring for smoke 14. The smart phone is placed onto the upper
surface of the table 16 so that the camera 22 and the light source 24 are
directed upwards to the ceiling 18 and so that the screen 44 of the smart phone
is blocked from view by being positioned facing the upper surface of the table 16
onto which the smart phone is placed. The smart phone may include volume
buttons 50 and 52, and a power button 48 for turning the smart phone on and
off.

Fig. 10 shows the front side of the smart phone of Fig. 9 in which the
screen 44 displays information relevant to the fire detection device 10. The
analysis portion of the fire detection device 10 may be an application, or app,
that is downloaded onto the smart phone or otherwise available to the smart
phone. Accordingly, the app may direct the operation of the steps or perform
the methods described above. For instance, the app may control the camera 22
and the light source 24 and can direct the processing of the information obtained
in order to determine whether an alarm should be sounded. If so, the app may
instruct the speaker of the smart phone to emit an audible warning, the screen
44 of the smart phone to emit a visual warning, or vibration of the smart phone
to activate in order to alert the user that a fire 92 is taking place. Although
described as alerting directly at the fire detection device 10, the alarm may be a
phone call, text message, or other communication sent over a wired or wireless
network to one or more monitoring stations, such as a fire department or a
police station. The alarm may be sent to other devices remote from the fire
detection device 10 in certain arrangements. The alarm may be sent to any

designated individuals or entities such as fire departments, EMS, or police.

28



WO 2018/005616 PCT/US2017/039691

The smart phone may have a physical button 54 located on the front face
of the smart phone that is used to control certain features of the smart phone
and to provide input. The smart phone includes a second camera 46 that can
likewise be used to capture images. In this regard, the smart phone could be
placed on its back side so that the screen 44 and the second camera 46 point
upwards towards the ceiling 18, and away from the upper surface of the table
16. The fire detection device 10 may function so that the second camera 46
acquires the necessary images. A secondary light source 24 may be present as a
different device from the smart phone that may be controlled by the smart
phone or not controlled by the smart phone. The screen 44 may provide
sufficient illumination so as to function as the light source 24. In yet other
arrangements, the fire detection device 10 does not employ a light source 24
and may take the images and prepare the analysis without the use of light 28
generated by the fire detection device 10.

The app that may be included in the fire detection device 10 may
present certain information on the screen 44 to inform the user of the
functioning of the fire detection device 10, and to request information from the
user to help the fire detection device 10 identify fire 92. A title 56 of the
application can be displayed on the screen 44 in order to inform the user that the
smart phone is functioning in fire detection mode. The screen 44 may also
present the user with a start-up screen 58 that informs the user that the fire
detection device 10 is in is the startup mode. The start-up screen 58 may inform
the user that the fire detection device 10 has not yet started imaging the room,
and may request input from the user in order obtain information that may better
help the fire detection system 10 in determining whether a fire 92 is present.

The start-up screen 58 may request the user enter a first setting 60 that
can ask the user whether a ceiling fan is or is not turned on in the room when
the fire detection device 10 is functioning to check for a fire 92. The user can

use the smart phone to enter a yes or no answer, and the fire detection device
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10 can adjust its sensitivity according to whether a ceiling fan is running. The
presence of a running ceiling fan may contribute to variations in the lightness
and darkness sensed during monitoring.

The start-up screen 58 may also have a second setting 62 that asks the
user whether the blinds to the room are open or closed. Open blinds may cause
light from the outside to enter the room, and associated movement and shadows
may be present within the room that could be imaged by the camera 22. The
fire detection device 10 may be programmed with different sensitivity depending
upon whether this movement is or is not to be expected in view of the fact that
light and other non-fire related movements can be present in the room if the
blinds are open. Another third setting 64 may further be presented to the user
at the start-up screen 58 which asks the user how long the fire detection device
10 should function in fire detection mode. If the user plans on getting up at
6:00 am, power can be saved by shutting off the fire detection mode at this
time, or if movement in the room is expected by the user turning on lights and
so forth at 6:00 am then the frequency of false alarms can be minimized or
eliminated if the fire detection device 10 is not used when it is not needed.

The fire detection device 10 may be a mobile device that the user can
take with him or her to different locations. For example, the user can utilize the
fire detection device 10 at different locations when traveling at such times and
locations the user needs to sleep. The fire detection device 10 may be designed
so that the camera 22, light source 24, and processor 34 are not mounted to a
table 16, floor, wall or other surface in a room 12 but are instead separate from
such surfaces and not attached. In other arrangements, the fire detection device
10 may in fact be an installed device that is in fact attached to a floor, table, or
other surface in a room 12.

The fire detection device 10 may use a camera 22 that is additionally used
as a security camera to monitor a room 12, hallway, parking lot, or other

location. Images from the camera 22 may thus be used not only to detect fire
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92, but to monitor for intruders or other activity. The fire detection device 10
may thus be incorporated into an all ready existing security system. In yet other
arrangements, the fire detection device 10 may include some components of a
desktop or laptop computer. For example, a camera 22 could be incorporated
into a desktop or laptop computer and used to capture images. The processing
of the images may be done by the desktop or laptop computer, or may be sent
to a remote location for processing. The alarm 42 may be sounded at the
desktop or laptop computer, or may be sounded at a location remote from the
desktop or laptop computer. As such, in some arrangements the camera 22 may
be mobile in that it is incorporated into a device that by nature is moved from
place to place, or the camera 22 may be static in that it remains in a single
location. In the instance where the camera 22 remains in a single location, it
may be rigidly positioned such that it is incapable of moving, or may be capable
of being panned and tiited so that different fieids of view 26 are possible.

The fire detection device 10 can be employed at facilities such as concert
halls, movie theaters, factories, and traffic tunnels to detect fire 92. Still further,
the fire detection device 10 may also be used to detect smoke 14 from cigarettes
in locations like restaurants and airplanes that prohibit smoking. The fire
detection device 10 can be employed in any location in which one desires a
determination as to whether fire 92 is or is not present.

The fire detection device 10 as used herein may be capable of detecting
smoke 14 and then sounding the alarm because the presence of smoke 14
indicates that a fire 92 is present. Additionally, the fire detection device 10 may
also be capable of detecting the flame produced by fire 92 in order to determine
that the fire 92 is present. The aforementioned processing steps can be set up
to check for brightness associated with a flame of the fire 92 and can sound an
alarm if there is a flame detected.

In still further arrangements, the fire detection device 10 is capable of

detecting smoke 14 of the fire 92, but cannot and is not capable of detecting the
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actual flame of the fire 92. The fire detection device 10 may alert that
something is happening, flame, without even detecting flame. An alarm may
thus be given even though the actual item detected is not even recognized or
seen by the device 10. The fire detection device 10 may not take texture or
color of the image into account when determining whether smoke 14 is present.
In certain arrangements, the fire detection device 10 may only look at intensity
of the pixels and location of the pixels relative to the pixel array 66 when looking
for smoke 14. In some embodiments, the fire detection device 10 may look for
specific properties of smoke 14 and alert based on these properties. For
instance, the device 10 may look for how smoke 14 moves across a room 12 in
order to determine whether smoke 14 is or is not present when analyzing the
captured images. It is to be understood that as used herein, such as in the
specification and claims, that the detection of fire 92 can be inferred from the
detection of smoke 14 such that the alarm can be generated to alert that fire 92
is present even if only smoke 14 is detected. The device 10 may thus be a fire
detection device 10 even if it only detects smoke 14, and not fire 92 directly, or if
it detects both smoke 14 and fire 92 directly.

The present invention is also directed to methods of detecting smoke in
an area, such as in a field of view 26 of the fire detection device 10 and/or
camera 22 as described above. These methods of detection may include
analyses as described above or the methods described below. They may be
performed by an app that may run on a smart phone or other device 10, or a
software program that may run on a processor 34, image analyzer 38 or image
comparator 40 of such a device 10, as described previously.

In at least one embodiment, as shown in Fig. 13, one method 600 of
detecting smoke involves monitoring an area or field of view 26 for changes in
the environment, and if changes are detected, then validating that the changes
are indicative of smoke. This method 600 begins with monitoring the field of

view 26, which includes first collecting a plurality of electronic images at a first
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sampling rate, as at 200. These electronic images are collected with an image
collection device, which may be a camera 22 as discussed previously. The
electronic images may be digital images, such as may be captured by any device
having digital image taking capabilities. This includes, but is not limited to, a
camera 22 on a smartphone, tablet, or other mobile device, or a camera 22 as
may be part of a security camera system.

As depicted in Fig. 14, the electronic images 150 may be collected
sequentially over a period of time, which may be at regular intervals. For
example, the first sampling rate used in the monitoring stage of the present
method may be defined as collecting a new electronic image of the field of view
26 every few seconds, or one image every multiple seconds. In one example,
the first sampling rate is defined as a new electronic image every 2 to 5 seconds.
In a preferred embodiment, the first sampling rate may be every 3 seconds.
Other time intervals are possible and contemplated herein, and may vary
depending on how closely or frequently one wishes to monitor the field of view
26. Accordingly, as the method continues, additional electronic images 150/,
150" are taken of the field of view 26 at slightly different times. The electronic
images taken at the first sampling rate may also be referred to herein as
“monitoring images.”

The electronic images 150, 1507, 150" may be collected at any resolution
of the image collecting device. For example, in at least one embodiment the
image collection device is a camera 22, which may be an 8-bit, 12-bit, 14-bit or
16-bit camera. Other bit-depths may also be used. In addition, the resolution of
the camera may be any resolution appropriate for image collection. The
resolution may therefore be in the megapixel range, such as 1 to 20 megapixels,
which indicates the number of pixels that will be captured in each image
collected. The more pixels, the higher the image quality and more detail
included in the image. In some embodiments, a lower resolution may be

preferred, such as to keep the processing load low. In other embodiments,
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higher resolution may be desired, such as when the field of view 26 is large,
expansive, or covering a distance (as in a large room or warehouse) and
additional detail may be useful for image enhancement and/or zooming. In at
least one embodiment, the resolution used may be on the order of 1 megapixel,
such as produces images of 1024 x 1024 pixels. In other embodiments, the
resolution may be below the megapixel range, such as 256 x 256 or 640 x 480.
In addition, the electronic images may be collected in color ("RGB") or
grayscale. The methods described herein may be performed on either type of
electronic image, RGB or grayscale, which may have any number of values per
pixel. For example, an 8-bit camera will provide 256 values (28) per pixel. A 12-
bit camera will provide 4096 values (212) per pixel. In at least one embodiment,
the method includes a step of converting the electronic images from RGB to
grayscale, as at 202 in Fig. 13. This may simplify the calculations performed
later in the method, which may be beneficial if processor capacity is limited, or if
increased computing time is preferred. In one embodiment, converting images
from RGB to grayscale involves taking the average of the values for each pixel.
For example, each pixel in an RGB image will have a value for red, another value
for green, and a third value for blue in the pixel. To convert to grayscale, the
average is taken of the red, green and blue values to arrive at a single value.
This is used as the grayscale value for that pixel. This process is repeated for
each pixel in the image, until each pixel is defined by an average value instead of
three color values. This constitutes the converted grayscale image. If images
are collected in RGB and the method of detecting smoke is desired to be
performed with grayscale images, this conversion process is performed on each
electronic image 150, 1507, 150" taken. Conversion from grayscale to RGB or
between different color schemes, filters or gradients is also contemplated herein.
In addition, the electronic images 150, 150’, 150" may capture images in
the visible light spectrum, but also in ultraviolet, infrared, or other parts of the

electromagnetic spectrum. For example, the visible light spectrum falls in the
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range of about 390 - 700 nm wavelength. The ultraviolet spectrum falls in the
range of about 10 — 390 nm in wavelength. The infrared spectrum falls in the
range of about 700 nm — 1 mm. Accordingly, the camera 22 may be a visible
light camera, or may be infrared, UV, or other type of camera. In some
embodiments, the camera 22 may include night-vision capabilities to detect
smoke in low-light or no light circumstances. In other embodiments, the camera
22 may also detect thermal imaging, heat signatures (such as may be useful in
detecting smokeless fires, including smoldering embers), lightwave distortion
from heat (such as shimmering or heat haze), hydrodynamic properties involving
heat, and flame.

In some embodiments, the device 10 may include a light sensor 27 that
detects and/or quantifies the amount of light present in the field of view 26, such
as may be detectable by light intensity or photon detection. The light may be of
any wavelength, as described above. The method may include detecting the
amount of light in the field of view, and activating a light source 28 if less than a
predetermined level of light is detected. For example, a low-lit field of view,
such as one where there are no overhead lights turned on or only ambient light
present from surrounding areas, may fall below the threshold of light required
for image collection by the image collection device 22. In these embodiments,
the light 28 may be activated to add enough light to rise above the light
threshold so images may be collected. In other embodiments, low light may be
preferable, such as when monitoring a room while a person is sleeping. In these
embodiments, the light threshold may be much lower, or may effectively be zero.
The light threshold may depend on the particular image collection device 22
used, and the type or wavelength of light used by the image collection device 22.
Accordingly, the light threshold will be different for visible light cameras 22 than
it is for infrared or UV cameras. It should also be understood that, in some
embodiments of the method, the detection and/or addition of light to the field of

view 26 may not be necessary or preferred.
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Returning now to Fig. 13, once there are at least two electronic images
150, 150’ taken at the first sampling rate, the method 600 further includes
selecting corresponding portions of at least two of the electronic images, as at
210. For example, as shown in Fig. 15 each electronic image 150, 150’ may be
parsed or subdivided into portions 152, 152", Each corresponding image 150,
150" will be similarly parsed, so that each has the same size and number of
portions 152, 152", Accordingly, the portions 152 of one electronic image 150
will correspond to similarly situated portions 152’ of another electronic image
150’. For instance, a first portion 152 denoted as Ain Fig. 15 will correspond to
a similarly situated first portion 152" denoted as A’in a subsequent image 150'.
Likewise, a second portion 152 denoted as Bin a first image 150 will correspond
to a similarly situated second portion 152" denoted as B’in the subsequent image
150°. This pattern continues for the entirety of each image 150, 150'.

Portions 152, 152’ may be any subset of the total electronic image 150,
150°. For example, in some embodiments, the portions 152 may be as small as a
single pixel 154. In other embodiments, as shown in Figure 15, each portion 152
may be a tile comprising a plurality of pixels 154. As used herein, “portion” and
“tile” may be used interchangeably, although it should be understood that the
portion 152 may be of any size and shape and is not limited to a tile. The
portion 152 may include any number of pixels 154. The greater the number of
portions 152 per image 150, the fewer number of pixels 154 each portion 152
will include, and vice versa.

The number of portions 152 or tiles an image 150 is divided into will
depend on the resolution of the image collection device 22 and the level of detail
desired for the monitoring of the field of view 26. The portions 152, 152’ of the
first plurality of images may be a subset of the total image 150, 150’, and may
be any size thereof. For example, in at least one embodiment, the portions 152,
152’ of the first plurality of images are tiles of the images 150, 150’, where each
tile includes a plurality of pixels 154. In some embodiments, the portions 152,
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152’ of the second plurality of images may be as small as individual pixels 154.
However, portions 152, 152’ sized too small provide too much data to be useful,
and portions 152, 152’ sized too large fail to provide enough data to be useful.
Therefore, in at least one embodiment, each portion 152, 152’ of the first
plurality of images is up to 10% of the total image size. In other embodiments,
each portion 152 is 2% - 4% of the image 150. In still other embodiments, each
portion 152 is less than 1% of the image 150.

The size of the portions 152, 152’ may also be described in terms of the
ratio of portions 152 to pixels 154, or the number of pixels 154 each portion 152
includes. This may depend on the resolution of the image collecting device 22
used and other settings or parameters used for collecting the plurality of images.
For example, in at least one embodiment, the ratio of portions 152 to pixels 154
may be in the range of 1:500 to 1:2000. For instance, if an 8-bit depth image
collection device 22 is used, the total image size is 1024x 1024 pixels and the
total number of pixels is 1,048,576. If this image is parsed into portions 152 that
are each 32x32 pixels in size, each portion 152 contains 1024 pixels, so that
each image 150 is 32 portions wide and 32 portions across. The ratio of portions
152 to pixels 154 is therefore 1:1024. In terms of percentages, each portion 156
contains 0.097%, or 0.01%, of the pixels 154 for the total image 150.

In another example, the first plurality of images are collected using an 8
megapixel camera and the images 150 may be 2448x3264 pixels, yielding a total
of 7,990,272 pixels. If these images 150 may be parsed into portions 152 that
are 34x34 pixels in size, each portion 152 contains 1156 pixels, and are
therefore 96 tiles wide and 72 tiles high. The ratio of portions 152 to pixels 154
is 1:1156. In terms of percentages, each portion 152 therefore contains 0.01%
of the pixels 154 for the total image 150.

Of course, the portions 152 need not be identical in size. For example, in
still another embodiment utilizing a 12 megapixel camera, the images 150 may
be 4256x2832 pixels, yielding a total of 12,052,992 pixels. These images may
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be parsed into portions that are each 34x32 pixels in size, each portion 152
contains 768 pixels, such that the image is 133 tiles wide and 118 tiles high.
This yields a ratio of 1:768 portions to pixels. In terms of percentages, each
portion 152 therefore contains 0.006% of the pixels 154 of the total image 150.
These are but a few illustrative examples, and are not intended to be limiting in
any way.

The method 600 continues by calculating a first image portion value
representative of each portion, as at 220. This image portion value is a
quantitative value reflecting the pixel information in each portion 152, which may
be a numerical value or other value. Accordingly, each portion 152, 152" will
have its own image portion value. The image portion value may be a whole
number, fraction, decimal, and may be a positive or negative number. Since the
method 600 is monitoring a field of view 26 for changes, the image portion
values are comparison values determined by comparing corresponding portions
152, 152’ between at least two images 150, 150°. For instance, a first electronic
image 150 is defined as the reference image, and one of the subsequent images
1507, 150" is compared to the reference image 150. Therefore, the first image
150 may be the reference image, and the next image 150’ may be compared to
the reference image 150. The following image 150" may also be compared to
the first image 150, or may be compared to the intervening image 150’ as a
reference image.

In at least one embodiment, the method 600 includes periodic updating of
the reference image, depicted schematically in Fig. 16. This accommodates slow
changes in the field of view 26, such as drift of the scene, and ensures the
method is continuing to be performed on accurate information. With updating,
any changes that are detected during monitoring are more likely to be actual
changes in the field of view 26 and less likely to be false positives. Updating
includes collecting a first electronic image 150 and defining this first image as the

reference image, as at 204. It further includes collecting at least one subsequent
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image 150', 150" at the same sampling rate for comparison to the reference
image 150, as at 206. Accordingly, one or more than one subsequent images
150', 150” may be collected. Finally, it includes redefining the reference image
150 as one of the subsequent images 150’, 150” at a predetermined interval, as
at 208. The new reference image 150 is therefore one of the later collected
images, although in at least one embodiment it may be a later image collected
solely for the purpose of being a reference image. The predetermined interval at
which the reference image 150 is redefined may be a time interval, a number
interval, such as a certain number of images, or other type of interval. For
example, in at least one embodiment, the reference image 150 is redefined
periodically by the seconds. The interval may be 2-10 seconds in one example.
In another example it may be 6 seconds or 9 seconds. In other embodiments,
the predetermined interval is a number of subsequent images 150°, 150"
collected. The interval may be 2-4 subsequent images. In at least one
embodiment, the reference image 150 may be updated every 3 subsequent
images. As noted above, updating the reference image 150 continues
throughout the monitoring process and occurs periodically at every
predetermined interval.

In at least one embodiment, calculating the image portion value includes
performing an error function calculation between corresponding portions 152,
152’ of at least two electronic images 150, 150°. With reference to Fig. 14, these
images 150, 150" may be adjacent to one another, meaning that there are no
intervening images 150 taken between. However, in some embodiments, these
images 150, 150" may have one or more intervening image(s) 150 between, such
that image 150 may be compared to image 150", for example. Preferably, two
images 150 are compared to each other, and an image portion value is
calculated for each corresponding portion 152, This process may be repeated for

each pair of images 150 collected in the monitoring stage, which is ongoing.
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In calculating the image portion value, each corresponding portion 152,
152" is compared and an error function is performed on each pixel in the portion
to determine how similar, or dissimilar, the corresponding portions 152, 152’ are
in a quantifiable way. The error function may be any error function as permits
determining the similarity or difference between two items, and may include
numerical calculations. For example, the error function may be one of
normalized scalar product, scalar product, correlation coefficient, sum of squared
differences, dot product, vector dot product, non-standard dot product, root
mean squared, or other comparison calculation.

In at least one embodiment, the first image portion value is a correlation
coefficient representing each portion 152. In this embodiment, corresponding
portions 152, 152" are compared from different images 150, 150’ on a pixel-by-
pixel level. Corresponding pixels 154 from each portion 152, 152’ are compared,
and a correlation coefficient for the portion may be determined according to the
following formula:

c = 2i(xi=0)(Yi-y)
\/Zi(xi-55)'\2 2j(yi-mr2

(1)

where cis the correlation coefficient for a particular portion 152, and xand y
indicate the coordinates for each pixel within the portions /and j, such that the
value for each pixel x, yare compared between portions / j. Each pixel 154 will
therefore have a correlation coefficient, and the correlation coefficient for the
portion 152 is therefore the sum of the correlation coefficients for each
corresponding pixel within the compared portions 152, 152’. The correlation
coefficient cwill be in the range of 1 to -1, where 1 indicates the portions
compared are the most similar (no change), and -1 indicates the portions
compared are the most dissimilar (change).

In other embodiments, the first image portion value is the standard

normalized scalar product, which may be determined by the following formula:
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2iXiVi

where yis the normalized scalar product, x and yindicate the coordinates for

(2)

each pixel within the portions 7and Jj, such that the value for each pixel x, yare
compared between portions /, . Each pixel 154 will have a normalized scalar
product y, and all the normalized scalar products y of all the pixels within a
particular portion 152 are aggregated together to form the first image portion
value. The normalized scalar product y may be in the range of 1 to -1, where 1
indicates the most similarity, and -1 indicates the most change between the
compared image portions 152.

In the above examples, the image portion value is @ measure of similarity
between the compared image portions 152. In some embodiments, however,
such as when the image portion value is calculated by using the sum of squared
differences, a measure of difference between the compared image portions 152
may be calculated. In such embodiments, increasing values indicate more
change, and lesser values indicate less change. Further, the range of values for
the image portion value will depend on which function is used to calculate the
image portion value. For instance, correlation coefficient and standard
normalized scalar product calculations produce values between -1 and 1. Sum of
squared difference calculations, on the other hand, have a minimum value of 0,
indicating no change, and increasing values that indicate change.

As shown in Fig. 13, the method 600 continues with comparing the first
image portion value as calculated to a first predetermined image portion value
threshold, as at 230. The image portion value threshold indicates the level of
sensitivity of the monitoring. Values falling below the image portion value
threshold indicate a low level of similarity to the reference image, or that a

change has occurred in the field of view 26. Values above the threshold indicate
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a higher level of similarity, or less change in the field of view 26. Therefore, the
threshold may be set higher or lower depending on how sensitive the monitoring
is desired to be. The higher the threshold is set, the more sensitive the
monitoring system is, in which only slight changes will indicate a change in the
scene and that the method 600 should continue.

The first image portion value threshold also depends on the particular
function used to calculate the image portion value. For example, in at least one
embodiment in which the standard normalized scalar product is used to calculate
the image portion values, the first image portion value threshold may be in the
range of 0.75 - 0.99. In one embodiment, the image portion value threshold
may be 0.95. It should be appreciated that the image portion value threshold
will be somewhere in the range of possible values that can be produced using
the particular error function calculation. For example, the image portion value
threshold may not be less than zero when using the sum of squared differences
to calculate the image portion value, since the lowest value possible using this
function is zero.

When the first image portion value is compared to the first image portion
value threshold, as at 230, whether the image portion value falls above or below
the threshold is determined, as at 240. When the first image portion value is
greater than the first image portion value threshold, this indicates the field of
view 26 is not sufficient changed between images 150 to be of concern, and the
method 600 continues with further monitoring. Specifically, the method 600
repeats with collecting electronic images at a first image sampling rate, as at
200, and continues through the above-described steps. In the event the first
image portion value is less than the first image portion value threshold, this
indicates a change in the field of view 26, and the method 600 continues with
validation to ascertain whether the change detected is due to smoke or a smoke-

like substance in the field of view 26.
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In at least one embodiment, the first image portion value for each portion
152, 152’ of each image 150, 150" may be compared to the first image portion
value threshold, and a determination made for each portion 152, 152°. If any
portion 152, 152’ or tile of an image 150, 150" is less than the threshold, then a
change is indicated and the method 600 continues. In another embodiment, the
method 600 includes determining the lowest value of the first image portion
values for all portion 152 of an image 150, as at 225, and only the lowest first
image portion value is compared to the threshold. The method 600 continues
only if this lowest value is less than the first image portion value threshold. This
embodiment may be useful when processing capacity is at a premium or must be
done quickly.

If a change is detected, as described above, the method 600 continues by
collecting a second plurality of electronic images at a second sampling rate, as at
300 in Fig. 13. As with the first plurality of images, the second piurality of
images are also collected using an image capturing device, such as a camera 22,
as described above. Thus, the second plurality of electronic images 150, 150/,
150" may be of any resolution or quality. In at least one embodiment, the
second plurality of images are collected using the same image capturing device
22 as was used to collect the first plurality of images, and most preferably use
the same configuration or settings of the image capturing device 22. For
example, in one embodiment an 8-bit depth camera may be used to collect
images of a field of view in the visible spectrum of light for both the first plurality
of images at a first sampling rate, and a second plurality of images at a second
sampling rate. In another embodiment, different configurations or specifications
may be used for the first plurality and second plurality of images, such as if more
or less detail is desired for the second plurality of images. As with the first
plurality of images, the second plurality of images may be collected in either RGB
or grayscale, and may be converted between RGB and grayscale, as at 302, as

described previously.
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The second sampling rate at which the second plurality of images is
collected is greater than the first sampling rate at which the first plurality of
images is collected. The sampling rate is the rate or frequency at which the
electronic images 150, 150°, 150" are collected. Since the second sampling rate
is higher than the first, the second plurality of images are collected more
frequently than the first plurality of images. This enables many more electronic
images to be collected of the field of view 26, to provide more information for
determining whether a smoke-like substance is present, as will become apparent
from the description below.

In at least one embodiment, the second sampling rate is at least an order
of magnitude greater than the first sampling rate. If the first sampling rate is
one image collected every 3 seconds, then the second sampling rate may be one
image collected every 0.3 seconds, or one image every 0.03 seconds (30
milliseconds). In at least one embodiment, the second sampling rate is multiple
images collected per second. In such embodiments, the second plurality of
images may comprise a video, such that the image collection device 22 takes a
video of the field of view 26 rather than simply sequential still shots. As used
herein, a “video” may be a sequence of images collected over a period of time
taken at an interval of multiple frames per second, such as 30 frames per
second, although it is understood that smaller or larger intervals may be utilized
and are also contemplated herein. It should also be understood that the
collection of the second plurality of electronic images need not occur by “video”
but rather a sequence of images taken at a greater frequency than the first
sampling rate. The interval may be considered the sampling rate, such as the
second sampling rate. Accordingly, in at least one embodiment, the second
sampling rate is 10 or more images per second, such as 10-50 images per
second. In one embodiment, the second sampling rate is 30 images per second,

as is consistent with the definition of video used herein.
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The step of collecting a second plurality of images, as at 300, may occur
for a predetermined period of time, such as 3 seconds to 3 minutes. For
example, in one embodiment the collection of the second plurality of images
occurs for a period of 5 seconds. During this time period, the second plurality of
images is collected at the second sampling rate, which may be periodically or
continuously. In at least one embodiment, collecting a second plurality of
images continues until such time as the method 600 determines that there is no
presence of smoke-like material, and the monitoring stage is resumed.

Each of the second plurality of electronic images 150, 150°, 150" includes
a plurality of pixels 154, each of which are defined by a pixel value. As used
herein, “pixel value” means a quantitative numerical value representative of the
intensity of an individual pixel. In at least one embodiment, the pixel value may
be the raw numerical intensity of a given pixel. In at least one other
embodiment, the pixel value may be defined as the resulting value from an error
function calculation comparison of corresponding pixels from two or more images
150, 150°, 150”. The error function may be any of normalized scalar product,
scalar product, correlation coefficient, sum of squared differences, dot product,
vector dot product, non-standard dot product, root mean squared, or other
comparison calculation, as described previously. In still other embodiments, the
pixel value may be the result of a time derivative calculation for a particular
pixel, as described below.

For instance, in at least one embodiment the method 600 includes
converting the second plurality of electronic images 150, 150’, 150" to a
corresponding plurality of derivative images, as at 304. This conversion
compares at least two of the second plurality of electronic images 150, 150/,
150" to each other, and removes any similarities between them, thereby isolating
only the changes from one electronic image to the next. This may be
accomplished by any process that produces results which highlight or single out

only the changes in an image. In at least one embodiment, converting to
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derivative images includes calculating the time derivative value, D, such as by

centered finite differences using the formula:

i[xy,t+1]-i[x,y,t—1]
Dixyy = > g (3)

where /is the image value for each pixel at position x, yand time £ Here, a new
image is collected at every time & Therefore, the centered finite differences
calculation determines the change in xand in y of each pixel by comparing the
values for that pixel from the images before and after the particular image in
question, and dividing by 2. This is performed for each pixel 154 in each image
taken at every time £ The aggregate of the time derivative values D produces a
derivative image for each of the second plurality of images, but which now
includes only the difference data, or data which changed from one image to the
next, where the pixel value for each pixel 154 is a result of time derivative
calculation.

The method 600 may further include determining the absolute value of
derivative images, as at 306. For instance, since the derivative images indicate
only the changes from one image to the next of the second plurality of images,
the change may be positive or negative. Taking the absolute value of each D for
each pixel converts each pixel value in the derivative images to a positive value,
which may be beneficial in further calculations of the method.

The method 600 further includes comparing each of the pixel values in
each of the second plurality of electronic images 150, 150’, 150" to a
predetermined pixel value threshold, as at 310. In embodiments which convert
the second plurality of images to derivative images, as described above, the pixel
values compared to the pixel value threshold are the derivative values, D. In
other embodiments which do not convert to derivative images, but rather use
the information from the second plurality of electronic images as collected (or as

converted between RGB and grayscale), the pixel values compared to the pixel
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value threshold are the pixel values as described previously. The pixel value
threshold is set at a value to establish the threshold over which large changes in
the field of view 26 are indicated. Large changes in the field of view 26, such as
a person walking through the room or object moving in the space, will produce a
large pixel value or time derivative, D, as compared to smoke-like material,
which produces more gradual changes and therefore smaller pixel values or
deviations.

To rule out large changes that appear suddenly and are not due to smoke
or smoke-like material, the pixel value threshold is set. This pixel value
threshold may be dependent on a parameter of the image collection device 22,
such as the dynamic range of a camera 22. As used herein, “dynamic range”
means everything on the continuum defined between the brightest and darkest
areas of an image. In at least one embodiment, the pixel value threshold is
defined as one-fifth the dynamic range of the image coliection device 22. For
example, an 8-bit depth camera may have a dynamic range of 250, meaning the
difference in pixel value between the brightest pixel and darkest pixel of an
image is 250. The brightest pixel may have a value of 300, and the darkest pixel
may have a value of 50, such that the difference between the two is 250. In this
example, the pixel value threshold may be set at 50, which is one-fifth of 250.

In other embodiments, the pixel value threshold may range from 10 — 80. In at
least one embodiment, the pixel value threshold is 50. In another embodiment,
the pixel value threshold is 70. In still another embodiment, the pixel value
threshold is 20. These are illustrative examples of the pixel value threshold.

Upon comparison to the threshold, if any pixel value for any of the second
plurality of electronic images is less than the pixel value threshold, then the
method 600 returns to monitoring and collecting images at the first sampling
rate again. If any pixel value is greater than the pixel value threshold, as at 320,
then the method 600 includes calculating an image pixel value, as at 330, in Fig.

13. The image pixel value is representative of the number of pixels 154 in an
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electronic image 150 having a pixel value greater than the pixel value threshold.
In other words, the image pixel value is the number of pixels having pixel values
that exceed the pixel value threshold, and may be calculated by adding the
number of pixels in an image 150 that meet the criteria. A large number of
pixels exceeding the pixel value threshold indicates more than a fleeting
occurance and that the change detected in the field of view 26 is a large change,
such as a person or object, and therefore due to something other than smoke-
like materials. On the other hand, a small number of pixels exceeding the pixel
value threshold indicates smoke-like material is present, and further analysis is
performed.

The image pixel value threshold is therefore defined as a value which
demarcates between large changes and small changes in the field of view 26.
The image pixel value threshold may therefore be defined as a certain
percentage of the total number of pixels in an image, or a certain number of
pixels. For example, in at least one embodiment the image pixel value is defined
as 0.001% — 1% of the total number of pixels of the image 150. In one
embodiment, the image pixel value threshold is about 0.04% of the total pixels.
It should be understood that the image pixel value may be any value in this
stated range, inclusive of the top and bottom values given. In other
embodiments, it may be above or below the range stated above, depending on
the level of sensitivity desired for the method 600. In other embodiments, the
image pixel value threshold is defined as a number of pixels. For example, if the
image is 1024x 1024 pixels, then the total number of pixels in the image is
1,048,576 and the image pixel threshold may be 400 pixels. In other
embodiments, the image pixel value threshold may be set lower, such as at 10 or
15 pixels, or may be set higher, such as 1,000 pixels. Again, the specific
threshold will depend on the desired sensitivity of the method 600 to detect large
changes in the field of view 26.
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The method 600 therefore continues with comparing the image pixel value
to the image pixel value threshold, as at 340. If the image pixel value is greater
than the image pixel value threshold, then the change was due to a large change
not likely to be smoke-like material, and the method 600 returns again to
monitoring the field of view 26 as described previously.

If the changes detected are not determined to be a large change in the
scene, they are further analyzed in order to begin the process of determining
whether the changes are due to smoke-like material. Smoke and smoke-like
material exhibits certain fluid dynamics. For instance, it is likely to move through
an area with small, constant movement rather than thé rapid or intermittent
movement of large objects. Therefore, the method 600 can ascertain whether
changes detected are from large objects, and whether they are small, constant
changes consistent with smoke-like material dynamics.

Therefore, if the image pixel value discussed above is less than the image
pixel value threshold, as at 350, then the method 600 further includes
determining whether the changes are small, constant changes. Specifically, the
method 600 includes selecting corresponding portions 152, 152’ of at least two
of the second plurality of images taken at the second sampling rate, as at 360.
As discussed above in connection with the portions 152, 152’ of the first plurality
of images, the portions 152, 152’ of the second plurality of images may be a
subset of the total image 150, 150°, and may be any size thereof. In at least one
embodiment, the portions 152, 152’ of the second plurality of images are tiles of
the images 150, 150, where each tile includes a plurality of pixels 154. In some
embodiments, the portions 152, 152’ of the second plurality of images may be as
small as individual pixels 154. However, portions 152, 152’ sized too small
provide too much data to be useful, and portions 152, 152’ sized too large fail to
provide enough data to be useful. Therefore, in at least one embodiment, each
portion 152, 152’ of the second plurality of images is up to 10% of the total

image size. In other embodiments, each portion 152 is 2% - 4% of the image
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150. In still other embodiments, each portion 152 is less than 1% of the image
150.

The size of the portions 152, 152" may also be described in terms of the
ratio of portions 152 to pixels 154, or the number of pixels 154 each portion 152
includes. This may depend on the resolution of the image collecting device 22
used and other settings or parameters used for collecting the second plurality of
images. For example, in at least one embodiment, the ratio of portions 152 to
pixels 154 may be in the range of 1:500 to 1:2000. For instance, if an 8-bit
depth image collection device 22 is used, the total image 150 is 1024x1024
pixels and the total number of pixels is 1,048,576. If this image is parsed into
portions 152 that are each 32x32 pixels in size, each portion 152 contains 1024
pixels. The ratio of portions 152 to pixels 154 is therefore 1:1024. In terms of
percentages, each portion 156 contains 0.097%, or 0.01%, of the pixels 154 for
the total image 150.

In another example, the second plurality of images are collected using an
8 megapixel camera and the images 150 may be 2448x3264 pixels, yielding a
total of 7,990,272 pixels. If these images 150 may be parsed into portions 152
that are 34x34 pixels in size, each portion 152 contains 1156 pixels, and the
ratio of portions 152 to pixels 154 is 1:1156. In terms of percentages, each
portion 152 therefore contains 0.01% of the pixels 154 for the total image 150.

In still another embodiment utilizing a 12 megapixel camera, the images
150 may be 4256x2832 pixels, yielding a total of 12,052,992 pixels. If parsed
into portions that are each 34x32 pixels in size, each portion 152 contains 768
pixels, for a ratio of 1:768 portions to pixels. In terms of percentages, each
portion 152 therefore contains 0.006% of the pixels 154 of the total image 150.
These are but a few illustrative examples, and are not intended to be limiting in
any way.

Moreover, the second plurality of images 150, 150" may be parsed into the

same number and/or sized portions 152, 152" as the first plurality of images were
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parsed into previously. In other embodiments, the second plurality of images
150, 150" may be parsed into a different number or sized portions 152, 152’ from
those of the first plurality of images. It should be appreciated that, since the
second plurality of images are collected at a higher sampling rate than the first
plurality of images, the second plurality of images provides much more
information about the field of view 26 than the first plurality of images. This is
understandable, since the second plurality of images are meant to verify or
validate whether changes detected during the monitoring stage using the first
plurality of images was due to smoke-like material or not. Moreover, at this
point in the method 600, the second plurality of images has already been
screened for large changes in the field not likely to be smoke-like material.

Once corresponding portions 152, 152’ of the second plurality of images is
selected, the method 600 further includes calculating a second quantitative
image portion value representative of each corresponding portion 152 of the
second plurality of images, as at 370 in Fig. 13. As with the first quantitative
image portion value for the first plurality of images, the second quantitative
image portin value for the second plurality of images may be calculated by
performing an error function to compare corresponding portions 152, 152’ of two
images 150, 150°. The error function may be normalized scalar product, scalar
product, correlation coefficient, sum of squared differences, dot product, vector
dot product, non-standard dot product, root mean squared, or other calculation
permitting quantitative comparison of two values. The resulting image portion
values for each portion 152 of the second plurality of images may therefore be a
quantitative measure of similarity, as discussed previously. In some
embodiments, it may be a measure of difference between the corresponding
portions 152, also as previously discussed. In embodiments where derivative
images were calculated for the second plurality of images, the parsing of
portions 152 and comparison of corresponding portions 152, 152" may be

performed on the derivative images.
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The method 600 further includes comparing each of the second image
portion values to a second predetermined image portion value threshold, as at
380. The second image portion value threshold indicates the level of similarity,
or difference, which may be tolerated by the method 600. The second image
portion value threshold may be the same or different value as the first image
portion value threshold. For example, in at least one embodiment, the second
image portion value threshold is in the range of 0.7 to 0.99. In some
embodiments, the second image portion value threshold is 0.95.

Second image portion values greater than the second image portion value
threshold indicate no change, or changes that are so minor they are not of
concern. However, second image portion values lower than the second image
portion value threshold indicate small, constant changes in the field of view 26.
Accordingly, if any second image portion value is less than the second image
portion value threshold, as at 390, then the method 600 includes activating an
alarm, as at 400. The alarm may be located in the alarm module 42 of the
device 10, or may be external to the device 10. Further, the alarm may be
audio, visual, tactile and/or vibratory, or may provide notification to a user
through another sensory mechanism. For example, the alarm may be a sound
which alerts people in the area to the presence of danger. In another
embodiment, the alarm may be light(s) that may stay on or may pulse in a
pattern, which provides notice and information of the danger. In other
embodiments, the alarm may cause the device 10 to vibrate so that the
vibrations may be heard and/or felt on a surface or through direct or indirect
contact. In at least one embodiment, the alarm may be any combination of the
above modes.

Not all methods of the present invention require monitoring. For example,
if processing capacity is not a concern and constant image collection and
processing is possible, the method may forgo monitoring and instead constantly

scan the field of view 26 for large and small changes, as described above for the
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validation stage. Accordingly, in at least one embodiment, as depicted in Fig. 17,
the method 800 includes collecting a plurality of images, as at 500. These
images are collected of the field of view 26 of an image collection device 22, and
may be collected at any sampling rate and resolution, as described above.
Accordingly, collecting a plurality of electronic images, as at 500, may include
collecting a series of static images of the field of view 26, or may include taking a
video over a predetermined period of time, as discussed in detail above. Each of
the plurality of electronic images 150 collected includes a plurality of pixels 154,
each having a quantitative pixel value.

The method 800 further includes comparing the quantitative pixel values
- of each pixel 154 to a predetermined pixel value threshold, as at 510. As before,
the pixel value threshold may between 10 — 80 in some embodiments, and in at
least one embodiment may be 50. If any of the pixel values are greater than the
established pixel value threshold, as at 520, then the method 800 further
includes calculating an image pixel value, as at 530. This image pixel value is
the number of pixels 154 in the images 150 having a pixel value that exceeds the
pixel value threshold. An image pixel value is calculated for each image 150,
150, 150" as described above, and compared to an image pixel value threshold,
as at 540, and described above. As before, the image pixel value threshold may
be a certain number of pixels, or percentage of the total pixels of the image. For
example, the image pixel value threshold may be in the range of 0.001% - 1% of
the total pixels 154 in any one of the images 150. In another example, the
image pixel value threshold may be between 100 — 1000 pixels, such as 400
pixels.

If the image pixel value for the image is greater than the image pixel
value threshold, then the method 800 returns to collecting images, as at 500. If,
however, the image pixel value is less than the image pixel value threshold, as at
550, then the method 800 further includes selecting corresponding portions 152,
152’ of at least two of the plurality of electronic images, as at 560. These
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portions 152, 152’ are subsets of the images 150, as described in detail
previously, and may be tiles or as small as individual pixels. Once parsed into
corresponding portions 152, 152’, a quantitative image portion value is calculated
representing each corresponding portion 152, 152’, as at 570. This quantitative
image portion value is as described above, and may be calculated by performing
an error function between corresponding portions 152, 152°. Such error
functions include, but are not limited to, normalized scalar product, scalar
product, correlation coefficient, sum of squared differences, dot product, vector
dot product, non-standard dot product, and root mean squared error.

Once the image portion values are calculated for each pair of
corresponding portions 152, 152’, the method 800 further includes comparing
the image portion values to a predetermined image portion value threshold, as at
580. The image portion value threshold is sufficient to indicate small but
constant changes in the field of view 26, as described above. In some examples,
the image portion value threshold is in the range of 0.7 — 0.99. In at least one
embodiment, the image portion value threshold is 0.95.

If the image portion values are greater than the image portion value
threshold, then the method 800 resumes collecting images, as at 500. If the
image portion value for at least one of the portions 152 is less than the image
portion value threshold, as at 590, then the method 800 includes activating an
alarm, as at 400. The alarm is as described previously.

In at least one embodiment, the methods 600, 800 described herein may
operate constantly or without interruption. In some embodiments, the methods
600, 800 are performed by the device 10, image collection device 22, processor
34, image analyzer module 38, image comparator module 40, and/or alarm
module 42 upon actuation of a button, setting, portion of a screen, or other
mode of actuation. For instance, in embodiments where the methods 600, 800
are performed by an app or program, such as may be on a smartphone or
mobile device 10, actuation of the method 600, 800 may occur by interacting
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with a portion of the start-up screen 58 of the app, such as by touching a region
of the screen 44 denoting a button to commence the method 600, 800. Further,
the method 600, 800 may continue until a predetermined period of operation
expires, the method 600, 800 is canceled by actuation of a cancellation button,
or the alarm is activated. The predetermined period of operation may be any
amount of time, such as a few seconds or multiple hours or even days. In some
embodiments, such as when the methods 600, 800 are performed using closed
circuit imaging systems, such as CCTV systems, the methods 600, 800 may
continue indefinitely until selectively stopped. In other embodiments, such as
when utilizing a smartphone, the methods 600, 800 may stop after 10 minutes or
8 hours, or other such defined time. In at least one embodiment, a user of the
device 10 may select the length of time for the method 600, 800 to be
performed.

While the present invention has been described in connection with certain
preferred embodiments, it is to be understood that the subject matter
encompassed by way of the present invention is not to be limited to those
specific embodiments. On the contrary, it is intended for the subject matter of
the invention to include all alternatives, modifications and equivalents as can be

included within the spirit and scope of the following claims.
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What is claimed is:

1. A method of detecting smoke in a field of view, comprising:

collecting a plurality of electronic images of said field of view with an image
collection device, wherein each of said electronic images includes a plurality of
pixels each defined by a quantitative pixel value;

comparing each of said pixel values in each of said plurality of electronic
images to a predetermined pixel value threshold;

calculating a quantitative image pixel value representative of the number of
said pixels having pixel values exceeding said predetermined pixel value threshold
if any of said individual pixel values exceeds said predetermined pixel value
threshold;

comparing said image pixel value to a predetermined image pixel value
threshold;

selecting corresponding portions of at least two of said plurality of electronic
images if said image pixel value is less than said predetermined image pixel value
threshold;

calculating a quantitative image portion value representative of each of said
corresponding portions of said at least two electronic images;

comparing each of said image portion values to a predetermined image
portion value threshold; and

activating an alarm if said image portion value for at least one of said
corresponding portions is less than said predetermined image portion value
threshold.
2. The method as recited in claim 1, further comprising converting said
plurality of electronic images to a corresponding plurality of derivative images of
said field of view.
3. The method as recited in claim 2, wherein said quantitative pixel value is

defined as an absolute value.
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4, The method as recited in claim 1, wherein each of said portions of said at
least two electronic images is a subset of said electronic image.

5. The method as recited in claim 4, wherein each of said portions of said at
least two electronic images comprises up to 10% of said electronic image.

6. The method as recited in claim 5, wherein each of said portions of said at
least two electronic images comprises between 2% - 4% of said electronic image.
7. The method as recited in claim 5, wherein each of said portions of said at
least two electronic images comprises less than 1% of said electronic image.

8. The method as recited in claim 4, wherein the ratio of said portions of said
at least two electronic images to the total pixels in each of said electronic images
is in the range of 1:500 to 1:2000.

9. The method as recited in claim 8, wherein the ratio of said portions of said
at least two electronic images to the total pixels in each of said electronic images
is 1:1024.

10. The method as recited in claim 8, wherein the ratio of said portions of said
at least two electronic images to the total pixels in each of said electronic images
is 1:1156.

11. The method as recited in claim 1, wherein said predetermined pixel value
threshold is dependent on a dynamic range of said image collecting device.

12.  The method as recited in claim 11, wherein said predetermined pixel value
threshold is at least one-fifth of the dynamic range of said image collecting device.
13. The method as recited in claim 1, wherein said predetermined pixel value
threshold is defined between 10 and 80.

14.  The method as recited in claim 13, wherein said predetermined pixel value
threshold is defined as 50.

15.  The method as recited in claim 1, wherein said predetermined image pixel
value threshold is defined as in the range of 0.001% - 0.1% of the total pixels in

any one of said electronic images.
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16.  The method as recited in claim 15, wherein said predetermined image pixel
value threshold is defined as at least 400.
17. The method as recited in claim 1, wherein said predetermined image portion
value threshold is defined between 0.75 and 0.99.
18. The method as recited in claim 17, wherein said predetermined image
portion value threshold is 0.95.
19. The method as recited in claim 1, wherein calculating a quantitative image
portion value includes performing an error function calculation between
corresponding portions of said ét least two electronic images.
20.  The method as recited in claim 19, wherein said error function is selected
from the group consisting of a normalized scalar product, scalar product,
correlation coefficient, sum of squared differences, dot product, vector dot
product, non-standard dot product, and root mean squared.
21.  The method as recited in claim 1, wherein said piurality of electronic images
are at least one of RGB and grayscale.
22. The method as recited in claim 22, further comprising converting said
plurality of electronic images between RGB and grayscale.
23. A method of detecting smoke in field of view, comprising:

collecting a first plurality of electronic images of said field of view with an
image collection device at a first sampling rate;

selecting corresponding portions of at least two of said first plurality of
electronic images;

calculating a first quantitative image portion value representative of each
of said corresponding portions of said at least two electronic images from said first
plurality of images;

comparing said first image portion values representative of each of said
corresponding portions of said at least two electronic images from said first

plurality of images to a first predetermined image portion value threshold;
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collecting a second plurality of electronic images of said field of view with
an image collection device at a second sampling rate greater than said first
sampling rate if any of said first image portion values is less than said
predetermined first image portion value threshold, wherein each of said second
plurality of electronic images includes a plurality of pixels each defined by a
quantitative pixel value;

comparing each of said pixel values in each of said second plurality of
electronic images to a predetermined pixel value threshold;

calculating a quantitative image pixel value representative of the number of
said pixels having pixel values exceeding said predetermined pixel value threshold
if any of said individual pixel values exceeds said predetermined pixel value
threshold;

comparing said image pixel value to a predetermined image pixel value
threshold;

selecting corresponding portions of at least two of said second plurality of
electronic images if said image pixel value is less than said predetermined image
pixel value threshold;

calculating a second quantitative image portion value representative of each
of said corresponding portions of said at least two electronic images of said second
plurality of images;

comparing each of said second image portion values to a second
predetermined image portion value threshold; and

activating an alarm if said second image portion value for at least one of
said corresponding portions is less than said second predetermined image portion
value threshold.
24.  The method as recited in claim 23, wherein said second sampling rate is at
least one order of magnitude greater than said first sampling rate.
25. The method as recited in claim 23, wherein said first sampling rate is one

image every multiple seconds.
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26.  The method as recited in claim 25, wherein said first sampling rate is one
image every 2-5 seconds
27. The method as recited in claim 23, wherein said second sampling rate is
multiple images per second.
28. The method as recited in claim 27, wherein said second sampling rate is
10-50 images per second.
29. The method as recited in claim 23, wherein said first predetermined image
portion value threshold is defined as 0.70 — 0.99.
30. The method as recited in claim 29, wherein said first predetermined image
portion value threshold is defined as 0.95.
31. The method as recited in claim 23, wherein calculating said first image
portion value and said second image portion value includes performing an error
function calculation between corresponding portions of said at least two electronic
images.
32. The method as recited in claim 31, wherein said error function is selected
from the group consisting of a normalized scalar product, scalar product,
correlation coefficient, sum of squared differences, dot product, vector dot
product, non-standard dot product, and root mean squared.
33. The method as recited in claim 23, further comprising:
determining the lowest value of said first image portion values of said

corresponding portions of said at least two electronic images from said first
plurality of images;

comparing said lowest value of said first image portion values to a
predetermined first image portion value threshold; and

collecting a second plurality of electronic images of said field of view with
an image collection device at a second sampling rate greater than said first
sampling rate if said lowest value of said first image portion values is less than
said predetermined first image portion value threshold.
34. The method as recited in claim 23, further comprising:

60



WO 2018/005616 PCT/US2017/039691

collecting a first electronic image at said first sampling rate and defining
said first electronic image as a reference image,

collecting at least one subsequent electronic image at said first sampling
rate for comparison to said reference image, and

redefining said reference image as one of said subsequent electronic images
at a predetermined interval.
35. The method as recited in claim 34, wherein said predetermined interval is
a time interval.
36. The method as recited in claim 35, wherein said predetermined interval is
2-10 seconds.
37. The method as recited in claim 36, wherein said predetermined interval is
9 seconds.
38. The method as recited in claim 34, wherein said predetermined interval is
a number of subsequent electronic images.
39. The method as recited in claim 38, wherein said predetermined interval is
2-4 subsequent electronic images.
40. The method as recited in claim 39, wherein said predetermined interval is
3 subsequent electronic images.
41.  The method as recited in claim 23, wherein said first and second plurality
of electronic images are at least one of RGB and grayscale.
42.  The method as recited in claim 41, further comprising converting said first

and second plurality of electronic images between RGB and grayscale.
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