MULTI-RESOLUTION IMAGE DISPLAY

An image display method includes: receiving, from a single camera, first and second image information for first and second captured images captured from different perspectives; the first image information having a first data density; selecting a portion of the first captured image for display with a higher level of detail than other portions of the first captured image, the selected portion corresponding to a first area of the first captured image; displaying the selected portion in a first displayed image, using a second data density relative to the selected portion of the first captured image; and displaying another portion of the first captured image, in a second displayed image, using a third data density; where the another portion of the first captured image is other than the selected portion of the first captured image; and where the third data density is lower than the second data density.
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MULTI-RESOLUTION IMAGE DISPLAY

BACKGROUND

[0001] Increasingly, many aspects of our lives are monitored, recorded, and displayed. For example, video surveillance is prevalent, recording scenes for news, general information, and security purposes. Security cameras record visual information of desired locations such as banks, storefronts, automatic teller machines, businesses, roadways, parks, etc. Further, people voluntarily record themselves and post images on the Internet, or are voluntarily recorded by another person (e.g., a TV personality, a person being interviewed for broadcast news media, etc.) who sends (e.g., broadcasts) the corresponding video.

[0002] Video recordings are used for a variety of purposes. Persons whose images are captured can be used to help identify and locate the persons, e.g., if they have committed a crime. Unexpected events can be captured by constantly-monitoring cameras that would otherwise not be captured, and the events viewed, e.g., on television or through the Internet. Further, video can be analyzed for particular events or characteristics, such as stopped vehicles, presence of a moving object such as a person, etc.

[0003] Video recordings are typically captured at a much higher resolution than can be or is displayed by a viewing device such as a computer monitor or television screen. Consequently, sometimes captured video information corresponding to multiple camera pixels is used to produce a single display pixel, and other times some camera pixels are selected and used for the display and unused camera pixel information is discarded.

SUMMARY

[0004] An example computer program product residing on a non-transitory processor-readable medium includes instructions configured to cause a processor to: analyze first and second captured images from a camera, wherein a perspective of the camera is different between the first and second captured images; select a portion of the first captured image for display with a higher level of detail than other portions of the captured image, the selected portion corresponding to a first area of the first captured image, the first captured image having a first data density; produce first image information, representing a first image of the selected portion of the first captured image, using a second data density relative to the selected portion of the first captured image; and produce second image information, representing a second image of a non-selected portion of the first captured image, using a third data density; where the non-selected portion of the first captured image is other than the selected portion of the first captured image; and where the third data density is lower than the second data density.

[0005] Implementations of such a computer program product may include one or more of the following, and/or other, features. A ratio of an area of the selected portion to an area of the non-selected portion is different from a ratio of an area of the first image to an area of the second image. The instructions further include instructions configured to cause the processor to determine that a set of pixels in the first captured image represent an object in motion relative to the second captured image, and wherein the instructions configured to cause the processor to select are configured to cause the processor to select the portion of the first captured image such that the selected portion includes the set of pixels.

[0006] An example image display method includes: receiving, from a single camera, first image information for a first captured image and second image information for a second captured image, the first and second images captured from different perspectives, the first image information having a first data density; selecting a portion of the first captured image for display with a higher level of detail than other portions of the first captured image, the selected portion corresponding to a first area of the first captured image; displaying the selected portion of the first captured image, in a first displayed image, using a second data density relative to the selected portion of the first captured image; and displaying another portion of the first captured image, in a second displayed image, using a third data density; where the another portion of the first captured image is other than the selected portion of the first captured image; and where the third data density is lower than the second data density.

[0007] Implementations of such a method may include one or more of the following, and/or other, features. The method further includes analyzing the first and second image information to determine that the portion of the first captured image contains a moving object. The first displayed image is the second displayed image such that the selected portion and the another portion are displayed on a single display. The selected portion is displayed in the first displayed image disproportionately in size relative to the selected portion in the first captured image. The method further includes determining that a set of pixels in the first captured image represent an object in motion, wherein the selecting comprises selecting the portion of the first captured image such that the selected portion includes the set of pixels. Displaying the selected portion includes displaying the selected portion using a first display and displaying the another portion includes displaying the another portion using a second display separate from the first display. The further includes capturing the first captured image. Displaying the second portion includes displaying the second portion in a location on a display screen independent of a location of the selected portion relative to the first captured image. Displaying the second portion includes displaying the second portion in a location on a display screen dependent on a location of the selected portion relative to the first captured image. Displaying the second portion includes displaying the second portion with an area independent of an area of the selected portion. Displaying the second portion includes displaying the second portion with an area dependent on an area of the selected portion.

[0008] An example video surveillance system includes: a memory; an image capture device communicatively coupled to the memory and configured to capture video images from different perspectives with a first resolution and to provide the video images to the memory; selecting means, communicatively coupled to the memory, for selecting a first portion of at least one of the video images captured from different perspectives, the first portion having an area that is a first percentage of an area of the at least one of the video images; and processing means, communicatively coupled to the memory, for processing the video images for display on a display screen by: converting the first portion of at least one of the images into a first display image having a second area; converting a second portion of the at least one of the stored video images into a second display image having a third area, the second area being a second percentage of a sum of the second area
and the third area, the second percentage being higher than the first percentage; and at least one display communicatively coupled to the processing means and configured to display the first display image and the second display image concurrently.

[0009] Implementations of such a system may include one or more of the following, and/or other, features. The system further includes motion detection means, communicatively coupled to the memory, for determining that a set of pixels in a first of the video images represents an object in motion, and wherein the selecting means are configured to select the first portion of the at least one of the video images such that the first portion includes the set of pixels. The at least one display is a single display. The at least one display includes first and second displays coupled to the processing means to display the first portion on the first display and to display the second portion on the second display.

[0010] Items and/or techniques described herein may provide one or more of the following capabilities, and/or other capabilities not mentioned. Items of greater interest in a captured image, e.g., of a video, of a moving camera can be displayed with higher resolution than items of lesser interest. The items of greater interest and the items of lesser interest can be displayed on different displays, or in a single display. A viewer can see items of interest in a display more clearly than other items. Moving objects can be tracked and displayed with higher resolution than stationary or relatively stationary objects. Objects can be displayed with higher resolution in a portion of a display that facilitates viewing with high-resolution portions of a person’s eye. Further, it may be possible for an effect noted above to be achieved by means other than that noted, and a noted item/technique may not necessarily yield the noted effect.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 is a schematic diagram of a video system.
[0012] FIG. 2 is a block diagram of components of a camera of the video system shown in FIG. 1.
[0013] FIG. 3 is a functional block diagram of a processing unit shown in FIG. 2.
[0014] FIG. 4 is a simplified diagram of image registration to localize object movement.
[0015] FIG. 5 is a simplified diagram of a mapping of a high-resolution portion of an image captured by the camera shown in FIG. 1 to a high-resolution window of a display shown in FIG. 1.
[0016] FIG. 6 is a block flow diagram of a process of displaying multiple portions of a single captured image with different resolutions.
[0017] FIG. 7 is a simplified diagram of a dual-display multi-resolution display system.

DETAILED DESCRIPTION

[0018] Techniques are provided for displaying different portions of an image with different effective resolutions. For example, a video system includes a camera configured to provide a video output of a given resolution. The camera is further configured to detect motion of an object in captured images while the camera is in motion (e.g., panning, tilting, and/or zooming, etc.). The camera monitors the moving object, localizes the motion of the object, selects a corresponding portion of the image, and provides a higher resolution output for the selected portion of the image correspond-
preferably an intelligent device, e.g., a personal computer central processing unit (CPU) such as those made by Intel®, Corporation or AMD®, a microcontroller, an application specific integrated circuit (ASIC), etc. DSPs, such as the DM6446 made by Texas Instruments®, can also be used. The CPU/DSP 40 is coupled to the memory 42 that includes random access memory (RAM) and read-only memory (ROM). The memory 42 is non-transitory and preferably stores machine-readable, machine-executable software code 44 containing instructions that are configured to, when executed, cause the CPU/DSP 40 to perform various functions described herein. Alternatively, the software 44 may not be directly executable by the processor CPU/DSP 40 but is configured to cause the processor CPU/DSP 40, e.g., when compiled and executed, to perform functions described herein. In this example, the display 18 is one video display panel, but more than one video display panel could be used.

Referring also to FIG. 3, the processing unit 34 includes function blocks of a motion tracker/detection module 60, a high resolution selection module 62, an object normalization module 64, a PTZ control module 66, and a display driver module 68. These modules are configured to determine one or more high-resolution portions of an image captured by the camera 12 for which an increased effective resolution is desired, and to drive the display 18 to display the image with two resolutions. The display 18 will display the image with one resolution for a low-resolution portion of the image other than the high-resolution portion, and will display the high-resolution portion with another resolution that is higher resolution than the resolution used for the low-resolution portion. Thus, one resolution is lower relative to the other resolution, and one resolution is higher relative to the other resolution. The different resolutions are not necessarily different data densities (e.g., dots per inch of the display 18), but are different levels of detail and different amounts of data for a given portion of one original image. The appropriate modules could be configured to select multiple regions of a captured image, and to display multiple high-resolution image portions in one window or in multiple windows (where the number of windows may or may not match the number of high-resolution image portions). The description below, however, discloses an example configuration for the selection of one image portion for high-resolution display, as the principles discussed are applicable to configurations for selection and/or display of multiple high-resolution image portions. The operation of each of the modules 60, 62, 64, 66, 68 is discussed further below.

The motion tracker/detection module 60 is configured to analyze images provided by the image capture unit 32 to determine whether an object within the field of view 26 is moving. The motion detection module 60 can provide indications of what pixels represent one or more objects in motion, thus indicating where in the image there is motion, and the size of each area in the image that includes an object in motion. Preferably, the module 60 is configured to indicate motion only of an object that is moving greater than a threshold amount, and/or only an object in motion that is not part of a background of the field of view 26.

Referring also to FIG. 4, the module 60 is configured to remove global camera movement to localize object movement. The module 60 analyzes multiple images 170, 172 to localize object motion. The image 172 has been captured by the camera 12 having panned to the right, tilted down, and zoomed in relative to the image 170. The module 60 is configured to perform image registration by finding the corners of the images 170, 172, matching features of the images 170, 172 identified by analyzing pixel intensity gradients in the images 170, 172, and aligning stationary objects in the images. The module 60 makes adjustments to the pan, tilt, and zoom between the images 170, 172 as appropriate to remove effects of global movement, i.e., image differences due to different perspectives of the camera due to movement (e.g., translation, pan, tilt, and/or zoom) of the camera between capture of the images 170, 172. The module 60 can make these adjustments based on the images 170, 172 alone, or by also using information about the amounts of pan, tilt, and/or zoom from the PTZ control module 66, or by using the images 170, 172 and the amounts of PTZ. Here, the module 60 registers the images 170, 172 to form a registered image 174. In the registered image 174, the building 24 and the house 22 are aligned, whereas the object 20 does not completely align due to movement of the object 20 from the position 20, to the position 20. The module 60 localizes the motion to regions 176. The motion could be localized to a single region 176, but here is localized to two regions 176, 176. Further, here the module 60 localizes the motion of an object 21 to three regions 178. The region 178 is a circle, and the regions 178, 178, 178, are concentric rings. As shown, the localized regions 176 are irregularly shaped (here, following the perimeter of the object 20) and the regions 178 are regularly shaped, with the regions 178 being in the form of a bulls-eye or target encompassing the object 21.

The high resolution selection module 62 is configured to select one or more regions of interest of a captured image to display with the relatively higher resolution. Referring also to FIG. 5, the module 62 can communicate with the motion tracker/detection module 60 and select a region of interest 72 of an image 70 displayed by the display 18 for high-resolution display, or select the regions 176, 176 identified by the module 60. The regions 72, 176, 178 include all of the displayed pixels indicating the localized objects 20, 21 in motion. Further, or alternatively, the selection module 62 can select one or more of the regions 72, 176, 178 according to input received from the user interface 16, e.g., from keyboard entry or mouse activations by a user, or based on criteria other than user input or motion, and updated by the tracking module 60. The selected region 72 has a regular, here rectangular, shape that includes the pixels of the object 20 in motion. This can help facilitate processing of the high-resolution portion, including mapping the selected portion 72 to a high-resolution window 82 of an image 80 on the display 18.

The object normalization module 64 communicates with the high resolution selection module 62 to map/re-display the high-resolution portion 72 selected by the module 62 to the high-resolution window 82 of the display 18. A size of the window 82 can be determined/selected in a variety of ways. For example, the size of the window 82 can be fixed size, can be a fixed ratio relative to the size of the region 72, etc. Further, the location of the window 82 can be determined in a variety of ways. For example, the location of the window 82 can be fixed, can be centered in the display image 80, can be dependent upon the location of the region 72 (e.g., the region 72 and the window 82 can be co-centered, have a common lower-edge location relative to the images 70, 72, etc.). The normalization module 64 is configured to normalize or map the region 72 to the window 82 by providing more information regarding pixels-data captured by the camera 12 to the display driver module 68. The module 64 determines
the information to provide by obtaining pixel information from the image capturing unit 32 corresponding to the region 72 and converting that to pixel information for the window 82 with the corresponding pixel resolution, evenly distributed over the bounds provided by the region 72. Thus, for example, with a 640x480 and 66 dpi display 18, if the region 72 is 2 inches high by 1 inch wide, and the window 82 is four inches high by 2 inches wide, then the normalization module 64 will obtain high-resolution raw pixel information from the image capturing unit 32 corresponding to the region 72 and process information for 254x132 pixels for the window 82, as opposed to the 132x66 pixels in the region 72. Preferably, where there are multiple regions for a single object, e.g., the regions 176, 178, the re-displayed/mapped resolutions for the regions about one object will be different, e.g., decreasing in resolution as proximity to the object decreases. For example, inner regions will be re-displayed with higher resolution than outer regions, e.g., with the region 178, being re-displayed with a higher resolution than the re-display of the region 178, which will be re-displayed with a higher resolution than the re-display of the region 178.

[0029] The display module driver 68 is configured to process the pixels provided by the normalization module 64 and to provide pixel information to the display 18. The driver module 68 provides the pixel information for the image 80, including pixel information for the window 82 and remaining pixel information for remaining portions of the image 70, i.e., the portions of the image 70 that remain, are also in the image 80 (that is, not displaced by the window 82).

[0030] The PTZ control module 66 communicates with the motion tracker/detection module 60 to determine and supply commands to the PTZ motor 38. The control module 66 uses information as to motion in the images captured by the camera 12 to determine where to point the camera optics 30. The control modules 66 produces commands to affect the PTZ motor 38 to direct and/or focus the camera optics 30 as appropriate, and provides the commands to the PTZ motor 38 to move the aim of, and/or focus, the optics 30 accordingly.

[0031] Referring to FIG. 6, with further reference to FIGS. 1-5, a process 110 of selectively displaying a captured image portion, with higher resolution than other portions of the captured image, includes the stages shown. The process 110 is, however, not limiting. The stages 110 can be altered, e.g., by having stages added, removed, rearranged, combined, and/or performed concurrently. For example, stage 118 discussed below could be omitted.

[0032] At stage 112, the camera 12 captures video images using different perspectives. The camera 12 captures images a very high resolution compared to the display 18, e.g., 8 megapixels and, e.g., 300 dpi. The camera 12 stores the images in the memory 50.

[0033] At stage 114, the images captured by the camera 12 are processed and displayed on the display 18. The high-resolution images from the camera 12 are converted to the much lower resolution of the display 18, e.g., 640x480 pixels.

[0034] At stage 116, motion of the object 20 is detected and the object 20 is tracked. The motion tracker/detection module 60 determines that the object 20 is in motion over multiple images using image registration. The tracker/detection module 60 also determines the location and direction of movement of the object 20 relative to the image frames and provides this information to the PTZ control module 66.

[0035] At stage 118, the PTZ control module 66 uses the information from the motion tracker/detection module 60 to control the PTZ motor 38. The control module 66 controls the motor 38 to direct the camera 12 toward the object 20, e.g., to help center the object 20 in the image and to focus the camera optics 30 on the object 20.

[0036] At stage 120, the low-resolution region 72 encompassing the object 20 is selected. The high resolution selection module 62 determines the location and dimensions for the region 72. For example, with the image 70 having x-y horizontal and vertical coordinates, the selection module 62 determines a range of x coordinates and a range of y coordinates for the region 72 that preferably includes the entire object 20. The selection module 62 selects the region 72 based on the information from the motion tracker/detection module 60 as to the location and size of the object 20. Alternatively, or additionally, the module 60 can select the location and/or size using input from the user through the user interface 16. The selection of the region 72 using the image 70 consequently selects the corresponding region in the higher-resolution captured image captured by the camera 12.

[0037] At stage 122, the selected low-resolution region 72 is mapped to the high-resolution window 82. The object normalization module 64 uses information about the selected region 72 to obtain the raw pixel information captured by the camera 12 from the memory 50 that corresponds to the region 72. The module 68 processes the raw pixels of the camera resolution, to provide information for the pixels of the window 82 at the display resolution. The window 82 provides higher resolution than the region 72 in that the same set of information is provided, but with more pixels even though the dpi of the region 72 and the window 82 are the same. The contents of the window 82 thus have a third effective resolution, with the image being captured with a first resolution and the display 18 providing a second resolution. The third resolution is greater than the second resolution and lower than the first resolution. The window is displayed with the dpi of the display 18, but there are more pixels being used for the contents of the region 72. That is, there is more information provided by the display 18 for the window 82, and thus more information regarding the content of the region 72 than is provided in the image 70. The data density of the window 82 is the same as for other portions of the image 80 outside the window 82, but the data amount used for the window 82 is higher than the data amount used for the region 72. Thus, the data density (of the image from the camera 12) used to display the region 72 is less than the data density used to display the window 82, and both of these data densities are lower than the data density available from the camera 12. Consequently, the effective resolution of and the level of detail for the contents of the region 72 are increased because the amount of information being displayed for the content corresponding to the region 72 has increased. If multiple regions of interest are provided about a single object, e.g., the regions 176, 178 shown in FIG. 4, then multiple, different resolutions may be provided for the multiple regions.

[0038] At stage 124, the mixed-resolution image 80 is displayed. The display driver module 68 provides information to the display 18 to produce the multiple-resolution image 80. The contents of the selected region 72 are displayed in the window 82 concurrently with the non-selected portions of the image 70, except that portion now occupied by the window 82. The display driver module discards or overwrites the information from the image 70 that is now occupied by the window 82 that was not occupied by the region 72. The window 82 occupies a disproportionate amount of the image.
80 compared to the image 70, that is, a ratio of the area of the window 82 to the area of the image 80 is larger than a ratio of the area of the region 72 to the area of the image 70. The contents of the window 82 as displayed are thus disproportionate to the contents of the window 82 as captured by the camera 12.

Alternative Configurations

[0039] Other examples of configuration (including implementations) are within the scope and spirit of the disclosure and appended claims. For example, due to the nature of software, functions described above can be implemented using software executed by a processor, hardware, firmware, hard-wiring, or combinations of any of these. Features implementing functions may also be physically located at various positions, including being distributed such that portions of functions are implemented at different physical locations. Also, as used herein, including in the claims, “or” as used in a list of items prefaced by “at least one of” indicates a disjunctive list such that, for example, a list of “at least one of A, B, or C” means A or B or C or AB or AC or BC or ABC (i.e., A and B and C). Also, stage 114 may be omitted from the process 110 shown in FIG. 6. A portion of a captured image can be selected without having been displayed.

[0040] Further, while the discussion above described display of a multiple-resolution image on a single display, multiple displays could be used. As shown in FIG. 7, a display 150 connected to a server 152 shows the image 70 with the selected region 72 while a display 160 connected to the server 152 shows an image 162 that is the contents of the region 72 with higher resolution than in the image 70.

[0041] Further still, the object normalization module 64 can disregard the selection of the region 72 if display in the window 82 would result in lower resolution of the contents in the region 72. For example, if the window 82 is of a fixed size, and the selected region 72 is larger than the fixed size of the window 82, then the module 64 will ignore can be selected in ways other than those described. For example, if the window 82 is smaller, or would otherwise have fewer pixels, than the region 72, then the module 64 can disregard the selection of the window 72. In this case, an indication of why the selection is being ignored can be provided, e.g., via the user interface 16.

[0042] As another example, the motion tracker/detection module 60 could build a background that is a composite of images for persistent objects in the field of view 26 of a fixed-position camera 12 that are not candidates for increased-resolution display. For example, the persistent stationary objects 22, 24 shown in FIG. 5 would form part of the background as would other persistent objects such as roads, bushes, trees, streams, lakes, flagpoles and flags, road signs, bridges, etc. For example, the module 60 could build the background image of persistent and/or recurring pixel intensities using Gaussian distributions for persistent and recurring pixel intensities to build a Gaussian mixture model. The persistent/recurring pixel intensities can be combined and stored as the composite background image. The motion tracker/detection module 60 would filter out pixels with background intensities for motion analysis and provide the indications of motion for non-background objects, ignoring background motion. Alternatively, the high resolution selection module 62 could build and store the background image and use the background as a filter, thus further processing only non-background motion.

[0043] Also, while a camera may select a region of images and provide higher-resolution information for that region, the camera may provide the same level of resolution information for all images. An external processor could selectively process the information based on movement of objects in the images to provide higher resolution display for the portions of the images corresponding to moving objects.

[0044] Further still, more than one invention may be disclosed.

What is claimed is:

1. A computer program product residing on a non-transitory processor-readable medium and comprising instructions configured to cause a processor to:
   - analyze first and second captured images from a camera, wherein a perspective of the camera is different between the first and second captured images;
   - select a portion of the first captured image for display with a higher level of detail than other portions of the captured image, the selected portion corresponding to a first area of the first captured image, the first captured image having a first data density;
   - produce first image information, representing a first image of the selected portion of the first captured image, using a second data density relative to the selected portion of the first captured image; and
   - produce second image information, representing a second image of a non-selected portion of the first captured image, using a third data density;
   - wherein the non-selected portion of the first captured image is other than the selected portion of the first captured image; and
   - wherein the third data density is lower than the second data density.

2. The computer program product of claim 1 wherein a ratio of an area of the selected portion to an area of the non-selected portion is different from a ratio of an area of the first image to an area of the second image.

3. The computer program product of claim 1 further comprising instructions configured to cause the processor to determine that a set of pixels in the first captured image represent an object in motion relative to the second captured image, and wherein the instructions configured to cause the processor to select the portion of the first captured image such that the selected portion includes the set of pixels.

4. An image display method comprising:
   - receiving, from a single camera, first image information for a first captured image and second image information for a second captured image, the first and second images captured from different perspectives, the first image information having a first data density;
   - selecting a portion of the first captured image for display with a higher level of detail than other portions of the first captured image, the selected portion corresponding to a first area of the first captured image;
   - displaying the selected portion of the first captured image, in a first displayed image, using a second data density relative to the selected portion of the first captured image; and
   - displaying another portion of the first captured image, in a second displayed image, using a third data density;
   - wherein the another portion of the first captured image is other than the selected portion of the first captured image; and
   - wherein the third data density is lower than the second data density.

5. The method of claim 4 further comprising analyzing the first and second image information to determine that the portion of the first captured image contains a moving object.
6. The method of claim 4 wherein the first displayed image is the second displayed image such that the selected portion and the another portion are displayed on a single display.

7. The method of claim 6 wherein the selected portion is displayed in the first displayed image disproportionately in size relative to the selected portion in the first captured image.

8. The method of claim 4 further comprising determining that a set of pixels in the first captured image represent an object in motion, wherein the selecting comprises selecting the portion of the first captured image such that the selected portion includes the set of pixels.

9. The method of claim 4 wherein displaying the selected portion comprises displaying the selected portion using a first display and displaying the another portion comprises displaying the another portion using a second display separate from the first display.

10. The method of claim 4 further comprising capturing the first captured image.

11. The method of claim 4 wherein displaying the second portion comprises displaying the second portion in a location on a display screen independent of a location of the selected portion relative to the first captured image.

12. The method of claim 4 wherein displaying the second portion comprises displaying the second portion in a location on a display screen dependent on a location of the selected portion relative to the first captured image.

13. The method of claim 4 wherein displaying the second portion comprises displaying the second portion with an area independent of an area of the selected portion.

14. The method of claim 4 wherein displaying the second portion comprises displaying the second portion with an area dependent on an area of the selected portion.

15. A video surveillance system comprising:

   - a memory;
   - an image capture device communicatively coupled to the memory and configured to capture video images from different perspectives with a first resolution and to provide the video images to the memory;
   - selecting means, communicatively coupled to the memory, for selecting a first portion of at least one of the video images captured from different perspectives, the first portion having an area that is a first percentage of an area of the at least one of the video images; and
   - processing means, communicatively coupled to the memory, for processing the video images for display on a display screen by:

     - converting the first portion of at least one of the images into a first display image having a second area;
     - converting a second portion of the at least one of the stored video images into a second display image having a third area, the second area being a second percentage of a sum of the second area and the third area, the second percentage being higher than the first percentage; and
     - at least one display communicatively coupled to the processing means and configured to display the first display image and the second display image concurrently.

16. The system of claim 15 wherein further comprising motion detection means, communicatively coupled to the memory, for determining that a set of pixels in a first of the video images represent an object in motion, and wherein the selecting means are configured to select the first portion of the at least one of the video images such that the first portion includes the set of pixels.

17. The system of claim 15 wherein the at least one display is a single display.

18. The system of claim 15 wherein the at least one display comprises first and second displays coupled to the processing means to display the first portion on the first display and to display the second portion on the second display.