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(54) Image coding method

(57) Animage coding method extracts a contour of a two-level image, segments the contour into a plurality of segments

each fitted to a respective one of a family of e.g. Bezier curves, where each respective curve is described by control points

which include end control points for indicating the ends of the segment and direction control points for indicating the
direction or slope at each end of the segment, such control points being coded. For ease in curve fitting, modified Bezier

curves as shown may be used.
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"IMAGE CODING METHOD"

The present invention generally relates to
image coding methods, and more particularly to an
image coding method which codes a black-and-white
pi-level image when making an image processing, an
image communication and the like.

Generally, a bi-level image can be coded
depending on a contour information thereof. However,
according to the conventional image coding method, a
contour of an original image is first extracted and
the contour is then coded as it is. As a result,
there is a problem in that the picture quality
deteriorates when the original image is subjected to
an image processing such as enlarging, reducing and
rotating processes. In addition, there is a problem

in that the quantity of the coded information cannot

\

be reduced.

Accordingly, it is a general object of the
present invention to provide a novel and useful image
coding method in which the problems described above
are eliminated.

The present invention provides an image
coding method comprising the steps of extracting a

contour of a bi-level image, segmenting the contour



10

15

20

25

into a plurality of segments by fitting a
predetermined generation curve on each of the
segments, said predetermined generation curve being
described by control points which include end control
points and direction control points, said end control
points indicating ends of each segment, said
direction control points indicating directions of
each segment at the two ends of each segment, and
coding the control points. According to the image
coding method of the present invention, it is
possible to realize a coding which requires only a
relatively small code information quantity and has a
high coding efficiency. The image data which is
coded by the image coding method of the present
invention is suited for being subjected to an affine
transformation such as enlarging, reducing and
rotating processes.

Other objects and further features of the
present invention will be apparent from the following
detailed description when read in conjunction with
the accompanying drawings.

FIG.1 is a system block diagram showing an
image processing system to which an image coding

method according to the present invention may be

applied;
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FIG.2 is a flow chart showing an embodiment
of the image coding system according to the present
invention;

FIGS.3A, 3B and 3C respectively show an
original bi-level image of a character "a", a contour
of this character, and a contour fitted with a
modified Bezier curve;

FIGS.4A, 4B and 4C respectively are
diagrams for explaining a modified Bezier curve;

FIG.5 is a diagram showing a relationship
between an original contour of the character "a" and

a generated contour:;

FIGS.6, 7 and 8 respectively are diagrams
for explaining a segmentation of the contour;

FIG.9 is a diagram for explaining an
inappropriate generated contour in correspondence
with the original contour of the character "a";

FIG.10 is a diagram showing a relatiohship
between an original contour of a kanji character and
a generated contour for ¢ = d = 5; and

FIG.11 is a diagram showing examples of
characters which are generated by the image coding
method according to the present invention employing.
an affine transformation.

FIG.1l shows an image processing system to
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which an image coding method according to the present
invention may be applied. In FIG.1l, a scanner 11
reads an original image from a document (not shown),
and output image data of the scanner 11 are stored in
a bit map memory.13 via a microprocessor 12. The
microprocessor 12 extracts a contour of the original
image from the image data stored in the bit map
memory 13 and automatically traces the extracted
contour. Traced data which are obtained by tracing
the contour are stored in a contour data memory 1l4.

Next, the microprocessor 12 analyzes the
contents of the contour data memory 14 and segments
the contour into a plurality of curve or straight
line segments. Addresses of control points (or
feature points) are stored in a control point address
memory 15. Finally, the nmicroprocessor 12 codes each
control point address stored in the control point
address memory 15 and stores the coded data (co&ed
control point addresses) in a code memory 16. The
microprocessor 12 reads the coded data from the code
memory 16 when needed and outputs the coded data via
an input/output interface 17.

FIG.2 shows an operation of the
microprocessor 12 for carrying out an embodiment of

the image coding method according to the present
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invention. For the sake of convenience, it is
assumed that the original image is a character "a".

In FIG.2, a step S1 makes a contour
extracting process. Conventionally, there are
various methods of extracting the contour from the
original image, and this embodiment may employ any of
such known methods. For example, the original image
is enlarged to two times the original size. An
g-direction convolution process in which the value of
an object picture element is multiplied by 8 and the
values of the 8 surrounding picture elements are
subtracted is repeated. The contour of the original
image is obtained by selecting a position where the
result of the convolution is positive. FIG.3A shows
the original bi-level image of a character "a" which
is described by a 12 x 12 dot matrix. FIG.3B shows
the contour of this character "a", where the numbers
"1 through "34" within the dot matrix indicaté
transition points from white to black and vice versa
when the scan is made in the direction X and Y.

A step S2 makes a contour segmentation
process (setting of points P0O) by automatically
tracing the contour of the original image and
segmenting the contour into a plurality of curve or

straight line segments. In this embodiment, the
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contour of the original bi-level image is segmented
by fitting the third order modified Bezier curve
(polynomial). FIG.3C shows the contour of the
character "a" shown in FIG.3A when the segmentation
is made by fitting the modified Bezier curve, where
points on the contour shown in FIG.3C indicate start
and end points of the curve segments.

A description will be given of the modified
Bezier curve. It is known to use the Bezier curve to
represent the contour of a character font. As shown
in FIG.4A, the Bezier curve B(t) is described by the
following formula (1) using four control points a,
z1, 22 and E.

B(t) = A-(1-t) +3-21-(1-t)% ¢t
+3.22 - (1-t) - t24E-t> -— (1)
In the formula (1), t =0, ..., 1 and denotes a
variable for obtaining X and Y coordinates of B(t).
The X and Y coordinates of B(t) can be obtained‘by
substituting the X and Y coordinates of A, Z1, Z2 and
E into the formula (1). When B(t) is differentiated
by t and denoted by B’(t), the following formula (2)
is obtained.
B (t) = -3-A-(1-t)2+3-21- (1-4-t+3-t2)
+3-22-(2-t-3-£2)+3- E-t2 -== (2)

It may be seen from FIG.4A that Zl1 and Z2 do not
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affect the shape of the curve to a large extent. The
following set of formulas (3) can be obtained from
the formulas (1) and (2).

B(0) = A

B(1) = E

B’ (0) = Z1-A

B’ (1) = E-22 -—= {(3)
The Bezier curve B(t) passes through the control
points A and E out of the control points A, 21, Z2
and E. But because the control points Z1 and Z2 are
too far away from the generation curve, it is
difficult to fit the curve to the contour of the
original image as may be seen from FIG.9 which will
be described later.

Next, a description will be given of the
modified Bezier curve. A straight line L which
passes through arbitrary points Pl and P2 is denoted
by L(P1, P2). The following formula (4) can be
obtained from the formula (1).

B(0.5) = (A+3-Z1+3-Z2+E)/B -—— (4)
From the formula (4), a point on the Bezier curve
B(t) where t = 0.5 is located on a parallel line L(P,
Q) which makes an interior division of 1:3 with
respect to L(Z1, 22) and L(A, E) when L(Z1, Z2) is

parallel to L(A, E). 1In addition, the following
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formula (5) can be obtained from the formula (2).

B/ (0.5) = =3:A-(1/4)+3-Z1-(=1/4)+

3-22-(1/4)+3-E-(1/4)

[ (E-A)+(22-21)](3/4) === (5)
From the formula (5), it is seen that B’(0.5) is
parallel to L(A, E). Accordingly, B(t) touches L(P,
Q) when t = 0.5. The modified Bezier curve MB is
defined as the Bezier curve B(t) which takes P and Q
in place of 21 and 22. The following formula (6)
shows a Bezier-to-modified Bezier conversion formula,
and the following formula (7) shows a modified
Bezier-to-Bezier conversion formula.

P = (3-Z1+A)/4, Q = (3:Z2+E)/4 - (6)

z1 = (4-P-A)/3, 22 = (4-Q-E)/3 -— (7)
The modified Bezier curve MB can be described by the
following formula (8) by substituting the formula (7)
into the formula (1).

MB = A-(1-t)>+(4-P-3)- (1-t) > ¢

’ -—- (8)

+(4-0-E) - (1-t) - t2+E -t

FIGS.4B and 4C show examples of tﬁe
modified Bezier curve MB. In FIGS.4B and 4C, the
modified Bezier curve MB touches L(P, Q) and touches
L(A, P) and L(E, Q) at the control points A and E,

thereby satisfying the requirements of the Bezier

curve.
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When segmenting the contour of the original
image into the plurality of curve or straight line
segments, each of the segments can be described by
the modified Bezier curve MB of the formula (9),
where MB = MB(x, y) denotes a generation point, PO =
PO(x, y) denotes a starting control point where the
segment starts, Pl = P1(x, y) denotes a start
direction control point which indicates a direction
in which the segment starts, P2 = P2(x%, y) denotes an
end direction control point which indicates a
direction in which the segment ends, P3 = P3(X, Y)
denotes an ending point where the segment ends, t
denotes a parameter satisfying 0 < t < 1, and ¢ and d
are arbitrary real numbers. MB, PO, Pl, P2 and P3
are two-dimensional point vectérs.

MB = PO (1-t)3+[cP1-(c-3)PO][(1-t)% t

+[dP2-(d-3)P3][ (1-t) - £2+P3t®  --= (9)

The starting and ending points PO and P3
can be regarded as end control points which indicate
ends of the segment. On the other hand, the start
and end direction control points P1 and P2 can be
regarded as direction control points which indicate
directions of the segment at the two ends of the
segment.

When automatically segmenting the contour
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of the original image into the plurality of curve or
straight line segments using the modified Bezier
curve as the generation curve, the ending point of
one segment becomes the starting control point of a
next segment. As a result, this it is equivalent to
obtaining a plurality of starting control points (or
end control points) PO on the closed loop of the
contour.

For the sake of convenience, FIG.5 shows an
original contour OE of the original image which is a
character "a" described by a 24 x 24 dot matrix.
Also shown in FIG.5 is a contour GE which is
generated. A description will now be given of the
method of obtaining the starting control points PO
with reference to FIG.5. In FIG.5 and FIG.9 which
will be described later, a small dot indicates the
starting control point PO, a small circle indicates
the start direction control point P1, a medium éize
circle indicates the end direction control point P2,
and a large circle indicates the ending control point
P3.

The original contour OE shown in FIG.5
comprises two closed loops, that is, an outer contour
loop OEl and an inner contour loop OE2. First, the

bit map memory 13 which stores the original contour
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OF is scanned from left to right in the main scanning
direction and from the top to bottom in the sub
scanning direction. When a point "132" is detected,
the outer contour loop OEl is traced clockwise and
the tracing of the outer contour loop OE1l ends when
the tracing returns to the point "132". While the
outer contour loop OEl is traced, the start address,
the length and the direction of each segment on the
outer contour loop OE1l are successively stored in the
contour data memory 14 as trace data.

The microprocessor 12 analyzes the contents
of the trace data memory 14 and sets PO at a U-turn
point (hereinafter simply referred to as a U-point)
and end points T (hereinafter simply referred to as
T-points) of a long segment. As shown in FIG.6A, the
U-turn point is a point where the direction changes
by 180° in three consecutive segments change. On the
other hand, as shown in FIG.6B, the T-points are both
ends of the long segment. For example, the long
segment is defined as having a length which is at
least 1/4 the full length of the coordinate (dot
matrix size) used. In the case of the image shown in
FIG.5, the point "10" is a U-point and the points
n20" and "30" are T-points.

The automatic setting of the U-point is
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carried out as follows. For the sake of convenience,
it is assumed that the U-point is determined on a
segment L3 shown in FIG.7. In FIG.7, L1, L2, L3, L4
and L5 denote five consecutive segments, and the
direction changes by 180° in the three consecutive
segments L2, L3 and L4. Hence, the U-point is set on
the segment L3. The U-point is set closer to L2 if
12 > L4, and the U-point is set closer to L4 if L2 <
L4. When L2 = L4, L1 and L5 are compared and the
U-point is set closer to L5 if L1 > L5 and set closer
to Ll if L1l < L5. When L2 = L4 and L1 = L5, the
U-point is set at a middle point of L3. Although
equal signs "=" are used to describe "L2 = L4" and
u1] = L5" above, the equal signs are used in a rough
sense and means "approximately equal to".

The U-points are determined in the above
described manner, and in FIG.5, the nine points "10",
mgon, "sQ", “eo", "70%, "8o", "1l0", "120" and n130M
on the outer contour loop OEl are U-points.

The automatic setting of the T-points are
carried out as follows. In FIG.8, the T-points are
determined by long segments including the segments
11, 12, L3, L4 and L5. First, when L2 = 14, a
T-point T1 is a point moved forward by Ll from an

intersection of L2 and L3, and a T-point T2 is a
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point moved back by L5 from an intersection of L3 and
L4. If L2 and L3 are both long, the T-point T1 is an
intersection of L2 and L3.

The T-points are determined in the above
described manner, and in FIG.5, the four points "20",
n3on, "go" and "100" on the outer contour loop OEl
are T-points.

when all the data of the outer contour loop
OE1 are traced, analyzed and stored, the outer
contour loop OEl is erased and the bit map memory 13
is scanned again to detect a point "511" on the inner
contour loop OE2. Because the inner contour loop OE2
is traced, this time the tracing is made counter-
clockwise. The trace data of the inner contour loop
OE2 is stored in the contour data memory 14.

In FIG.5, the two points "520" and "530"
are U-points and the three points "510", "540" and
"550" are T-points. ‘

When the tracing and analyzing of the inner
contour loop OE2 ends, the inner contour loop OE2 is
erased and the bit map memory 13 is scanned again.
However, the tracing ends because no contour exists
within the entire image region.

In the case shown in FIG.5, a total of

eleven U-points and seven T-points are automatically
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set, and the contour is automatically segmented into
a total of eighteen segments.

The segment may not necessarily have a
single peak and it is possible that the segment has
two peaks such as the case of an approximate S-shaped
curve. FIG.10 shows the modified Bezier curve
fitting of a kanji character (24 x 24 dot matrix)
which includes approximate S-shaped curves for ¢ = d
= 5. The control points at the approximate S-shaped
curves are located outside the contour of the
original image in FIG.10. However, in this case, it
can be found from calculations that the two peaks of
each approximate S-shaped curve can be located on the
contour if ¢ = d = 643.

A step S3 shown in FIG.2 carries out a
direction control point setting (setting of points Pl
and P2). The U-point and T-point are starting
control points PO of the generation curves GEl and
GE2 shown in FIG.5. Next, the direction control
points P1 and P2 are set.

First, in the case where the middle point
of I3 in FIG.7 is a U-point, both ends of L3 are the
direction control points P2 and Pl. In FIG.5, the
thirteen points "ii", "“42%, ngiw, Hgan, 6 w7inw, nya2u,

ll81ll, "102"' Illll"' “112", |l122"' "131" and "132" on
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the outer contour loop OE1l are such direction control
points. oOn the other hand, when the T-point is set
at an intermediate point on L3 in FIG.8, both ends of
L3 are the direction control points P1 and P2. In
FIG.5, the five points "12", "31i", "82%, "101" and
112" on the outer contour loop OEl are such
direction control points.

Furthermore, when the U-point is set at an
intersection on L3 such as the case of the points
wa0" and "60" in FIG.5, the direction control point
P1 is set at a middle point of a (n/4)th segment when
there exist n segments on the outer contour loop OEl
up to the next PO, because an acute angle is formed
at the points "40" and "60". The points "41" and
ng1" are such direction control points Pl. However,
this method of setting the direction control point P1
is only applicable to the case where c = d = 5 in the
modified Bezier curve MB. When c = d = 3 as in the
case of the Bezier curve, Pl and P2 must be located
at a position distant from the outer contour loop
OE1. If the setting ¢ = d = 3 were made when Pl and
P2 are on the outer contour loop OEl, the setting
would be inappropriate as shown in FIG.9 and it is
seen that there is a need to convert P1 and P2.

The advantage of the modified Bezier curve
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MB is that virtually all of the control points can be
set on the original contour by a local judgement by
appropriately setting the values of c and d (for
example, ¢ = d = 5). Since the control points can be
determined from the local judgement, the process is
simple and the process can be carried out at a high
speed.

A step S4 in FIG.2 carries out a control
point coding. The coding of the control point
address is made in the tracing sequence, that is, in
the sequence of PO, P1, P2, PO, P1, P2, .¢. . In
FIG.5 in which the character "a" is described by the
24 x 24 dot matrix, one control point can be
represented in five bits for each of X and Y
coordinates, that is, a coordinate code having a
total of ten bits represents the character "a".

Since there are eighteen starting control points PO
in FIG.5, there are fifty-four (18 x 3 = 54) control
points in total when overlapping direction control
points P1 and P2 are included. Accordingly, the
total code quantity of the control point address code
is 540 (54 x 10) bits. The total code quantity is
the same for the character "a" which is described by
the 32 x 32 dot matrix. Hence, a coding efficiency

CE for the 32 x 32 dot matrix is approximately equal
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to two because CE = 32 x 32/540 = 1.9.

Next, a description will be given of the
address coding with mode code. As may be seen from
the control points shown in FIG.5, there are three
important items to be considered.

1) First, the direction control points P1 and
P2 in many cases overlap the starting control point
PoO.

2) Second, the address in many cases only
undergoes a change in one of X and Y coordinates.

3) Third, an address difference between two
control points in many cases is 1/4 the maximum
address or less.

By utilizing the above described features
1) through 3), the address coding with the following
mode code is made, where 00, 01, 10 and 11 are mode
codes, and X and Y respectively are an X address code
and a Y address code. The starting control point of

the loop is described by only XY.

00 : Overlapping point
01X : A change in only X coordinate
10Y : A change in only Y coordinate

11XY : Changes in both X and Y coordinates
In the case shown in FIG.5, there are 20 (=

10 x 2) starting control points of the loop, 84 (= 2
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X 42) mode codes, 130 (= 5 x 26) control points whose
address undergoes a change in only one of X and Y
coordinates, and 160 (= 10 x 16) control points whose
address undergoes a change in both the X and Y
coordinates. Hence, the total code quantity is 394
bits which is approximately 73 % that of the address
coding without the mode code. The coding efficiency
CE for the 32 x 32 dot matrix is CE = 32 x 32/394 =
2.6 which is improved by approximately 40 % when
compared to the address coding without the mode code.
Next, a description will be given of the
difference coding with mode code. The above
described address coding with mode code does not use
a difference of X and Y addresses, however, it is
possible to use an address difference. A sign bit s
indicates the positive or negative sign of the
address difference. Since the address difference is
in most cases 1/4 or less, three bits bbb are
assigned to the address difference. When the address
difference exceeds 1/4, bbb is set to bbb = 000 and a
5-bit difference code bbbbb is added next to the
address difference 000. The following Table 1 shows
the cases where a difference overflow does not occur

and the cases where a difference overflow occurs.
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Table 1
No Overflow overflow
00 00
01sbbb 01s000bbbbb
10sbbb 10s000bbbbb
11sbbbsbbb 11s000bbbbbs000bbbbb

When this difference coding is applied to
the case shown in FIG.5, the difference overflow in
one of X and Y coordinates occurs between the points
noo" and "30" and between the points "540" and
"500". The difference overflow in both X and ¥
coordinates occurs between the points "81" and "8g2"
and between the points "511" and "512". Accordingly,
there are 20 (= 10 x 2) starting control points of
the loop, 84 (= 2 X 42) mode codes, 96 (= 2 X 48)
address differences in one of X and ¥ coordinates, 18
(= 9 x 2) difference overflows iﬁ one of X and Y
coordinates, 112 (= 8 x 12) address differences in
both X and Y coordinates, and 36 (= 18 X 2)
difference overflows in both X and ¥ coordinates.
Therefore, the total code quantity is 366 bits which
jis approximately 68 % that of the address coding
without the mode code. The coding efficiency CE for

the 32 x 32 dot matrix is CE = 32 x 32/366 = 2.8, and
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this corresponds to the address coding without the
mode code for 36.6 control points. This value 36.6
is called a number of effective control points for
the image shown in FIG.5.

Next, a description will be given of the
relationship between the coding efficiency and the
dot matrix size. When the coding efficiency for a D
% D dot matrix is considered, the coding efficiency
CE can be described by the following formula (10),
where N denotes the number of effective (or
significant) control points and is constant
regardless of the image size (dot matrix size). N =
36.6 in the case shown in FIG.5.

CE = D-D/2Nlog,D -—= (10)

The 24 x 24 dot matrix is a standard size
employed in a 6 dots/mm printer. The 32 x 32 dot
matrix is a standard size employed in a 8 dots/mm
printer. The 64 x 64 dot matrix is a standard size
employed by a 16 dots/mm printer. The following
Table 2 shows the relationships of the standard size,
the resolution and the coding efficiency in
comparison with the modified READ coding. As may be
seen from the Table 2, the coding using the modified
Bezier curve of the present invention and the

modified READ coding have approximately the same
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coding efficiency for the 32 x 32 dot matrix with the
8 dots/mm printer. However, as the standard size
increases or the resolution increases, the coding
efficiency of the coding using the modified Bezier
curve improves notably when compared to that of the
modified READ coding. In the Table 2, "MR Eff."
indicates the coding efficiency of the modified READ
coding, and "MB Eff." indicates the coding efficiency
of the coding using the modified Bezier curve. 1In
addition, the coding efficiency is calculated from (D
%x D)/(coding quantity of a), and k = « without EOL

for the modified READ coding.

Table 2
Standard Size | Resolution MR Eff. MB Eff.
32 x 32 8 x 8 2.7 2.8
64 X 64 16 x 16 5.0 9.3
128 x 128 32 x 32 9.5 32.0
256 x 256 64 x 64 18.1 111.9
512 x 512 128 x 128 35.3 397.9
1024 x 1024 256 x 256 68.8 1432.5

FIG.11 shows a Kanji character and the
character "a" which are subjected to an affine
transformation such as enlarging, reducing and

rotating processes by use of the coding using the
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modified Bezier curve of the present invention with
respectrto the dot matrix size of 48 x 48 dots. In
other words, FIG.11l shows character fonts which are
obtained by carrying out the curve fitting on the
contour of the character fonts using the modified
Bezier curve.

After the automatic curve fitting or after
the automatic raster to vector conversion, an affine
transformed point vector T can be obtained from a
fitted control point vector P, where a slant factor
S, a magnitude factor M, a rotation factor R, an
affine factor F and a location factor X are

respectively defined by the formulas (12) through

(16) .
T = (R-M-S)-P+X
= (F)-P+X === (11)

s =1[1 sf

0 1 } --- (12)
M=[mx O

.0 mY1 === (13)
R=[cn -sn

| sn cn} -—- (14)
F=\|f1 f2

| £3 f4X - (15)
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Yo --- (16)
In the above formulas (12) through (16), sf = cosd,
¢ denotes an angle of X and Y axes, mX = scale x, my
= scale y, cn = cos®, 6 denotes a rotation angle,
sn = sine, f1 = cn'mx, £2 = sn'mx-sf-sn-my, f3 =
sn-mx, f4 = sn-mx-sf+cn-my, X, = X location,
and Yy, =Y location.

Further, the present invention is not
1imited to these embodiments, but various variations
and modifications may be made without departing from

the scope of the present invention.
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WHAT WE CIATM IS:

1. An image coding method comprising the

steps of:

extracting a contour of a bi-level image;

segmenting the contour into a plurality of
segments by fitting a predetermined generation curve
on each of the segments, said predetermined
generation curve being described by control points
which include end control points and direction
control points, said end control points indicating
ends of each segment, said direction control points
indicating directions of each segment at the two ends
of each segment; and

coding the control points.

2. The image coding method as claimed in
claim 1 wherein said predetermined generation curve

is described by a polynomial MB, where MB denotes a
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generation point, PO denotes a starting end control
point which indicates a start point of each segment,
P1 denotes a start direction control point which
indicates a direction of each segment at the start
point, P2 denotes an end direction control point
which indicates a direction of each segment at an end
point of each segment, P3 denotes an ending point
control point which indicates the end point of each
segment, t denotes a parameter satisfying 0 < t <1,
and ¢ and d are arbitrary real numbers,

MB = PO(1-t)3+[cP1l-(c-3)PO][(1-t)% t

+[dP2-(d-3)P3][ (1-t)- t2+P3t>.

3. The image coding method as claimed in
claim 2 wherein said step of segmenting the contour
sets said end control point cn a middle segment out
of three consecutive segments which form an
approximate U-shape such that a direction of the
three consecutive segments changes by approximately
180°, and sets said end control point on both ends of

a segment which has a predetermined length.
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4. The image coding method as claimed in
claim 3 wherein said predetermined length is set to
at least 1/4 a full length of a coordinate used to

describe the bi-level image.

5. The image coding method as claimed in
claim 2 wherein said step of coding the control
points codes the control points in a sequence of the
control points PO, P1, P2 and P3 with respect to one

contour.

6. The image coding method as claimed in
claim 5 wherein each of said control points are

located on an original contour of the bi-level image.

7. The image coding method as claimed in
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claim 5 wherein each of said control points are
located on an original contour of the bi-level image
except for control points of an approximate S-shape

segment.

8. The image coding method as claimed in
claim 2 wherein said step of segmenting the contour
regards an ending control point of a first one of two
consecutive segments idential to a starting control

point of a second one of the two consecutive segments.

9. The image coding method as claimed in
claim 8 wherein said step of coding the control
points codes the control points in a sequence of the
control points PO, Pl and P2 with respect to one

contour.



10

15

20

25

28.

10. The image coding method as claimed in
claim 9 wherein said step of segmenting the contour
assigns X and Y coordinates to an address of each of
said control points, and said step of coding the
control points adds a mode code, said mode code
having a first value for indicating an overlap of two
control points, a second value for indicating an
address change in only the X coordinate, a third
value for indicating an address change in only the Y
coordinate and a fourth value for indicating an

address change in both the X and Y coordinates.

11. The image coding method as claimed in
claim 10 wherein said step of coding the control
points codes an address difference of the contfbl

points.

12. The image coding method as claimed in

claim 11 wherein said mode code includes a code
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portion for indicating an overflow of the address

difference.

13. The image coding method as claimed in
claim 8 wherein said step of segmenting the contour
assigns X and Y coordinates to an address of each of
said control points, and said step of coding the
control points codes an address difference of the
control points in a sequence of the control points

PO, Pl and P2 with respect to one contour.

14. The image coding method as claimed in
claim 13 wherein said step of coding the control
points adds a mode code, said mode code including a
code portion for indicating an overflow of the

address difference.
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1 15. An image coding method substantially
as hereinbefore described with reference to and as

illustrated in the accompanying drawings.
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