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nal unit headerO 
Numbytesin RBSP=0 
forci-2; is Numbytes.InNALunit; H) 

if(i+2 <NumBytes.InNALunit&& next bits(24) = = 0x000003) { 
rbsp. byte NumBytesInRBSP--- b(8) 
rbsp. byteNumbytesin RBSPH 
i--- 2 

emulation prevention three byte / equal to 0x03 */ f(8) 
} else 

rbsp byte Numbytes.InRBSP++) 

GENERAL, NAL UNIT SYNTAX 

FIG. It 
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wps extension() { Descriptor 
while(byte aligned()) k 

I scalability type and layer id partitioning method 
for(i = 0; is MaxDim(scalability type); it--) - 

(layer specific information 
for(i = 0; i <= max mum layers minus 1; it--) { 

vps layer idi 
// layer dependency 
mum direct ref layers i u(6) 
for(j = 0;j<num direct ref layers i;j++) 

ref layer idij) u(6) 

I 

Existing video parameter set extension syntax 

FIG. 6 
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scalability type MaxDim(scalability type Scalability dimensions 

none (base HEVC) 
spatial and quality 

ity, unspecified 

spatial, quality, unspecified, unspecified 

multiview and depth 

1multiview, depth, unspecified 
multiview, depth, unspecified, unspecified 

multiview, spatial, quality and depth 

spatial, quality, depth, unspecified multiview, 
uali multiview, spatial, depth, unspecified, unspecified 

reserved reserved 

Existing Scalability Types 

FIG. (o 
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wps extension() { Descriptor 
while(byte aligned()) 

vps extension byte alignment reserved zero bit u(1) 
// Scalability map and layer id plus 1 mapping method 
for (-0;i- max num layers minus bits; H-) { 

scalability mapi, 

// layer specific information 
for( is 0; i <= max num layers minus1; iii) { 

vps layer idi 

Video parameter set extension syntax 

FIG. T. 
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Scalability map i 
dimension 

multiview 

unspecified 
reserved 

Scalability Map Syntax 

FG. Le 

  

    

    

  

  

    



Patent Application Publication Oct. 9, 2014 Sheet 22 of 49 US 2014/0301477 A1 

vps extension() { 
while(byte aligned()) 

wps extension byte alignment reserved zero bit 
// scalability map and layer id plus 1 mapping method 

for(i =0;i<= num scalability dimensions minus 1; i-H-) { 
scalability map 

for(i= 0; i <= max num layers minus 1; it +) { 
wps layer idi 
// layer dependency 
num direct ref layersi 
for(j = 0; j<num direct ref layers il;ji-F) 

Video parameter set extension syntax 

FIG. I. 
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wps extension() { Descriptor 
while(byte aligned()) 

wps extension byte alignment reserved Zero bit 
// layer specific information 
for(i= 1; i3 vps max layers minus 1; it--) { 

//mapping of layerID to scalability dimension TDs 

for(j = 0;j<-- num dimensions minus 1; j++) { 
dimension type ij 
dimension idij 

// layer dependency 
num direct reflayers i u(6) 
for(jF 0;j <num direct ref layers i;j--) 

ref layer idij] 

Existing video parameterset extension syntax 

FIG, .2d 
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dimension type ij dimension idij) pring 
quality ID 

Existing Dimension Type, Dimension ID Syntax 

FIG. 2\ 
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wps extension() { 
while(byte aligned()) 

wps extension byte alignment reserved zero bit 
// layer specific information 
for( i = 1; i <= max num layers minus 1; it--) { 

// mask signalling Scalability types that are present for this layerID 
scalability mask 
for(j = 0;j<= num scalability types[i];j++) 

scalability idj 

aum direct reflayersi 
for(j = 0; j<num direct ref layers il;j---) 

Video parameter set extension syntax 

FG, 22. 
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scalability mask bitk Scalability 
dimension 

spatial 

Reserved 

Scalability Map Syntax 

FIG 23 
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profile level(1, vps max sub layers minus) 
for(i = 0; i <= vps max sub layers minus1; i-H-) { 

vps max num reorder pics il 

} 
mum hrd parameters 
forci-0; ignum hrd parameters; H 
FP-FF oppoint(i) 

hird parameters(i - " - 0, vps max sub layers minus 1) 

u(8) 
for(i = 0; i <= max num layers minus 1; it--) { 

vps extension dataO 

if vps extension flag) 
while(more rbsp dataO) 

rbsp. trailing bits() 

Video parameter set extension syntax 

FIG. 24 
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if (new profile level flag -- 0) { 

wps extension dataO { Descriptor 

profile referelice layer id u(6) 
} 

profile level(1, layer max sub layers minus1) 
for(j = 0;j <= num scalability types;j-H) { 

for(n = 0; n <mum reference layers; n +) 
direct coding dependency layer id plus in 

Video parameter set extension syntax 

FG, 2s 
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wps extension() { Descriptor 
while(byte aligned()) 

vps extension byte alignment reserved one bit u(1) 
ave base codec flag u(1) 

u(16) 
for(i = 0, i <NumScalabilityTypes; it--) { 

dimension idle minusi u(3) 

wps nuh layer id present flag u(1) 
if layer speoific information 
for(i = 1 is yps max layers minuslgi-H-) { 

f/mapping of layer?D to scalability dimension IDs 
if(vps null layer id present flag) 

layer id in nuhi 
for(j = 0, j <NumScalabilityTypes, H-) 

dimension idij 

for( i=1, is vps max layers minus 1; it--) { 
it layer dependency 

Video Parameter Set Extension Syntax 

FIG. 26 
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kth bit dimension 

o spatial 

4-15 

multiview 

Reserved 

Scalability mask Syntax 

FIG 27 
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vps extension() { 
while(byte aligned()) 

u(1) wps extension byte alignment reserved one bit 
u(1) 

scalability mask u(16) 
for(i = 0; i3NumScalabilityTypes; iH-) { 

dimension idlen minus i 

for(i = 1; i <= vps max layers minus 1; it--) { 
//mapping of layer ID to scalability dimension IDs 
if(vps nuh layer id present flag) 

layer id in nuh il. 

avc base codec flag 

Vps nuh layer id present flag 
// layer specific information 

u(6) 
for(j = 0; j <-- num dimensions minus 1;j++) 

dimension idij 

for( i = 1; is vps max layers minusl; it--) 
profile tier level(1, vps max sub layers minus 1) 

layer dependency information pattern u(v) 
for( i = 1; is NumDepLayers; iH) { 

// layer dependency information signaling 
num direct ref layers i u(6) 
for(j = 0; j <num direct ref layers i;j++) 

ref layer id ij u(6) 

Video Parameter Set Extension Syntax 

FIG. 28 
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Descriptor Vps extension() { 
while(byte aligned()) 

vps extension byte alignment reserved one bit u(l) 
avc base codec flag 
scalability mask u(16) 
for(i= 0; i3NumScalabilityTypes; it--) { 

dimension idlen minus 1 i 

dimension idii 

for( i = 1; is vps max layers minus 1; i---) 

layer dependency flagi u(1) 
if(layer dependency flag i) { 
num direct ref layers i 
for(j = 0; j<num direct ref layers il; j++) 

Wps luh layer id present flag 
//layer specific information 
for(ii. 1; i <= vps max layers minus 1; it--) { 

//mapping of layer ID to scalability dimension IDs 
if(Vps nuh layer id present flag) 

layer id in nuhi 
for(j = 0; j <= num dimensions minus 1; j++) 

profile tier level(l, vps max sub layers minusl) 
for(i = 1; i <- vps max layers minus 1; it-- ) { 

//layer dependency information signaling 

ref layer idij 

Video Parameter Set Extension Syntax 

FIG, 2.ca 
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wps extension() { Descriptor 
while(byte aligned()) 

vps extension byte alignment reserved one bit 
ave base codec flag 
scalability mask u(16) 
for( is 0; i-NumScalabilityTypes; it--) { 

dimension idlen minus 1 i u(3) 

wps nuh layer id present flag 
// layer specific information 
for(i= 1; i <= vps max layers minusl; it--) { 

//mapping of layer ID to scalability dimension IDs 
if vps nuh layer id present flag) 

layer id in nuhi 
for(j= 0; j <= num dimensions minusl;j++) 

dimension id ij 

for(i = 1; i <- vps max layers minus 1; it--) 
profile tier level(1, vps max sub layers minus 1) 

for(i = 1; is vps max layers minusl; it--) { 
// layer dependency information signaling 
layer dependency map) 

Video Parameter Set Extension Syntax 

FIG. 3 ed 
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wps extension() { 
while(byte aligned()) 

vps extension byte alignment reserved one.bit u(1) 
u(l) avc base codec flag 

scalability mask 
for( i = 0; i3NumScalabilityTypes; i-h--) { 

dimensio id le minusi 

Vps nuh layer id present flag 
// layerspecific information 
for( is 1; i <= vps max layers minus 1; i----) { 

layer id in nuhi 
for(j = 0, j <= num dimensions minus 1;j-H-) 

dimension idii 

for(ii. 1; i <= vps max layers minus 1; iii) 

layer dependency information pattern 
for( i = 1; is NumPepLayers; iih) 

layer dependency mapi 

Video Parameter Set Extension Syntax 

FIG.3 \ 
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vps extension() { Descriptor 
while(byte aligned()) 

wps extension byte alignment reserved one bit 

scalability ask 
forci 0; i3NumScalabilityTypes: i) { 

dimension idlen minus 1 i 

wps nuh layer id present flag 
// layer specific information 
for( i = 1; is vps max layers minusl; i----) { 

//mapping of layer ID to Scalability dimension IDs F 
if(Vps nuh layer id present flag) 

layer id in nuhi 

profile tier level(1, vps max Sub layers minus 1) 
layer dependency information pattern 
for(iis; 1; i <- vps max layers minus 1; it +) { 

num direct ref layers i u(6) 
for(j = 0; j <num direct ref layers i;j++) 

H 

for(j = 0; j <= num dimensions minus 1; j++) 
dimension id ij 

for( i = 1; i < vps max layers minus 1; it--) 

if(layer dependency information pattern(i)) { 
// layer dependency information signaling 

Video Parameter Set Extension Syntax 

FIG.22. 
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while byte alignedO) 
vps extension byte alignment reserved one bit 

avc base codec flag 

for( i = 0; i <NumScalabilityTypes; iH) { 

- 
wps nuh layer id present flag 
// layer specific information 
for( is 1; i <= vps max layers minus; it--) { 

//mapping of layer ID to scalability dimension IDs 
if vps nuh layer id present flag) 

layer id in nuhi 
for(j = 0; j <-- num dimensions minus 1;j-H-) 

dimension id ij 

for( i = 1; i < r vps max layers minus 1; it) 
profile tier level(1, vps max sub layers minus 1) 

layer dependency information pattern 
for(i = 1; is vps max layers minus 1; iH) { 

if(layer dependency information pattern(i)) { 
layer dependency map(i. u(v) 

} 
} 

Video Parameter Set Extension Syntax 

FIG. 33 
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for(i = 0; i < num output layer sets; ii-F) { 
output layer set idxi) ue(v) 
lsIdx = output layer set idx i 
for(j = 0; j <= vps max layer id;j++) 

if(layer id included flag IsIdxj) 

wps extension() { 
while(byte aligned()) 

vps extension byte alignment reserved one bit u(1) 
avc base layer flag u(1) 
splitting flag u(1) 
for( i - 0, NumScalabilityTypes - 0, i < 16; it ) { PE 

scalability mask i u(l) 
NumScalabilityTypes +F scalability maski 

for(j = 0; j<NumScalabilityTypes; j++) 
dimension idlen minuslj 

num output layer sets 

ue(v) 

u(i) 
- 

output layer flag lsldXIIj u(l) 
} 
num op dipb info parameters ue(v) 
for( i - 0, i < num op dipb info parameters; it) { 

operation point layer set idxi ue(v) 
for(j - 0, is vps max layer idjith) 

op dipb info parameters(i) 

for( i = 1; i <= vps max layers minus 1; it--) { 
for(j = 0;j< i;j++) 

direct dependency flag ij 

FIG. 34A 
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Vps extension() { 
while(byte aligned()) 

vps extension byte alignment reserved one bit 
avc base layer flag 
splitting flag 
for( i = 0, NumScalabilityTypes - 0; is 16; it) { 

scalability mask i 
NumScalabilityTypes += scalability maski 

for(j = 0;j<NumScalabilityTypes; j++) 
dimension idlen minuslj 

num output layer sets 
for( i = 0; i <num output layer sets; it + ) { 

output layer set idxi ue(v) 
lsldx F output layer set idx i 
for(j= 0; j <= vps max layer id;j++) 

if(laycr id included flag IsldXIIj) 
output layer flag Isldx j u(l) 

num op dipb info parameters ue(v) 
for( i = 0, i < num op dipb info parameters, i) { 

operation point layer set idxi ue(v) 
for(j = 0, j <= vps max layer id; j++) 

op dpb info parameters(i,j) 

for( i = 1; i < vps max layers minusl; it-- ) { 
for(j = 0; j<i; j++) 

direct dependency flag ij u(1) 

FIG. 34B 
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op dpb info parameters.( 
vps max sub layers minus 1j 
Vps sub layer ordering info present flag.j 
for(k= (Vps sub layer ordering info present flag.j? 0: 
Vps max Sub layers minuslj); 
k <= vps max sub layers minuslj; kH) { 
Vps max decpic buffering minus 1jk 
vps max num reorder picsjk 
vps max latency increase plus 1jk 

FIG. 35A 
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op dpb info parameters(id,j) { 
Vps max sub layers minus 1 idj 
Vps sub layer ordering info present flagidj 
for(k= (vps sub layer ordering info present flagidj '? 
0: vps max Sub layers minus 1 idjI); 
k <= Vps max Sub layers minuslid j; kH-) { 
Vps max decpic buffering minus 1 idj Ik 
Vps max num reorder pics idljk 
vps max latency increase plus 1 idjk 

FIG. 35B 
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Vps extension() { Descriptor 
while(byte aligned()) 

Vps extension byte alignment reserved one bit u(1) 
avc base layer flag u(1) 
splitting flag u(1) 
for( i = 0, NumScalabilityTypes = 0; is 16; i-H-) { 

scalability mask i u(1) 
NumScalabilityTypes --- scalability maski 

for(j = 0; j<NumScalabilityTypes; j++) 
dimension idlen minus j 

num output layer sets 
for( i 0; i < num output layer sets; it ) { 

output layer set idx i 
lsIdx - output layer set idx i 
for(j - 0, j <- vps max layer id; j++) 

if layer id included flag IsIdx (j) 
output layer flag lsldxj 

num dipb info parameters 
for( i = 0; i < nuin dipb info parameters; it--) { 

output point layer set idxi 
oplsldx-output point layer set idxi 
for(j = 0, j <= vps max layer id; j++) 

oop dpb info parameters(j) 
} 

for( i = 1; i <- Vps max layers minus 1; it) 
for(j = 0; j < i;j++) 

direct dependency flag ij u(l) 

FIG. 36 
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Vps max sub layers minus 1j 
vps sub layer ordering info present flag.j 
for(k= (vps sub layer ordering info present flag.j 20 : 
Vps max Sub layers minuslj); 
k <- vps max sub layers minuslj; k++) { 
Vps max decpic buffering minus 1jk 
vps max num reorder picsjk 
Vps max latency increase plus 1jk 

u(3) 
u(1) 

ue(v) 
ue(v) 
ue(v) 

FIG. 37 
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oop dpb info parametersO { 
vps max sub layers minus1 
vps sub layer ordering info present flag 
for(k= (vps Sub layer ordering info present flag 20 : 
Vps max Sub layers minus 1); 
k s- vps max sub layers minus 1; kH) { 
vps max decpic buffering minus 1 Ik 
Vps max num reorder pics Ik 
Vps max latency increase plus 1 k 

FIG 38 
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num dpb info parameters ue(v) 
for( i = 0, is num dpb info parameters; it ) { 

output point layer set idxi ue(v) 
oplsdx output point layer set idxi 
for(j = 0; j<F vps max layer id; j++) 

oop dpb info parametersO 
} 

FIG. 39 
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Oop dpb info parameters(id,j) { 
vps max sub layers minus 1 idj 
vps sub layer ordering info present flagidj 
for( k = (vps sub layer ordering info present flagidj '? 
0: Vps max Sub layers minus lid j); 
k <- Vps max Sub layers minuslid j, kH) { 
Vps max decpic buffering minus 1 idljk 
vps max num reorder pics idljk 
vps max latency increase plus 1 idjk 

FIG. 40 
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num dpb info parameters ue(v) 
for( i = 0; i < num dpb info parameters; i--) { 

output point layer set idxi 
oplsidx=output point layer set idxi 
for(j - 0.js vps max layer id; jih) 

oop dpb info parameters(opls.Idx,j) 

FIG. 41 
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map: info parameters 
for( i - 0, is num dpb info parameters; it ) { 

output point layer set idxi 
opls dx=output point layer set idxi 
for(j = 0, j <= vps max layer id;jill) 

oop dpb info parameters(i,j) 

FIG. 42 
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wps extension() { Descriptor 
while(byte aligned()) 

wps extension byte alignment reserved one bit u(1) 
avc base layer flag u(1) 
splitting flag u(1) 
for(i = 0, NumScalabilityTypes = 0; i < 16; it--) { to 

scalability maski u(1) 
NumScalabilityTypes -- scalability maski 

} 
for(j = 0; j<NumScalabilityTypes; j++) 

dimension idlen minus 1j u(3) 

for( i = 1; i <= vps max layers minus 1; it-- ) { 
for(j = 0;j< i,j-H-) 

direct dependency flag ij u(1) 
for( i = 1; i <= vps max layers minus 1; it--) { 

layer dpb info(i) 

layer dpb info (i) { 
vps max sub layers minusli u(3) 
vps sub layer ordering info present flag ill u(1) 
for( k = (vps Sub layer ordering info present flag i ? 0: 
vps max Sub layers minusli); 
k <= vps max sub layers minus li; k++ ) { 
vps max decpic buffering minuslik 
Vps max num reorder picsik 
vps max latency increase plus lik 
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oop dpb info parameters(id)/op dpb info parameters(id)/ 
layer dipb info(id) { 
Vps sub layer ordering info present flagid 
for(i = (vps Sub layer ordering info present flag? 0: 
Vps max Sub layers minus 1); 
i <= Vps max sub layers minus 1; i-H ) { 
vps max dec pic buffering minuslidi 
Vps max num reorder picsidi 
Vps max latency increase plus lidi 

} 
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SIGNALING DPB PARAMETERS IN VPS 
EXTENSION AND DPB OPERATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. None. 

TECHNICAL FIELD 

0002 The present disclosure relates generally to elec 
tronic devices. More specifically, the present disclosure 
relates to electronic devices for signaling Sub-picture based 
hypothetical reference decoder parameters. 

BACKGROUND OF THE INVENTION 

0003 Electronic devices have become smaller and more 
powerful in order to meet consumer needs and to improve 
portability and convenience. Consumers have become depen 
dent upon electronic devices and have come to expect 
increased functionality. Some examples of electronic devices 
include desktop computers, laptop computers, cellular 
phones, Smartphones, media players, integrated circuits, etc. 
0004 Some electronic devices are used for processing and 
displaying digital media. For example, portable electronic 
devices now allow for digital media to be consumed at almost 
any location where a consumer may be. Furthermore, some 
electronic devices may provide download or streaming of 
digital media content for the use and enjoyment of a con 
SUC. 

0005. The increasing popularity of digital media has pre 
sented several problems. For example, efficiently represent 
ing high-quality digital media for storage, transmittal and 
rapid playback presents several challenges. As can be 
observed from this discussion, Systems and methods that 
represent digital media efficiently with improved perfor 
mance may be beneficial. 
0006. The foregoing and other objectives, features, and 
advantages of the invention will be more readily understood 
upon consideration of the following detailed description of 
the invention, taken in conjunction with the accompanying 
drawings. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0007 FIG. 1A is a block diagram illustrating an example 
of one or more electronic devices in which systems and meth 
ods for sending a message and buffering a bitstream may be 
implemented; 
0008 FIG. 1B is another block diagram illustrating an 
example of one or more electronic devices in which systems 
and methods for sending a message and buffering a bitstream 
may be implemented; 
0009 FIG. 2 is a flow diagram illustrating one configura 
tion of a method for sending a message; 
0010 FIG. 3 is a flow diagram illustrating one configura 
tion of a method for determining one or more removal delays 
for decoding units in an access unit; 
0011 FIG. 4 is a flow diagram illustrating one configura 
tion of a method for buffering a bitstream; 
0012 FIG. 5 is a flow diagram illustrating one configura 
tion of a method for determining one or more removal delays 
for decoding units in an access unit; 
0013 FIG. 6A is a block diagram illustrating one configu 
ration of an encoder 604 on an electronic device; 
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0014 FIG. 6B is another block diagram illustrating one 
configuration of an encoder 604 on an electronic device; 
0015 FIG. 7A is a block diagram illustrating one configu 
ration of a decoder on an electronic device; 
0016 FIG. 7B is another block diagram illustrating one 
configuration of a decoder on an electronic device; 
0017 FIG. 8 illustrates various components that may be 
utilized in a transmitting electronic device; 
0018 FIG. 9 is a block diagram illustrating various com 
ponents that may be utilized in a receiving electronic device; 
0019 FIG. 10 is a block diagram illustrating one configu 
ration of an electronic device in which systems and methods 
for sending a message may be implemented; and 
0020 FIG. 11 is a block diagram illustrating one configu 
ration of an electronic device in which systems and methods 
for buffering a bitstream may be implemented. 
0021 FIG. 12 is a block diagram illustrating one configu 
ration of a method for operation of a decoded picture buffer. 
0022 FIGS. 13 A-13C illustrates different NAL Unit 
header syntax. 
0023 FIG. 14 illustrates a general NAL Unit syntax. 
0024 FIG. 15 illustrates an existing video parameter set. 
0025 FIG. 16 illustrates existing scalability types. 
0026 FIG. 17 illustrates an exemplary video parameter 
Set. 

0027 FIG. 18 illustrates an exemplary scalability map 
Syntax. 
0028 FIG. 19 illustrates an exemplary video parameter 
Set. 

0029 FIG. 20 illustrates an existing video parameter set. 
0030 FIG. 21 illustrates an existing dimension type, 
dimension id Syntax. 
0031 FIG. 22 illustrates an exemplary video parameter 
Set. 
0032 FIG. 23 illustrates an exemplary scalability map 
Syntax. 
0033 FIG. 24 illustrates an exemplary video parameter 
Set. 

0034 FIG. 25 illustrates an exemplary video parameter 
Set. 

0035 FIG. 26 illustrates an exemplary video parameter 
Set. 

0036 FIG. 27 illustrates an exemplary scalability mask 
Syntax. 
0037 FIG. 28 illustrates an exemplary video parameterset 
extension syntax. 
0038 FIG.29 illustrates an exemplary video parameterset 
extension syntax. 
0039 FIG.30 illustrates an exemplary video parameterset 
extension syntax. 
0040 FIG.31 illustrates an exemplary video parameterset 
extension syntax. 
0041 FIG.32 illustrates an exemplary video parameterset 
extension syntax. 
0042 FIG.33 illustrates an exemplary video parameterset 
extension syntax. 
0043 FIG. 34A illustrates an exemplary video parameter 
extension syntax. 
0044 FIG. 34B illustrates an exemplary video parameter 
extension syntax. 
0045 FIG. 35A illustrates an exemplary op dpb info 
parameters(I) syntax. 
0046 FIG. 35B illustrates an exemplary op dpb info 
parameters(I) syntax. 
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0047 FIG. 36 illustrates another exemplary video param 
eter extension syntax. 
0048 FIG. 37 illustrates another exemplary oop dpb in 
fo parameters(I) syntax. 
0049 FIG. 38 illustrates another exemplary oop dpb in 
fo parameters(I) syntax. 
0050 FIG. 39 illustrates an exemplary num dpb info 
parameters syntax. 
0051 FIG. 40 illustrates another exemplary oop dpb in 
fo parameters(I) syntax. 
0052 FIG. 41 illustrates another exemplary num dpb 
info parameters syntax. 
0053 FIG. 42 illustrates another exemplary num dpb 
info parameters syntax. 
0054 FIG. 43 illustrates another exemplary video param 
eter extension syntax and layer dpb info(i). 
0055 FIG. 44 illustrates an exemplary oop dpb info pa 
rameters and layer dpb info(i) syntax. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENT 

0056. An electronic device for sending a message is 
described. The electronic device includes a processor and 
instructions stored in memory that is in electronic communi 
cation with the processor. The electronic device determines, 
when a Coded Picture Buffer (CPB) supports operation on a 
Sub-picture level, whether to include a common decoding unit 
CPB removal delay parameterina picture timing Supplemen 
tal Enhancement Information (SEI) message. The electronic 
device also generates, when the common decoding unit CPB 
removal delay parameter is to be included in the picture 
timing SEI message (or Some other SEI message or some 
other parameter set e.g. picture parameter set or sequence 
parameter set or video parameter set or adaptation parameter 
set), the common decoding unit CPB removal delay param 
eter, wherein the common decoding unit CPB removal delay 
parameter is applicable to all decoding units in an access unit 
from the CPB. The electronic device also generates, when the 
common decoding unit CPB removal delay parameter is not 
to be included in the picture timing SEI message, a separate 
decoding unit CPB removal delay parameter for each decod 
ing unit in the access unit. The electronic device also sends the 
picture timing SEI message with the common decoding unit 
CPB removal delay parameter or the decoding unit CPB 
removal delay parameters. 
0057 The common decoding unit CPB removal delay 
parameter may specify an amount of Sub-picture clock ticks 
to wait after removal from the CPB of an immediately pre 
ceding decoding unit before removing from the CPB a current 
decoding unit in the access unit associated with the picture 
timing SEI message. 
0058. Furthermore, when a decoding unit is a first decod 
ing unit in an access unit, the common decoding unit CPB 
removal delay parameter may specify an amount of Sub 
picture clock ticks to wait after removal from the CPB of a last 
decoding unit in an access unit associated with a most recent 
buffering period SEI message in a preceding access unit 
before removing from the CPB the first decoding unit in the 
access unit associated with the picture timing SEI message. 
0059. In contrast, when the decoding unit is a non-first 
decoding unit in an access unit, the common decoding unit 
CPB removal delay parameter may specify an amount of 
sub-picture clock ticks to wait after removal from the CPB of 
a preceding decoding unit in the access unit associated with 
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the picture timing SEI message before removing from the 
CPB a current decoding unit in the access unit associated with 
the picture timing SEI message. 
0060. The decoding unit CPB removal delay parameters 
may specify an amount of Sub-picture clock ticks to wait after 
removal from the CPB of the last decoding unit before remov 
ing from the CPB an i-th decoding unit in the access unit 
associated with the picture timing SEI message. 
0061 The electronic device may calculate the decoding 
unit CPB removal delay parameters according to a remainder 
of a modulo 2(cpb removal delay length minus 1 +1) counter where 
cpb removal delay length minus 1+1 is a length of a com 
mon decoding unit CPB removal delay parameter. 
0062. The electronic device may also generate, when the 
CPB Supports operation on an access unit level, a picture 
timing SEI message including a CPB removal delay param 
eter that specifies how many clock ticks to wait after removal 
from the CPB of an access unit associated with a most recent 
buffering period SEI message in a preceding access unit 
before removing from the CPB the access unit data associated 
with the picture timing SEI message. 
0063. The electronic device may also determine whether 
the CPB supports operation on a sub-picture level or an access 
unit level. This may include determining a picture timing flag 
that indicates whethera Coded Picture Buffer (CPB) provides 
parameters Supporting operation on a Sub-picture level based 
on a value of the picture timing flag. The picture timing flag 
may be included in the picture timing SEI message. 
0064 Determining whether to include a common decod 
ing unit CPB removal delay parameter may include setting a 
common decoding unit CPB removal delay flag to 1 when the 
common decoding unit CPB removal delay parameter is to be 
included in the picture timing SEI message. It may also 
include setting the common decoding unit CPB removal 
delay flag to 0 when the common decoding unit CPB removal 
delay parameter is not to be included in the picture timing SEI 
message. The common decoding unit CPB removal delay flag 
may be included in the picture timing SEI message. 
0065. The electronic device may also generate, when the 
CPB Supports operation on a sub-picture level, separate net 
work abstraction layer (NAL) units related parameters that 
indicate an amount, offset by one, of NAL units for each 
decoding unit in an access unit. Alternatively, or in addition 
to, the electronic device may generate a common NAL 
parameter that indicates an amount, offset by one, of NAL 
units common to each decoding unit in an access unit. 
0.066 An electronic device for buffering a bitstream is also 
described. The electronic device includes a processor and 
instructions stored in memory that is in electronic communi 
cation with the processor. The electronic device determines 
that a CPB signals parameters on a sub-picture level for an 
access unit. The electronic device also determines, when a 
received picture timing Supplemental Enhancement Informa 
tion (SEI) message comprises the common decoding unit 
Coded Picture Buffer (CPB) removal delay flag, a common 
decoding unit CPB removal delay parameter applicable to all 
decoding units in the access unit. The electronic device also 
determines, when the picture timing SEI message does not 
comprise the common decoding unit CPB removal delay flag, 
a separate decoding unit CPB removal delay parameter for 
each decoding unit in the access unit. The electronic device 
also removes decoding units from the CPB using the common 
decoding unit CPB removal delay parameter or the separate 
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decoding unit CPB removal delay parameters. The electronic 
device also decodes the decoding units in the access unit. 
0067. In one configuration, the electronic device deter 
mines that a picture timing flag is set in the picture timing SEI 
message. The electronic device may also set a CPB removal 
delay parameter, cpb removal delay, according to 

cpb removal delay = 

nian decoding inits ninisl 

X. du cpb removal delayi: i-sub, 
i=0 

ic 

where du cpb removal delayi are the decoding unit CPB 
removal delay parameters, t is a clock tick, t, is a sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one, and 
i is an index. 
0068 Alternatively, the electronic device may set a CPB 
removal delay parameter, cpb removal delay, and du cpb 
removal delaynum decoding units minus 1 so as to sat 
isfy the equation 

cpb removal delay: it - 
nian decoding inits ninisl s 1 -1s 

X. du cpb removal delayi: tsub) 
i=0 

where du cpb removal delayi are the decoding unit CPB 
removal delay parameters, t is a clock tick, t, is a sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one, and 
i is an index. 
0069. Alternatively, the electronic device may set a CPB 
removal delay parameter, cpb removal delay, and du cpb 
removal delaynum decoding units minus 1 according to 
cpb removal delayt du cpb removal delaynum de 
coding units minus 1*t , where du cpb removal delay 
num decoding units minus 1 is the decoding unit CPB 
removal delay parameter for the num decoding units 
minus 1'th decoding unit, t is a clock tick, t, is a Sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one. 
0070. In one configuration, the electronic device deter 
mines that a picture timing flag is set in the picture timing SEI 
message. The electronic device may also set CPB removal 
delay parameters, cpb removal delay, and du cpb re 
moval delaynum decoding units minus 1 so as to satisfy 
the equation: -1< (cpb removal delayt-du cpb re 
moval delaynum decoding units minus1*t)<=1 
where du cpb removal delaynum decoding units mi 
nus1 is the decoding unit CPB removal delay parameter for 
the num decoding units minus 1'th decoding unit, t is a 
clock tick, t, is a sub-picture clock tick, num decoding 
units minus 1 is an amount of decoding units in the access 
unit offset by one. 
(0071 A ClockDiff variable may be defined as ClockDiff= 
(num units in tick-(num units in Sub tick (num decod 
ing units minus 1+1))/time scale) where num units in 
tick is number of time units of a clock operating at the 
frequency time scale HZ that corresponds to one increment 
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of a clock tick counter, num units in Sub tick is number of 
time units of a clock operating at the frequency time scale HZ 
that corresponds to one increment of a sub-picture clock tick 
counter, num decoding units minus 1+1 is an amount of 
decoding units in the access unit, and time scale is the num 
ber of time units that pass in one second. 
0072. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1, the CPB is operating at 
sub-picture level and ClockDiff is greater than Zero, the 
removal time for decoding unit m, t(m) is determined accord 
ing tO: t,(m)—t, (m) +t *Ceil ((t(m) try, (m))/t it)+ 
ClockDiff where t(m) is the nominal removal time of the 
decoding unit m, t , is a sub-picture clock tick, Ceil() is a 
ceiling function and t(m) is final arrival time of decoding 
unit m. 
(0073. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(n)<t, 
(n), a picture timing flag is set to 1, the CPB is operating at an 
access unit level and ClockDiff is greater than Zero, the 
removal time for access unit n, t(n) is determined according 
to: t, (n)=t(n)+t.*Ceil(t(n)-t(n))/t)-ClockDiff where 
t(n) is the nominal removal time of the access unit n, t is a 
clock tick, Ceil() is a ceiling function and t(n) is a final 
arrival time of access unit n. 
0074. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the last decoding 
unit m of access unit, t, (m) according to: t(m)=t(m)+max 
(t. *Ceil((t(m)-t(m))/t. )), (t.*Ceil(t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit m, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

(0075. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t, (n)=t(n)+max 
((t, a Ceil((t(m)-t(m))/test)). (t.*Ceil((t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit n, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0076. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the last decoding 
unit m of access unit, t(m) according to: t(m)=t(m)+min 
((t, a Ceil((t(m)-t(m))/test)). (t.*Ceil((t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit m, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

(0077. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t, (n)=t(n)+min 
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((t, a Ceil((t(m)-t(m))/t, s)), (t.*Ceil((t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit n, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0078. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the last decoding 
unit m of access unit, t, (m) according to: t(m)=t(m)+ 
(t.*Ceil((t(n)-t(n))/t)) where t(m) is the nominal 
removal time of the last decoding unit m, t , is sub-picture 
clock tick, Ceil() is a ceiling function, t(m) is a final arrival 
time of last decoding unit m, t(n) is the nominal removal 
time of the access unit n, t is clock tick and t(n) is a final 
arrival time of access unit n. 
0079. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t, (n)=t(n)+ 
(t.*Ceil((t(n)-t(n))/t)) where t(m) is the nominal 
removal time of the last decoding unit n, t , is sub-picture 
clock tick, Ceil() is a ceiling function, t(m) is a final arrival 
time of last decoding unit m, t(n) is the nominal removal 
time of the access unit n, t is clock tick and t(n) is a final 
arrival time of access unit n. 

0080 When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at Sub-picture level, the removal time for a decoding unit m 
which is not the last decoding unit is set as t(m)=t(m). 
where t?m) is a final arrival time of decoding unit m. When 
a low delay hypothetical reference decoder (HRD) flag (e.g., 
low delay hird flag) is set to 1, t(m)<t(m), a picture tim 
ing flag is set to 1 and the CPB is operating at Sub-picture 
level, the removal time for a decoding unit m which is the last 
decoding unit m of access unit, t, (m) according to: t(m)—t, 
n(m)+(t. *Ceil((t(m)-t(m))/t, )) where t(m) is 
the nominal removal time of the last decoding unit m, t , is 
sub-picture clock tick, Ceil() is a ceiling function, t(m) is a 
final arrival time of last decoding unit m, t(n) is the nominal 
removal time of the access unit n, t is clock tick, t(n) is a 
final arrival time of access unit n, and t(m) is a final arrival 
time of last decoding unit m in the access unit n. 
0081. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at Sub-picture level, the removal time for a decoding unit m 
which is not the last decoding unit is set as t(m)=t(m). 
where t(m) is a final arrival time of decoding unit m. When 
a low delay hypothetical reference decoder (HRD) flag (e.g., 
low delay hird flag) is set to 1, t(m)<t(m), a picture tim 
ing flag is set to 1 and the CPB is operating at Sub-picture 
level, the removal time for a decoding unit m which is the last 
decoding unit m of access unit, t, (m) according to: t(m)—t, 
(m)+(t.*Ceil((t(m)-t(m))/t)) where t(m) is the nomi 
nal removal time of the last decoding unit m, t , is sub 
picture clock tick, Ceil() is a ceiling function, t(m) is a final 
arrival time of last decoding unit m, t(n) is the nominal 
removal time of the access unit n, t is clock tick, t(n) is a 
final arrival time of access unit n, and t(m) is a final arrival 
time of last decoding unit m in the access unit n. 
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I0082. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at Sub-picture level, the removal time for a decoding unit mis 
set as t(m)=t(m) where t(m) is the nominal removal time 
of the decoding unit m, t , is sub-picture clock tick, Ceil( 
) is a ceiling function, t(m) is a final arrival time of decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick, t(n) is a final arrival time of access unit n. 
and t(m) is a final arrival time of decoding unit m in the 
access unit n. 
I0083. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t, (n)=t(n) where 
t(m) is the nominal removal time of the last decoding unitn, 
to a is sub-picture clock tick, Ceil() is a ceiling function, 
t(m) is a final arrival time of last decoding unit m, t(n) is 
the nominal removal time of the access unit n, t is clock tick 
and t(n) is a final arrival time of access unit n. 
I0084. Additionally in some cases a flag may be sent in part 
of the bitstream to signal which of the above alternative 
equations are used for deciding the removal time of the 
decoding units and removal time of the access unit. In one 
case the flag may be called du au cpb alignment mode 
flag. If du au cpb alignment mode flag is 1 then the equa 
tions above which align the operation of CPB which operates 
in sub-picture based mode with the CPB which operates in the 
access unit mode are used. If du au cpb alignment mode 
flag is 0 then the equations above which do not align the 
operation of CPB which operates in sub-picture based mode 
with the CPB which operates in the access unit mode are used. 
0085. In once case the flag du au cpb alignment mode 
flag may be signaled in the video usability information (VUI). 
In another case the flag du au cpb alignment modeflag 
may be sent in picture timing SEI message. In yet another case 
the flag du au cpb alignment mode flag may be sent in 
some other normative part of the bitstream. One example of 
modified syntax and semantics in accordance with the sys 
tems and methods disclosed herein is given in Table (O) as 
follows. 

TABLE (0) 
pic timing(payloadSize) { 

if CpbDpbDelaysPresentFlag) { 
cpb removal delay 
dpb output delay 
if Sub pic cpb params present flag) { 

num decoding units minusl 
du au cpb alignment mode flag 
for( i = 0; i <= num decoding units minus 1; i++) { 

num nalus in du minusli 
du cpb removal delayi 

I0086. It should be noted that different symbols (names) 
than those used above for various variables may be used. For 
examplet(n) of access unit n may be called CpbRemovalTi 
me(n), t(m) of decoding unit n may be called CpbRemoval 
Time(m), t , may be called ClockSubTick, t, may be called 
ClockTick, tOn) of access unit m may be called FinalArriv 
alTime(n) of access unit n, t(m) of decoding unit m may be 
called FinalArrivalTime(m), t(n) may be called Nominal 
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RemovalTime(n) of the access unit n, t(m) may be called 
NominalRemovalTime(m) of the decoding unit m. 
0087. A method for sending a message by an electronic 
device is also described. The method includes determining, 
when a Coded Picture Buffer (CPB) supports operation on a 
Sub-picture level, whether to include a common decoding unit 
CPB removal delay parameterina picture timing Supplemen 
tal Enhancement Information (SEI) message. The method 
also includes generating, when the common decoding unit 
CPB removal delay parameter is to be included in the picture 
timing SEI message, the common decoding unit CPB 
removal delay parameter, wherein the common decoding unit 
CPB removal delay parameter is applicable to all decoding 
units in an access unit from the CPB. The method also 
includes generating, when the common decoding unit CPB 
removal delay parameter is not to be included in the picture 
timing SEI message, a separate decoding unit CPB removal 
delay parameter for each decoding unit in the access unit. The 
method also includes sending the picture timing SEI message 
with the common decoding unit CPB removal delay param 
eter or the decoding unit CPB removal delay parameters. 
0088 A method for buffering a bitstream by an electronic 
device is also described. The method includes determining 
that a CPB signals parameters on a sub-picture level for an 
access unit. The method also includes determining, when a 
received picture timing Supplemental Enhancement Informa 
tion (SEI) message comprises the common decoding unit 
Coded Picture Buffer (CPB) removal delay flag, a common 
decoding unit CPB removal delay parameter applicable to all 
decoding units in the access unit. The method also includes 
determining, when the picture timing SEI message does not 
comprise the common decoding unit CPB removal delay flag, 
a separate decoding unit CPB removal delay parameter for 
each decoding unit in the access unit. The method also 
includes removing decoding units from the CPB using the 
common decoding unit CPB removal delay parameter or the 
separate decoding unit CPB removal delay parameters. The 
method also includes decoding the decoding units in the 
access unit. 

0089. The systems and methods disclosed herein describe 
electronic devices for sending a message and buffering a 
bitstream. For example, the systems and methods disclosed 
herein describe buffering for bitstreams starting with sub 
picture parameters. In some configurations, the systems and 
methods disclosed herein may describe signaling Sub-picture 
based Hypothetical Reference Decoder (HRD) parameters. 
For instance, the systems and methods disclosed herein 
describe modification to a picture timing Supplemental 
Enhancement Information (SEI) message. The systems and 
methods disclosed herein (e.g., the HRD modification) may 
result in more compact signaling of parameters when each 
sub-picture arrives and is removed from CPB at regular inter 
vals. 

0090. Furthermore, when the sub-picture level CPB 
removal delay parameters are present, the Coded Picture 
Buffer (CPB) may operate at access unit level or sub-picture 
level. The present systems and methods may also impose a 
bitstream constraint so that the sub-picture level based CPB 
operation and the access unit level CPB operation result in the 
same timing of decoding unit removal. Specifically the timing 
of removal of last decoding unit in an access unit when 
operating in Sub-picture mode and the timing of removal of 
access unit when operating in access unit mode will be the 
SaC. 
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0091. It should be noted that although the term “hypotheti 
cal is used in reference to an HRD, the HRD may be physi 
cally implemented. For example, “HRD may be used to 
describe an implementation of an actual decoder. In some 
configurations, an HRD may be implemented in order to 
determine whether a bitstream conforms to High Efficiency 
Video Coding (HEVC) specifications. For instance, an HRD 
may be used to determine whether Type Ibitstreams and Type 
II bitstreams conform to HEVC specifications. A Type I bit 
stream may contain only Video Coding Layer (VCL) Net 
work Access Layer (NAL) units and filler data NAL units. A 
Type II bitstream may contain additional other NAL units and 
Syntax elements. 
0092 Joint Collaborative Team on Video Coding 
(JCTVC) document JCTVC-10333 includes sub-picture 
based HRD and supports picture timing SEI messages. This 
functionality has been incorporated into the High Efficiency 
Video Coding (HEVC) Committee Draft (JCTVC-1 1003), 
incorporated by reference herein in its entirety. B. Bros, W-J. 
Han, J-R. Ohm, G.J. Sullivan, Wang, and T. Wiegand, “High 
efficiency video coding (HEVC) text specification draft 10 
(for DFIS & Last Call). JCTVC-J10003 v34, Geneva, Janu 
ary 2013 is hereby incorporated by reference herein in its 
entirety. B. Bros, W-J. Han, J-R. Ohm, G. J. Sullivan, Wang, 
and T. Wiegand, “High efficiency video coding (HEVC) text 
specification draft 10.” JCTVC-L1003, Geneva, January 
2013 is hereby incorporated by reference herein in its entirety. 
0093. One example of modified syntax and semantics in 
accordance with the systems and methods disclosed herein is 
given in Table (1) as follows. 

TABLE (1) 
pic timing(payloadSize) { 

if CpbDpbDelaysPresentFlag) { 
cpb removal delay 
dpb output delay 
if Sub pic cpb params present flag) { 

num decoding units minusl 
common du cpb removal delay flag 

if common du cpb removal delay flag) { 
common du cpb removal delay 

for( i = 0; i <= num decoding units minus 1; i++) { 
num nalus in du minusli 

if common du cpb removal delay flag) 
du cpb removal delayi 

0094. Examples regarding buffering period SEI message 
semantics in accordance with the systems and methods dis 
closed herein are given as follows. In particular, additional 
detail regarding the semantics of the modified syntax ele 
ments are given as follows. When NallrdBpPresentFlag or 
VclHrdBpPresentFlag are equal to 1, a buffering period SEI 
message can be associated with any access unit in the bit 
stream, and a buffering period SEI message may be associ 
ated with each IDR access unit, with each CRA access unit, 
and with each access unit associated with a recovery point 
SEI message. For some applications, the frequent presence of 
a buffering period SEI message may be desirable. A buffering 
period is specified as the set of access units between two 
instances of the buffering period SEI message in decoding 
order. 
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0095 seq parameter set id specifies the sequence 
parameter set that contains the sequence HRD attributes. The 
value of Seq parameter set id may be equal to the value of 
seq parameter set id in the picture parameter set referenced 
by the primary coded picture associated with the buffering 
period SEI message. The value of seq parameter set id may 
be in the range of 0 to 31, inclusive. 
0096 initial cpb removal delaySchedSelIdx specifies 
the delay for the SchedSelldx-th CPB between the time of 
arrival in the CPB of the first bit of the coded data associated 
with the access unit associated with the buffering period SEI 
message and the time of removal from the CPB of the coded 
data associated with the same access unit, for the first buffer 
ing period after HRD initialization. The syntax element has a 
length in bits given by initial cpb removal delay length 
minus 1+1. It is in units of a 90 kHz clock. initial cpb re 
moval delaySchedSelIdx may not be equal to 0 and may 
not exceed 90000*(CpbSize|SchedSelldx+BitRateSched 
Selldx), the time-equivalent of the CPB size in 90 kHz clock 
units. 

0097 initial cpb removal delay offset SchedSelIdx is 
used for the SchedSelIdx-th CPB in combination with the 
cpb removal delay to specify the initial delivery time of 
coded access units to the CPB. initial cpb removal delay 
offset SchedSelIdx is in units of a 90kHz, clock. The initial 
cpb removal delay offset SchedSelIdx syntax element is a 
fixed length code whose length in bits is given by initial cpb 
removal delay length minus 1+1. This syntax element is not 
used by decoders and is needed only for the delivery sched 
uler (HSS) (e.g., as specified in Annex C of JCTVC-1 1003). 
0098. Over the entire coded video sequence, the sum of 

initial cpb removal delaySchedSelIdx and initial cpb 
removal delay offset SchedSelIdx may be constant for 
each value of SchedSelIdx. 

0099 initial du cpb removal delay SchedSelIdx 
specifies the delay for the SchedSelIdx-th CPB between the 
time of arrival in the CPB of the first bit of the coded data 
associated with the first decoding unit in the access unit 
associated with the buffering period SEI message and the 
time of removal from the CPB of the coded data associated 
with the same decoding unit, for the first buffering period 
after HRD initialisation. The syntax element has a length in 
bits given by initial cpb removal delay length minus 1+1. 
It is in units of a 90kHz clock. initial du cpb removal delay 
SchedSelIdx may not be equal to 0 and may not exceed 
90000*(CpbSize SchedSelIdx BitRateSchedSelldx), the 
time-equivalent of the CPB size in 90kHz, clock units. initial 
du cpb removal delay offset SchedSelIdx is used for the 
SchedSelIdx-th CPB in combination with the cpb removal 
delay to specify the initial delivery time of decoding units to 
the CPB. initial cpb removal delay offset SchedSelIdx is 
in units of a 90 kHz clock. The initial du cpb removal 
delay offset SchedSelIdx syntax element is a fixed length 
code whose length in bits is given by initial cpb removal 
delay length minus 1+1. This syntax element is not used by 
decoders and is needed only for the delivery scheduler (HSS) 
(e.g., as specified in Annex C of JCTVC-1 1003). 
0100 Over the entire coded video sequence, the sum of 

initial du cpb removal delaySchedSelIdx and initial du 
cpb removal delay offset SchedSelIdx may be constant 
for each value of SchedSelIdx. 

0101 Examples regarding picture timing SEI message 
semantics in accordance with the systems and methods dis 
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closed herein are given as follows. In particular, additional 
detail regarding the semantics of the modified syntax ele 
ments are given as follows. 
0102 The syntax of the picture timing SEI message is 
dependent on the content of the sequence parameterset that is 
active for the coded picture associated with the picture timing 
SEI message. However, unless the picture timing SEI mes 
sage of an Instantaneous Decoding Refresh (IDR) access unit 
is preceded by a buffering period SEI message within the 
same access unit, the activation of the associated sequence 
parameter set (and, for IDR pictures that are not the first 
picture in the bitstream, the determination that the coded 
picture is an IDR picture) does not occur until the decoding of 
the first coded slice Network Abstraction Layer (NAL) unit of 
the coded picture. Since the coded slice NAL unit of the coded 
picture follows the picture timing SEI message in NAL unit 
order, there may be cases in which it is necessary for a decoder 
to store the raw byte sequence payload (RBSP) containing the 
picture timing SEI message until determining the parameters 
of the sequence parameter that will be active for the coded 
picture, and then perform the parsing of the picture timing 
SEI message. 
0103) The presence of picture timing SEI message in the 
bitstream is specified as follows. If CpbDpbDelaysPresent 
Flag is equal to 1, one picture timing SEI message may be 
present in every access unit of the coded video sequence. 
Otherwise (CpbDpbDelaysPresentFlag is equal to 0), no pic 
ture timing SEI messages may be presentin any access unit of 
the coded video sequence. 
0104 cpb removal delay specifies how many clock ticks 
(see subclause E.2.1 of JCTVC-1 1003) to wait after removal 
from the CPB of the access unit associated with the most 
recent buffering period SEI message in a preceding access 
unit before removing from the buffer the access unit data 
associated with the picture timing SEI message. This value is 
also used to calculate an earliest possible time of arrival of 
access unit data into the CPB for the HSS, as specified in 
Annex C of JCTVC-11003. The syntax element is a fixed 
length code whose length in bits is given by cpb removal 
delay length minus 1+1. The cpb removal delay is the 
(cpb removal delay length minus 1+1) remainder of a 
modulo 2 epb removal delay length minus 1 +1) COunter. 
0105. The value of cpb removal delay length minus 1 
that determines the length (in bits) of the syntax element 
cpb removal delay is the value of cpb removal delay 
length minus 1 coded in the sequence parameter set that is 
active for the primary coded picture associated with the pic 
ture timing SEI message, although cpb removal delay speci 
fies a number of clock ticks relative to the removal time of the 
preceding access unit containing a buffering period SEI mes 
sage, which may be an access unit of a different coded video 
Sequence. 
0106 dpb output delay is used to compute the Decoded 
Picture Buffer (DPB) output time of the picture. It specifies 
how many clock ticks to wait after removal of the last decod 
ing unit in an access unit from the CPB before the decoded 
picture is output from the DPB (see subclause C.2 of JCTVC 
11003). 
0107. With respect to the DPB, a picture is not removed 
from the DPB at its output time when it is still marked as 
“used for short-term reference' or “used for long-term refer 
ence”. Only one dpb output delay is specified for a decoded 
picture. The length of the syntax element dpb output delay is 
given in bits by dpb output delay length minus 1+1. When 
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max dec pic buffering max temporal layers minus 1 is 
equal to 0, dpb output delay may be equal to 0. 
0108. The output time derived from the dpb output delay 
of any picture that is output from an outputtiming conforming 
decoder as specified in subclause C.2 of JCTVC-1 1003 may 
precede the output time derived from the dpb output delay 
of all pictures in any Subsequent coded video sequence in 
decoding order. The picture output order established by the 
values of this syntax element may be the same order as estab 
lished by the values of PicOrderCnt() as specified by sub 
clause. For pictures that are not output by the "bumping 
process of subclause because they precede, in decoding order, 
an IDR picture with no output of prior pics flag equal to 1 
or inferred to be equal to 1, the output times derived from 
dpb output delay may be increasing with increasing value of 
PicOrderCnt() relative to all pictures within the same coded 
Video sequence. 
0109 num decoding units minus 1 plus 1 specifies the 
number of decoding units in the access unit the picture timing 
SEI message is associated with. The value of num decoding 
units minus 1 may be in the range of 0 to 
PicWidth InCtbs PicheightinCtbs-1, inclusive. 
0110 common du cpb removal delay flag equal to 1 
specifies that the syntax element common du cpb removal 
delay is present. common du cpb removal delay flag 
equal to 0 specifies that the syntax element common du 
cpb removal delay is not present. 
0111 common du cpb removal delay specifies infor 
mation as follows: If a decoding unit is the first decoding unit 
in the access unit associated with the picture timing SEI 
message then common du cpb removal delay specifies 
how many sub-picture clock ticks (see Subclause E.2.1 of 
JCTVC-1 1003) to wait after removal from the CPB of the last 
decoding unit in the access unit associated with the most 
recent buffering period SEI message in a preceding access 
unit before removing from the CPB the first decoding unit in 
the access unit associated with the picture timing SEI mes 
Sage. 

0112. Otherwise common du cpb removal delay speci 
fies how many sub-picture clock ticks (see subclause E.2.1 of 
JCTVC-1 1003) to wait after removal from the CPB of the 
preceding decoding unit in the access unit associated with the 
picture timing SEI message before removing from the CPB 
the current decoding unit in the access unit associated with the 
picture timing SEI message. This value is also used to calcu 
late an earliest possible time of arrival of decoding unit data 
into the CPB for the HSS, as specified in Annex C. The syntax 
element is a fixed length code whose length in bits is given by 
cpb removal delay length minus 1+1. The common du 
cpb_removal delay is the remainder of a modulo 2''. 

delay length minusl +1) COunter. 

0113 An alternate way of specifying common du cpb 
removal delay is as follows: 
0114 common du cpb removal delay specifies how 
many sub-picture clock ticks (see subclause E.2.1 of JCTVC 
11003) to wait after removal from the CPB of the last decoding 
unit before removing from the CPB the current decoding unit 
in the access unit associated with the picture timing SEI 
message. This value is also used to calculate an earliest pos 
sible time of arrival of decoding unit data into the CPB for the 
HSS, as specified in Annex C. The syntax element is a fixed 
length code whose length in bits is given by cpb removal 
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delay length minus 1+1. The common du cpb removal 
delay is the remainder of a modulo 2(P-re"''''-'8- 
minus 1+1) counter. 

0115 The value of cpb removal delay length minus 1 
that determines the length (in bits) of the syntax element 
common du cpb removal delay is the value of cpb remov 
al delay length minus 1 coded in the sequence parameterset 
that is active for the coded picture associated with the picture 
timing SEI message, although common du cpb removal 
delay specifies a number of sub-picture clock ticks relative to 
the removal time of the first decoding unit in the preceding 
access unit containing a buffering period SEI message, which 
may be an access unit of a different coded video sequence. 
0116 num nalus in du minusli plus 1 specifies the 
number of NAL units in the i-th decoding unit of the access 
unit the picture timing SEI message is associated with. The 
value of num nalus in du minusli may be in the range of 
0 to PicWidthInCtbs PicHeightInCtbs-1, inclusive. 
0117 The first decoding unit of the access unit consists of 
the first num nalus in du minus 10+1 consecutive NAL 
units in decoding order in the access unit. The i-th (with i 
greater than 0) decoding unit of the access unit consists of the 
num nalus in du minusli+1 consecutive NAL units 
immediately following the last NAL unit in the previous 
decoding unit of the access unit, in decoding order. There may 
be at least one VCL NAL unit in each decoding unit. All 
non-VCL NAL units associated with a VCL NAL unit may be 
included in the same decoding unit. 
0118 du cpb removal delayi specifies how many sub 
picture clock ticks (see subclause E.2.1 of JCTVC-1 1003) to 
wait after removal from the CPB of the first decoding unit in 
the access unit associated with the most recent buffering 
period SEI message in a preceding access unit before remov 
ing from the CPB the i-th decoding unit in the access unit 
associated with the picture timing SEI message. This value is 
also used to calculate an earliest possible time of arrival of 
decoding unit data into the CPB for the HSS (e.g., as specified 
in Annex C of JCTVC-1 1003). The syntax element is a fixed 
length code whose length in bits is given by cpb removal 
delay length minus 1+1. The du cpb removal delayi is 
the remainder of a modulo 2 (Pb-erol-cell' er'3th-ilt) 
COunter. 

0119 The value of cpb removal delay length minus 1 
that determines the length (in bits) of the syntax element 
du cpb removal delayi is the value of cpb removal de 
lay length minus 1 coded in the sequence parameter set that 
is active for the coded picture associated with the picture 
timing SEI message, although du cpb removal delayi 
specifies a number of sub-picture clock ticks relative to the 
removal time of the first decoding unit in the preceding access 
unit containing a buffering period SEI message, which may 
be an access unit of a different coded video sequence. 
0120 In one configuration, the timing of decoding unit 
removal and decoding of decoding units may be implemented 
as follows. 

I0121) If SubPicCpbFlag is equal to 0, the variable CpbRe 
movalDelay(m) is set to the value of cpb removal delay in 
the picture timing SEI message associated with the access 
unit that is decoding unit m, and the variable T is set to t. 
Otherwise if SubPicCpbFlag is equal to 1 and common du 
cpb removal delay flag is 0 the variable CpbRemovalDelay 
(m) is set to the value of du cpb removal delayi for decod 
ing unit m (with m ranging from 0 to num decoding units 
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minus 1) in the picture timing SEI message associated with 
the access unit that contains decoding unit m, and the variable 
T is set to t. i. 
0122. In some cases. Otherwise if SubPicCpbFlag is equal 
to 1 and common du cpb removal delay flag is 0 the Vari 
able CpbRemovalDelay(m) is set to the value of (m+1)*du 
cpb removal delayi for decoding unit m (with m ranging 
from 0 to num decoding units minus 1) in the picture timing 
SEI message associated with the access unit that contains 
decoding unit m, and the variable T is set to t . 
0123. Otherwise if SubPicCpbFlag is equal to 1 and com 
mon du cpb removal delay flag is 1 the variable CpbRe 
movalDelay(m) is set to the value of common du cpb re 
moval delay for decoding unit m in the picture timing SEI 
message associated with the access unit that contains decod 
ing unit m, and the variable T is set to t . 
0.124 When a decoding unit m is the decoding unit with n 
equal to 0 (the first decoding unit of the access unit that 
initializes the HRD), the nominal removal time of the decod 
ing unit from the CPB is specified by t(0)=InitCpbRemov 
alDelay SchedSelldx+90000. 
0.125. When a decoding unit m is the first decoding unit of 
the first access unit of a buffering period that does not initial 
ize the HRD, the nominal removal time of the decoding unit 
from the CPB is specified by t(m)=t(m)+ 
T*CpbRemovalDelay(m), where t(m) is the nominal 
removal time of the first decoding unit of the previous buff 
ering period. 
0.126 When a decoding unit m is the first decoding unit of 
a buffering period, m, is set equal to m at the removal time 
t(m) of the decoding unit m. The nominal removal time 
t(m) of a decoding unit m that is not the first decoding unit 
of a buffering period is given by t(m)=t(m)+ 
T*CpbRemovalDelay(m), where t(m) is the nominal 
removal time of the first decoding unit of the current buffering 
period. 
0127. The removal time of decoding unit m is specified as 
follows. If low delay hird flag is equal to 0 or t(m)> t. 
(m), the removal time of decoding unit m is specified by 
t(m)=t(m). Otherwise (low delay hird flag is equal to 1 
and t(m)<t(m)), the removal time of decoding unit m is 
specified by t(m)=t(m)+T*Ceil((t(m)-t(m))+T). The 
latter case (low delay hird flag is equal to 1 and t(m)<t 
(m)) indicates that the size of decoding unit m, b(m), is so 
large that it prevents removal at the nominal removal time. 
0128. In another case the removal time of decoding unit m 

is specified as follows. If low delay hird flag is equal to 0 or 
t(m)>=t(m), the removal time of decoding unit m is speci 
fied by t(m)=t(m). Otherwise (low delay hird flag is 
equal to 1 and t(m)<t(m)), the removal time of decoding 
unit m which is not the last decoding unit in the access unit is 
specified by t(m)=t(m), and the removal time of decoding 
unit m which is the last decoding unit in the access unit 
t(m)=t(m)+T*Ceil(t(m)-t(m))+t). The latter case 
(low delay hird flag is equal to 1 and t(m)<t(m)) indi 
cates that the size of decoding unit m, b(m), is so large that it 
prevents removal at the nominal removal time. 
0129. In another case the removal time of decoding unit m 

is specified as follows. If low delay hird flag is equal to 0 or 
t(m)>=t(m), the removal time of decoding unit m is speci 
fied by t(m)=t(m). Otherwise (low delay hird flag is 
equal to 1 and t(m)<t(m)), the removal time of decoding 
unit m which is not the last decoding unit in the access unit is 
specified by t(m)=t(m), and the removal time of decoding 
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unit m which is the last decoding unit in the access unit 
t(m)=t(m)+t.*Ceil((t(m)-t(m))+t). The latter case 
(low delay hird flag is equal to 1 and t(m)<t(m)) indi 
cates that the size of decoding unit m, b(m), is so large that it 
prevents removal at the nominal removal time. 
0.130. In another case the removal time of decoding unit m 

is specified as follows. If low delay hird flag is equal to 0 or 
t(m)>=t(m), the removal time of decoding unit mis speci 
fied by t(m)=t(m). Otherwise (low delay hird flag is 
equal to 1 and t(m)<t(m)), the removal time of decoding 
unit m is specified by t(m)=t(m). The latter case (low 
delay hird flag is equal to 1 and t(m)<t(m)) indicates that 
the size of decoding unit m, b(m), is so large that it prevents 
removal at the nominal removal time. 
I0131 When SubPicCpbFlag is equal to 1, the nominal 
CPB removal time of access unit int(n) is set to the nominal 
CPB removal time of the last decoding unit in access unit n. 
the CPB removal time of access unit in t(n) is set to the CPB 
removal time of the last decoding unit in access unit n. 
0.132. When SubPicCpbFlag is equal to 0, each decoding 
unit is an access unit, hence the nominal CPB removal time 
and the CPB removal time of access unit n are the nominal 
CPB removal time and the CPB removal time of decoding 
unit n. 
I0133. At CPB removal time of decoding unit m, the decod 
ing unit is instantaneously decoded. 
I0134. Another example of modified syntax and semantics 
for a picture timing SEI message in accordance with the 
systems and methods disclosed herein is given in Table (2) as 
follows. Modifications in accordance with the systems and 
methods disclosed herein are denoted in bold. 

TABLE (2) 
pic timing(payloadSize) { 

if CpbDpbDelaysPresentFlag) { 
cpb removal delay 
dpb output delay 
if Sub pic cpb params present flag) { 

num decoding units minus 1 
common du cpb removal delay flag 
if (common du cpb removal delay flag) { 

common num nalus in du minus1 
common du cpb removal delay 

for( i = 0; i <= num decoding units minus 1; i++) { 
num nalus in du minusli 
if (common du cpb removal delay flag) 

du cpb removal delayi 

0.135 The illustrated example in Table (2) includes a syn 
tax element common num nalus in du minus 1, which 
may be used to determine how much data should be removed 
from the CPB when removing a decoding unit. common 
num nalus in du minus 1 plus 1 specifies the number of 
NAL units in each decoding unit of the access unit the picture 
timing SEI message is associated with. The value of com 
mon num nalus in du minus 1 may be in the range of 0 to 
PicWidth InCtbs PicheightInCtbs-1, inclusive. 
0.136 The first decoding unit of the access unit consists of 
the first common num nalus in du minus 1+1 consecutive 
NAL units in decoding order in the access unit. The i-th (with 
i greater than 0) decoding unit of the access unit consists of 
the common num nalus in du minus 1+1 consecutive 
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NAL units immediately following the last NAL unit in the 
previous decoding unit of the access unit, in decoding order. 
There may be at least one VCL NAL unit in each decoding 
unit. All non-VCL NAL units associated with a VCL NAL 
unit may be included in the same decoding unit. 
0.137 Another example of modified syntax and semantics 
for a picture timing SEI message in accordance with the 
systems and methods disclosed herein is given in Table (3) as 
follows. Modifications in accordance with the systems and 
methods disclosed herein are denoted in bold. 

TABLE (3) 
pic timing(payloadSize) { 

if CpbDpbDelaysPresentFlag) { 
cpb removal delay 
dpb output delay 
if sub pic cpb params present flag) { 

num decoding units minusl 
common num nalus in du flag 

if (common num nalus in du flag) { 
common num nalus in du minus1 

common du cpb removal delay flag 
if (common du cpb removal delay flag) { 

common du cpb removal delay 

for( i = 0; i <= num decoding units minus1; i++) { 
if (common num nalus in du flag) 

num nalus in du minusli 
if (common du cpb removal delay flag) 

du cpb removal delayi 

0.138. The illustrated example in Table (3) includes a syn 
tax element common num nalus in du flag that, when 
equal to 1, specifies that the syntax element common num 
nalus in du minus 1 is present. common num nalus in 
du flag equal to 0 specifies that the syntax element common 
num nalus in du minus 1 is not present. 
0.139. In yet another embodiment flags common du cpb 
removal delay flag common num nalus in du minus 1, 
may not be sent. Instead syntax elements common num 
nalus in du minus 1 and common du cpb removal delay 
could be sent every time. In this case a value of 0 (or some 
other) for these syntax elements could be used to indicate that 
these elements are not signaled. 
0140. In addition to modifications to the syntax elements 
and semantics of the picture timing SEI message, the present 
systems and methods may also implement a bitstream con 
straint so that sub-picture based CPB operation and access 
unit level CPB operation result in the same timing of decod 
ing unit removal. 
0141 When Sub pic cpb params present flag equals to 
1 that sub-picture level CPB removal delay parameters are 
present the CPB may operate at access unit level or sub 
picture level. Sub pic cpb params present flag equal to 0 
specifies that sub-picture level CPB removal delay param 
eters are not present and the CPB operates at access unit level. 
When Sub pic cpb params present flag is not present, its 
value is inferred to be equal to 0. 
0142. To support the operation at both access unit level or 
sub-picture level, the following bitstream constraints may be 
used: If Sub pic cpb params present flag is 1 then it is 
requirement of bitstream conformance that the following 
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constraint is obeyed when signaling the values for cpb re 
moval delay and du cpb removal delayi for all i: 

cpb removal delay = 

nian decoding inits ninisl 

X. du cpb removal delayi: i-sub 
i=0 

ic 

where du cpb removal delayi are the decoding unit CPB 
removal delay parameters, t is a clock tick, t , is sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one, and 
i is an index. In some embodiments a tolerance parameter 
could be added to satisfy the above constraint. 
0.143 To support the operation at both access unit level or 
sub-picture level, the bitstream constraints as follows may be 
used: Let the variable T(k) be defined as: 

Ti(k) = Ti, (k - 1) + 

nium decoding units minus 1 

ic sub * X. (du cpb removal delay minus, li + 1) 

where du cpb removal delay minusli and num decod 
ing units minus 1 are parameters for i'th decoding unit of 
k'th access unit (with k=0 for the access unit that initialized 
the HRD and T(k)=0 fork1), and where du cpb removal 
delay minusli+1 du cpb removal delay minusli is 
the decoding unit CPB removal delay parameter for the 1'th 
decoding unit of the kth access unit, and num decoding 
units minus 1 is the number of decoding units in the kth 
access unit, t is a clock tick, t, is a sub-picture clock tick, 
and i and k are an indices. Then when the picture timing flag 
(e.g., Sub pic cpb params present flag) is set to 1, the fol 
lowing constraint shall be true: (au cpb removal delay mi 
nus 1+1)*t T(k), where (au cpb removal delay mi 
nus 1+1)-cpb removal delay, the CPB removal delay. Thus 
in this case the CPB removal delay (au cpb removal delay 
minus 1+1) is set Such that the operation of Sub-picture based 
CPB operation and access unit based CPB operation result in 
the same timing of access unit removal and last decoding unit 
of the access unit removal. 

0144. To support the operation at both access unit level or 
sub-picture level, the following bitstream constraints may be 
used: If Sub pic cpb params present flag is 1 then it is 
requirement of bitstream conformance that the following 
constraint is obeyed when signaling the values for cpb re 
moval delay and du cpb removal delayi for all i: 

cpb removal delay: it - 
nian decoding inits ninisl -1s s 1 

X. du cpb removal delayi: i-sub) 
i=0 

where du cpb removal delayi are the decoding unit CPB 
removal delay parameters, t is a clock tick, t, is Sub 
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picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one, and 
i is an index. 

0145 To support the operation at both access unit level or 
sub-picture level, the following bitstream constraints may be 
used: If Sub pic cpb params present flag is 1 then it is 
requirement of bitstream conformance that the following 
constraint is obeyed when signaling the values for cpb re 
moval delay and du cpb removal delaynum decoding 
units minus 1: cpb removal delayt du cpb removal 
delayinum decoding units minus 1*t, where du cpb 
removal delaynum decoding units minus 1 is the 
decoding unit CPB removal delay parameter for the num 
decoding units minus 1'th decoding unit, t is a clock tick, 
te, is a Sub-picture clock tick, num decoding units mi 
nus 1 is an amount of decoding units in the access unit offset 
by one. In some embodiments a tolerance parameter could be 
added to satisfy the above constraint. 
0146 To support the operation at both access unit level or 
sub-picture level, the following bitstream constraints may be 
used: If Sub pic cpb params present flag is 1 then it is 
requirement of bitstream conformance that the following 
constraint is obeyed when signaling the values for cpb re 
moval delay and du cpb removal delayi for all: -1<= 
(cpb removal delayt-du cpb removal delaynum de 
coding units minus 1*t)<=1 where du cpb_removal 
delaynum decoding units minus 1 is the decoding uni 
CPB removal delay parameter for the num decoding units 
minus 1'th decoding unit, t is a clock tick, t, is a Sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one. 
0147 Additionally, the present systems and methods may 
modify the timing of decoding unit removal. When sub-pic 
ture level CPB removal delay parameters are present, the 
removal time of decoding unit for “big pictures” (when low 
delay hird flag is 1 and t(m)<t(m)) may be changed to 
compensate for difference that can arise due to clock tick 
counter and Sub-picture clock tick counter. 
0148 When Sub pic cpb params present flag equals to 
1 then sub-picture level CPB removal delay parameters are 
present and the CPB may operate at access unit level or 
Sub-picture level. Sub pic cpb params present flag equal 
to 0 specifies that sub-picture level CPB removal delay 
parameters are not present and the CPB operates at access unit 
level. When Sub pic cpb params present flag is not 
present, its value is inferred to be equal to 0. 
0149 Specifically, one example of timing of decoding unit 
removal and decoding of decoding unit implementation is as 
follows. The variable SubPicCpbPreferredFlag is either 
specified by external means, or when not specified by external 
means, set to 0. The variable SubPicCpbFlag is derived as 
follows: SubPicCpbFlag-SubPicCpbPreferredFlag && sub 
pic cpb params present flag. If SubPicCpbFlag is equal to 
0, the CPB operates at access unit level and each decoding 
unit is an access unit. Otherwise the CPB operates at sub 
picture level and each decoding unit is a Subset of an access 
unit. 

0150. If SubPicCpbFlag is equal to 0, the variable CpbRe 
movalDelay (m) is set to the value of cpb removal delay in 
the picture timing SEI message associated with the access 
unit that is decoding unit m, and the variable T is set to t. 
Otherwise the variable CpbRemovalDelay (m) is set to the 
value of du cpb removal delayi for decoding unit m in the 
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picture timing SEI message associated with the access unit 
that contains decoding unit m, and the variable T is set to 
te Sati' 
0151. When a decoding unit m is the decoding unit with n 
equal to 0 (the first decoding unit of the access unit that 
initializes the HRD), the nominal removal time of the decod 
ing unit from the CPB is specified by t,(0)=InitCpbRemov 
alDelay SchedSelldx+90000. 
0152. When a decoding unit m is the first decoding unit of 
the first access unit of a buffering period that does not initial 
ize the HRD, the nominal removal time of the decoding unit 
from the CPB is specified by t(m)=t(m)+ 
T*CpbRemovalDelay(m) where t(m) is the nominal 
removal time of the first decoding unit of the previous buff 
ering period. 
0153. When a decoding unit m is the first decoding unit of 
a buffering period, m, is set equal to m at the removal time 
t(m) of the decoding unit m. 
I0154) The nominal removal time t,(m) of a decoding unit 
m that is not the first decoding unit of a buffering period is 
given by t(m)=t(m)+T*CpbRemovalDelay(m) where 
t(m) is the nominal removal time of the first decoding unit 
of the current buffering period. 
0155 The removal time of decoding unit m is specified as 
follows. The variable ClockDiff is defined as ClockDiff= 
(num units in tick-(num units in Sub tick (num decod 
ing units minus 1+1))/time scale). In some case it may be 
requirement of a bitstream conformance that the parameters 
num units in tick, num units in Sub tick, num decodin 
g units minus 1 are signaled Such that following equation is 
satisfied. (num units in tick-(num units in Sub tick 
(num decoding units minus 1+1)))>-0 
0156. In some other case it may be requirement of a bit 
stream conformance that the parameters num units in tick, 
num units in Sub tick, num decoding units minus 1 may 
be signaled Such that following equation is satisfied. (num 
units in tick-(num units in Sub tick (num decoding 
units minus 1+1)))<=0 If low delay hird flag is equal to 0 or 
t(m)>=t(m), the removal time of decoding unit mis speci 
fied by t(m)=t(m). 
0157. Otherwise (low delay hird flag is equal to 1 and 
t(m)<t(m)), and when Sub_pic_cpb_params present flag 
equals to 1 and the CPB is operating at sub-picture level, and 
if ClockDiff is greater than Zero the removal time of decoding 
unit m when it is the last decoding unit of the access unit n is 
specified by t(m)=t(m)+T*Ceil(t(m)-t(m))/T)+ 
ClockDiff. 
0158 Otherwise (low delay hird flag is equal to 1 and 
tr.n(m)<taf(m)), and when Sub pic cpb params present 
flag equals to 1 and the CPB is operating at access unit level 
and if ClockDiff is less than Zero the removal time of access 

unit n is specified by t(m)=t(m)+t.*Ceil((t(m)-t(m))/ 
t)-ClockDiff. 
0159) Otherwise (low delay hird flag is equal to 1 and 
t(m)<t(m)), the removal time of decoding unit m is speci 
fied by t(m)=t(m)+T*Ceil((t(m)-t(m))/T). The latter 
case (low delay hird flag is equal to 1 and t(m)<t(m)) 
indicates that the size of decoding unit m, b(m), is so large that 
it prevents removal at the nominal removal time. 
0160 Otherwise (low delay hird flag is equal to 1 and 
t(m)<t(m)) and when a picture timing flag is set to 1 and 
the CPB is operating at sub-picture level, the removal time for 
the last decoding unit m of access unit, t(m) according to: 
t(m) tra (m) +min( (to sub c Ceil ((t(m) try, (m) to sub )) s 
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(t.*Ceil((t(n)-t(n))/t))) where t(m) is the nominal 
removal time of the last decoding unit m, t , is sub-picture 
clock tick, Ceil() is a ceiling function, t(m) is a final arrival 
time of last decoding unit m, t(n) is the nominal removal 
time of the access unit n, t is clock tick and t(n) is a final 
arrival time of access unit n. 
0161. Otherwise (low delay hird flag is equal to 1 and 
t(n)<t(n)) and when a picture timing flag is set to 1 and the 
CPB is operating at access unit level, the removal time for 
access unit n, t, (n) according to: t(n)=t(n)+min((t. 

*Ceil((t(m)-t(m))/t. )), (t.*Ceil(t(n)-t(n))/t))) 
where t(m) is the nominal removal time of the last decoding 
unit n, t , is sub-picture clock tick, Ceil() is a ceiling 
function, t(m) is a final arrival time of last decoding unit m, 
t(n) is the nominal removal time of the access unit n, t is 
clock tick and t(n) is a final arrival time of access unit n. 
0162. Otherwise (low delay hird flag is equal to 1 and 
t(m)<t() and a picture timing flag is set to 1 and the CPB 
is operating at Sub-picture level, the removal time for the last 
decoding unit m of access unit, t, (m) according to: t(m)—t, 
(m)+(t.*Ceil((t(n)-t(n))/t)) where t(m) is the nominal 
removal time of the last decoding unit m, t , is sub-picture 
clock tick, Ceil() is a ceiling function, t(m) is a final arrival 
time of last decoding unit m, t(n) is the nominal removal 
time of the access unit n, t is clock tick and t(n) is a final 
arrival time of access unit n. 
0163. Otherwise (low delay hird flag is equal to 1 and 
t(n)<t(n)) and a picture timing flag is set to 1 and the CPB 
is operating at access unit level, the removal time for access 
unit n, t, (n) according to: t, (n)=t(n)+(t.*Ceil((t(n)-t, 
(n))/t)) where t(m) is the nominal removal time of the last 
decoding unit n, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0164. Otherwise (low delay hird flag is equal to 1 and 
t(m)<t(m)) and a picture timing flag is set to 1 and the 
CPB is operating at sub-picture level, the removal time for the 
decoding unit which is not the last decoding unit of the access 
unit is set as t(m)-t(m), where t(m) is a final arrival time 
of decoding unit m. And the removal time of the last decoding 
unit m of access unit, t(m) is set according to: t(m)-t(m)+ 
(t. *Ceil((t(m)-t(m))/t. )) where ti?m) is the 
nominal removal time of the last decoding unit m, t , is 
sub-picture clock tick, Ceil() is a ceiling function, t(m) is a 
final arrival time of last decoding unit m, t(n) is the nominal 
removal time of the access unit n, t is clock tick and t(n) is 
a final arrival time of access unit n and t(m) is a final arrival 
time of the last decoding unit m in the access unit n. 
0.165. Otherwise (low delay hird flag is equal to 1 and 
t(m)<t(m)) and a picture timing flag is set to 1 and the 
CPB is operating at sub-picture level, the removal time for the 
decoding unit which is not the last decoding unit of the access 
unit is set as t(m)=t(m), where t(m) is a final arrival time 
of decoding unit m. And the removal time of the last decoding 
unit m of access unit, t, (m) is set according to:t,(m)=t(m)+ 
(t.*Ceil((t(m)-t(m))/t)) where t(m) is the nominal 
removal time of the last decoding unit m, t , is sub-picture 
clock tick, Ceil() is a ceiling function, tom) is a final arrival 
time of last decoding unit m, t(n) is the nominal removal 
time of the access unit n, t is clock tick and t(n) is a final 
arrival time of access unit n and t(m) is a final arrival time of 
the last decoding unit m in the access unit n. 
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0166 Otherwise (low delay hird flag is equal to 1 and 
t(m)<t(m)) and a picture timing flag is set to 1 and the 
CPB is operating at sub-picture level, the removal time for the 
decoding unit is set as t(m)=t(m) where t(m) is the nomi 
nal removal time of the decoding unit m, t , is sub-picture 
clock tick, Ceil() is a ceiling function, tom) is a final arrival 
time of decoding unit m,t(n) is the nominal removal time of 
the access unit n. t. is clock tick and t(n) is a final arrival time 
of access unit n and t(m) is a final arrival time of the decod 
ing unit m in the access unit n. 
0167. Otherwise (low delay hird flag is equal to 1 and 
t(n)<t(n)) and a picture timing flag is set to 1 and the CPB 
is operating at access unit level, the removal time for access 
unit n, t, (n) according to: t(n)-t(n) where t(m) is the 
nominal removal time of the last decoding unit n, t , is 
sub-picture clock tick, Ceil() is a ceiling function, t(m) is a 
final arrival time of last decoding unit m, t(n) is the nominal 
removal time of the access unit n, t is clock tick and t(n) is 
a final arrival time of access unit n. 

0168 When SubPicCpbFlag is equal to 1, the nominal 
CPB removal time of access unit int(n) is set to the nominal 
CPB removal time of the last decoding unit in access unit n. 
the CPB removal time of access unit in t(n) is set to the CPB 
removal time of the last decoding unit in access unit n. 
0169. When SubPicCpbFlag is equal to 0, each decoding 
unit is an access unit, hence the nominal CPB removal time 
and the CPB removal time of access unit n are the nominal 
CPB removal time and the CPB removal time of decoding 
unit n. At CPB removal time of decoding unit m, the decoding 
unit is instantaneously decoded. 
0170 As illustrated by the foregoing, the systems and 
methods disclosed herein provide syntax and semantics that 
modify a picture timing SEI message bitstreams carrying 
Sub-picture based parameters. In some configurations, the 
systems and methods disclosed herein may be applied to 
HEVC specifications. 
0171 For convenience, several definitions are given as 
follows, which may be applied to the systems and methods 
disclosed herein. A random access point may be any point in 
a stream of data (e.g., bitstream) where decoding of the bit 
stream does not require access to any point in a bitstream 
preceding the random access point to decode a current picture 
and all pictures Subsequent to said current picture in output 
order. 

0172 A buffering period may be specified as a set of 
access units between two instances of the buffering period 
SEI message in decoding order. Supplemental Enhancement 
Information (SEI) may contain information that is not neces 
sary to decode the samples of coded pictures from VCL NAL 
units. SEI messages may assist in procedures related to 
decoding, display or other purposes. Conforming decoders 
may not be required to process this information for output 
order conformance to HEVC specifications (Annex C of 
HEVC specifications (JCTVC-1 1003) includes specifications 
for conformance, for example). Some SEI message informa 
tion may be used to check bitstream conformance and for 
output timing decoder conformance. 
0173 A buffering period SEI message may be an SEI 
message related to buffering period. A picture timing SEI 
message may be an SEI message related to CPB removal 
timing. These messages may define syntax and semantics 
which define bitstream arrival timing and coded picture 
removal timing. 
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(0174 A Coded Picture Buffer (CPB) may be a first-in 
first-out buffer containing access units in decoding order 
specified in a hypothetical reference decoder (HRD). An 
access unit may be a set of Network Access Layer (NAL) 
units that are consecutive in decoding order and contain 
exactly one coded picture. In addition to the coded slice NAL 
units of the coded picture, the access unit may also contain 
other NAL units not containing slices of the coded picture. 
The decoding of an access unit always results in a decoded 
picture. A NAL unit may be a syntax structure containing an 
indication of the type of data to follow and bytes containing 
that data in the form of a raw byte sequence payload inter 
spersed as necessary with emulation prevention bytes. 
0.175. As used herein, the term “common generally refers 
to a syntax element or a variable that is applicable to more 
than one thing. For example, in the context of syntax elements 
in a picture timing SEI message, the term "common may 
mean that the syntax element (e.g., common du cpb remov 
al delay) is applicable to all decoding units in an access unit 
associated with the picture timing SEI message. Additionally, 
units of data are described in terms of “n” and “m' generally 
refer to access units and decoding units, respectively. 
0176 Various configurations are now described with ref 
erence to the Figures, where like reference numbers may 
indicate functionally similar elements. The systems and 
methods as generally described and illustrated in the Figures 
herein could be arranged and designed in a wide variety of 
different configurations. Thus, the following more detailed 
description of several configurations, as represented in the 
Figures, is not intended to limit scope, as claimed, but is 
merely representative of the systems and methods. 
0177 FIG. 1A is a block diagram illustrating an example 
of one or more electronic devices 102 in which systems and 
methods for sending a message and buffering a bitstream may 
be implemented. In this example, electronic device A 102a 
and electronic device B 102b are illustrated. However, it 
should be noted that one or more of the features and function 
ality described in relation to electronic device A 102a and 
electronic device B 102b may be combined into a single 
electronic device in Some configurations. 
0178 Electronic device A102a includes an encoder 104. 
The encoder 104 includes a message generation module 108. 
Each of the elements included within electronic device A 
102a (e.g., the encoder 104 and the message generation mod 
ule 108) may be implemented in hardware, software or a 
combination of both. 

0179 Electronic device A 102a may obtain one or more 
input pictures 106. In some configurations, the input picture 
(s) 106 may be captured on electronic device A102a using an 
image sensor, may be retrieved from memory and/or may be 
received from another electronic device. 
0180. The encoder 104 may encode the input picture(s) 
106 to produce encoded data. For example, the encoder 104 
may encode a series of input pictures 106 (e.g., video). In one 
configuration, the encoder 104 may be a HEVC encoder. The 
encoded data may be digital data (e.g., part of a bitstream 
114). The encoder 104 may generate overhead signaling 
based on the input signal. 
0181. The message generation module 108 may generate 
one or more messages. For example, the message generation 
module 108 may generate one or more SEI messages or other 
messages. For a CPB that Supports operation on a Sub-picture 
level, the electronic device 102 may send sub-picture param 
eters, (e.g., CPB removal delay parameter). Specifically, the 
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electronic device 102 (e.g., the encoder 104) may determine 
whether to include a common decoding unit CPB removal 
delay parameter in a picture timing SEI message. For 
example, the electronic device may set a flag (e.g., common 
du cpb removal delay flag) to one when the encoder 104 is 
including a common decoding unit CPB removal delay 
parameter (e.g., common du cpb removal delay) in the 
picture timing SEI message. When the common decoding 
unit CPB removal delay parameter is included, the electronic 
device may generate the common decoding unit CPB removal 
delay parameter that is applicable to all decoding units in an 
access unit. In other words, rather than including a decoding 
unit CPB removal delay parameter for each decoding unit in 
an access unit, a common parameter may apply to all decod 
ing units in the access unit with which the picture timing SEI 
message is associated. 
0182. In contrast, when the common decoding unit CPB 
removal delay parameter is not to be included in the picture 
timing SEI message, the electronic device 102 may generate 
a separate decoding unit CPB removal delay for each decod 
ing unit in the access unit with which the picture timing SEI 
message is associated. A message generation module 108 
may perform one or more of the procedures described in 
connection with FIG. 2 and FIG. 3 below. 
0183 In some configurations, electronic device A 102a 
may send the message to electronic device B 102b as part of 
the bitstream 114. In some configurations electronic device A 
102a may send the message to electronic device B102b by a 
separate transmission 110. For example, the separate trans 
mission may not be part of the bitstream 114. For instance, a 
picture timing SEI message or other message may be sent 
using some out-of-band mechanism. It should be noted that, 
in some configurations, the other message may include one or 
more of the features of a picture timing SEI message 
described above. Furthermore, the other message, in one or 
more aspects, may be utilized similarly to the SEI message 
described above. 
0.184 The encoder 104 (and message generation module 
108, for example) may produce a bitstream 114. The bit 
stream 114 may include encoded picture data based on the 
input picture(s) 106. In some configurations, the bitstream 
114 may also include overhead data, Such as a picture timing 
SEI message or other message, slice header(s), PPS(s), etc. 
As additional input pictures 106 are encoded, the bitstream 
114 may include one or more encoded pictures. For instance, 
the bitstream 114 may include one or more encoded pictures 
with corresponding overhead data (e.g., a picture timing SEI 
message or other message). 
0185. The bitstream 114 may be provided to a decoder 
112. In one example, the bitstream 114 may be transmitted to 
electronic device B 102b using a wired or wireless link. In 
Some cases, this may be done over a network, such as the 
Internet or a Local Area Network (LAN). As illustrated in 
FIG. 1A, the decoder 112 may be implemented on electronic 
device B102b separately from the encoder 104 on electronic 
device A102a. However, it should be noted that the encoder 
104 and decoder 112 may be implemented on the same elec 
tronic device in Some configurations. In an implementation 
where the encoder 104 and decoder 112 are implemented on 
the same electronic device, for instance, the bitstream 114 
may be provided over a bus to the decoder 112 or stored in 
memory for retrieval by the decoder 112. 
0186 The decoder 112 may be implemented in hardware, 
Software or a combination of both. In one configuration, the 
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decoder 112 may be a HEVC decoder. The decoder 112 may 
receive (e.g., obtain) the bitstream 114. The decoder 112 may 
generate one or more decoded pictures 118 based on the 
bitstream 114. The decoded picture(s) 118 may be displayed, 
played back, stored in memory and/or transmitted to another 
device, etc. 
0187. The decoder 112 may include a CPB 120. The CPB 
120 may temporarily store encoded pictures. The CPB 120 
may use parameters found in a picture timing SEI message to 
determine when to remove data. When the CPB 120 supports 
operation on a Sub-picture level, individual decoding units 
may be removed rather than entire access units at one time. 
The decoder 112 may include a Decoded Picture Buffer 
(DPB) 122. Each decoded picture is placed in the DPB 122 
for being referenced by the decoding process as well as for 
output and cropping. A decoded picture is removed from the 
DPB at the later of the DPB output time or the time that it 
becomes no longer needed for inter-prediction reference. 
0188 The decoder 112 may receive a message (e.g., pic 
ture timing SEI message or other message). The decoder 112 
may also determine whether the received message includes a 
common decoding unit CPB removal delay parameter (e.g., 
common du cpb removal delay). This may include identi 
fying a flag (e.g., common du cpb removal delay flag) 
that is set when the common parameter is present in the 
picture timing SEI message. If the common parameter is 
present, the decoder 112 may determine the common decod 
ing unit CPB removal delay parameter applicable to all 
decoding units in the access unit. If the common parameter is 
not present, the decoder 112 may determine a separate decod 
ing unit CPB removal delay parameter for each decoding unit 
in the access unit. The decoder 112 may also remove decod 
ing units from the CPB 120 using either the common decod 
ing unit CPB removal delay parameter or the separate decod 
ing unit CPB removal delay parameters. The CPB 120 may 
perform one or more of the procedures described in connec 
tion with FIG. 4 and FIG. 5 below. 
(0189 The HRD described above may be one example of 
the decoder 112 illustrated in FIG. 1A. Thus, an electronic 
device 102 may operate inaccordance with the HRD and CPB 
120 and DPB 122 described above, in some configurations. 
0190. It should be noted that one or more of the elements 
or parts thereof included in the electronic device(s) 102 may 
be implemented in hardware. For example, one or more of 
these elements or parts thereofmay be implemented as a chip, 
circuitry or hardware components, etc. It should also be noted 
that one or more of the functions or methods described herein 
may be implemented in and/or performed using hardware. 
For example, one or more of the methods described herein 
may be implemented in and/or realized using a chipset, an 
Application-Specific Integrated Circuit (ASIC), a Large 
Scale Integrated circuit (LSI) or integrated circuit, etc. 
0191 FIG. 1B is a block diagram illustrating another 
example of an encoder 1908 and a decoder 1972. In this 
example, electronic device A 1902 and electronic device B 
1970 are illustrated. However, it should be noted that the 
features and functionality described in relation to electronic 
device A 1902 and electronic device B 1970 may be combined 
into a single electronic device in Some configurations. 
(0192 Electronic device A 1902 includes the encoder 
1908. The encoder 1908 may include a base layer encoder 
1910 and an enhancement layer encoder 1920. The video 
encoder 1908 is suitable for scalable video coding and multi 
view video coding, as described later. The encoder 1908 may 
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be implemented in hardware, software or a combination of 
both. In one configuration, the encoder 1908 may be a high 
efficiency video coding (HEVC) coder, including scalable 
and/or multi-view. Other coders may likewise be used. Elec 
tronic device A 1902 may obtain a source 1906. In some 
configurations, the source 1906 may be captured on elec 
tronic device A 1902 using an image sensor, retrieved from 
memory or received from another electronic device. 
(0193 The encoder 1908 may code the source 1906 to 
produce a base layer bitstream 1934 and an enhancement 
layer bitstream 1936. For example, the encoder 1908 may 
code a series of pictures (e.g., video) in the source 1906. In 
particular, for scalable video encoding for SNR scalability 
also known as quality scalability the same source 1906 may 
be provided to the base layer and the enhancement layer 
encoder. In particular, for Scalable video encoding for spatial 
Scalability a downsampled source may be used for the base 
layer encoder. In particular, for multi-view encoding a differ 
ent view source may be used for the base layer encoder and 
the enhancement layer encoder. The encoder 1908 may be 
similar to the encoder 1782 described later in connection with 
FIG. 6B. 

(0194 The bitstreams 1934, 1936 may include coded pic 
ture databased on the source 1906. In some configurations, 
the bitstreams 1934, 1936 may also include overhead data, 
such as slice header information, PPS information, etc. As 
additional pictures in the source 1906 are coded, the bit 
streams 1934, 1936 may include one or more coded pictures. 
(0195 The bitstreams 1934, 1936 may be provided to the 
decoder 1972. The decoder 1972 may include a base layer 
decoder 1980 and an enhancement layer decoder 1990. The 
video decoder 1972 is suitable for scalable video decoding 
and multi-view video decoding. In one example, the bit 
streams 1934, 1936 may be transmitted to electronic device B 
1970 using a wired or wireless link. In some cases, this may 
be done over a network, Such as the Internet or a Local Area 
Network (LAN). As illustrated in FIG. 1B, the decoder 1972 
may be implemented on electronic device B 1970 separately 
from the encoder 1908 on electronic device A 1902. However, 
it should be noted that the encoder 1908 and decoder 1972 
may be implemented on the same electronic device in some 
configurations. In an implementation where the encoder 1908 
and decoder 1972 are implemented on the same electronic 
device, for instance, the bitstreams 1934, 1936 may be pro 
vided over a bus to the decoder 1972 or stored in memory for 
retrieval by the decoder 1972. The decoder 1972 may provide 
a decoded base layer 1992 and decoded enhancement layer 
picture(s) 1994 as output. 
(0196. The decoder 1972 may be implemented in hard 
ware, Software or a combination of both. In one configuration, 
the decoder 1972 may be a high-efficiency video coding 
(HEVC) decoder, including scalable and/or multi-view. 
Other decoders may likewise be used. The decoder 1972 may 
be similar to the decoder 1812 described later in connection 
with FIG. 7B. Also, the base layer encoder and/or the 
enhancement layer encoder may each include a message gen 
eration module, such as that described in relation to FIG. 1A. 
Also, the base layer decoder and/or the enhancement layer 
decoder may include a coded picture buffer and/or a decoded 
picture buffer, such as that described in relation to FIG. 1A. In 
addition, the electronic devices of FIG. 1B may operate in 
accordance with the functions of the electronic devices of 
FIG. 1A, as applicable. 
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0.197 FIG. 2 is a flow diagram illustrating one configura 
tion of a method 200 for sending a message. The method 200 
may be performed by an encoder 104 or one of its sub-parts 
(e.g., a message generation module 108). The encoder 104 
may determine 202 a picture timing flag (e.g., Sub pic cpb 
params present flag) that indicates whether a CPB 120 Sup 
ports operation on a Sub-picture level. For example, when the 
picture timing flag is set to 1, the CPB 120 may operate on an 
access unit level or a sub-picture level. It should be noted that 
even when the picture timing flag is set to 1, the decision 
about whether to actually operate at the sub-picture level is 
left to the decoder 112 itself. 

0198 The encoder 104 may also determine 204 one or 
more removal delays for decoding units in an access unit. For 
example, the encoder 104 may determine a single common 
decoding unit CPB removal delay parameter (e.g., common 
du cpb removal delay) that is applicable to all decoding 
units in the access unit from the CPB 120. Alternatively, the 
encoder 104 may determine a separate decoding unit CPB 
removal delay (e.g., du cpb removal delayi) for each 
decoding unit in the access unit. 
(0199 The encoder 104 may also determine 206 one or 
more NAL parameters that indicate an amount, offset by one, 
of NAL units in each decoding unit in the access point. For 
example, the encoder 104 may determine a single common 
NAL parameter (e.g., common num nalus in du minus 1) 
that is applicable to all decoding units in the access unit from 
the CPB 120. Alternatively, the encoder 104 may determine a 
separate decoding unit CPB removal delay (e.g., num nalus 
in du minusli) for each decoding unit in the access unit. 
0200. The encoder 104 may also send 208 a picture timing 
SEI message that includes the picture timing flag, the removal 
delays and the NAL parameters. The picture timing SEI mes 
sage may also include other parameters (e.g., cpb removal 
delay, dipb output delay, etc). For example, the electronic 
device 102 may transmit the message via one or more of 
wireless transmission, wired transmission, device bus, net 
work, etc. For instance, electronic device A102a may trans 
mit the message to electronic device B 102b. The message 
may be part of the bitstream 114, for example. In some con 
figurations, electronic device A102a may send 208 the mes 
sage to electronic device B 102b in a separate transmission 
110 (that is not part of the bitstream 114). For instance, the 
message may be sent using some out-of-band mechanism. In 
some case the information indicated in 204, 206 may be sent 
in a SEI message different than picture timing SEI message. 
In yet another case the information indicated in 204, 206 may 
be sent in a parameter set e.g. video parameter set and/or 
sequence parameter set and/or picture parameter set and/or 
adaptation parameter set and/or slice header. 
0201 FIG. 3 is a flow diagram illustrating one configura 
tion of a method 300 for determining one or more removal 
delays for decoding units in an access unit. In other words, the 
method 300 illustrated in FIG.3 may further illustrate step 
204 in the method 200 illustrated in FIG. 2. The method 300 
may be performed by an encoder 104. The encoder 104 may 
determine 302 whether to include a common decoding unit 
CPB removal delay parameter (e.g., common du cpb re 
moval delay). This may include determining whether a com 
mon decoding unit CPB removal delay flag (e.g., common 
du cpb removal delay flag) is set. An encoder 104 may 
send this common parameter in case the decoding units are 
removed from the CPB at regular interval. This may be the 
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case, for example, when each decoding unit corresponds to 
certain number of rows of the picture or has some other 
regular structure. 
0202 For example, the common decoding unit CPB 
removal delay flag may be set to 1 when the common decod 
ing unit CPB removal delay parameter is to be included in the 
picture timing SEI message and 0 when it is not to be 
included. If yes (e.g., flag is set to 1), the encoder 104 may 
determine 304 a common decoding unit CPB removal delay 
parameter (e.g., common du cpb removal delay) that is 
applicable to all decoding units in an access unit. If no (e.g., 
flag is set to 0), the encoder 104 may determine 306 separate 
decoding unit CPB removal delay parameters (e.g., du cpb 
removal delayi) for each decoding unit in an access unit. 
0203 If a common decoding unit CPB removal delay 
parameter is present in a picture timing SEI message, it may 
specify an amount of Sub-picture clock ticks to wait after 
removal from the CPB 120 of an immediately preceding 
decoding unit before removing from the CPB 120 a current 
decoding unit in the access unit associated with the picture 
timing SEI message. 
0204 For example, when a decoding unit is a first decod 
ing unit in an access unit, the common decoding unit CPB120 
removal delay parameter may specify an amount of Sub 
picture clock ticks to wait after removal from the CPB 120 of 
a last decoding unit in an access unit associated with a most 
recent buffering period SEI message in a preceding access 
unit before removing from the CPB 120 the first decoding unit 
in the access unit associated with the picture timing SEI 
message. 
0205 When the decoding unit is a non-first decoding unit 
in an access unit, the common decoding unit CPB removal 
delay parameter may specify an amount of Sub-picture clock 
ticks to wait after removal from the CPB 120 of a preceding 
decoding unit in the access unit associated with the picture 
timing SEI message before removing from the CPB a current 
decoding unit in the access unit associated with the picture 
timing SEI message. 
0206. In contrast, when a common decoding unit CPB 
removal delay parameter (e.g., common du cpb removal 
delay) is not sent in a picture timing SEI message, separate 
decoding unit CPB removal delay parameters (e.g., du cpb 
removal delayi) may be included in the picture timing SEI 
message for each decoding unit in an access unit. The decod 
ing unit CPB removal delay parameters (e.g., du cpb re 
moval delayi) may specify an amount of Sub-picture clock 
ticks to wait after removal from the CPB 120 of the last 
decoding unit before removing from the CPB 120 an i-th 
decoding unit in the access unit associated with the picture 
timing SEI message. The decoding unit CPB removal delay 
parameters may be calculated according to a remainder of a 
modulo 2(cpb removal delay length minus 1+1) counter where 
cpb removal delay length minus 1+1 is a length of a com 
mon decoding unit CPB removal delay parameter. 
0207 FIG. 4 is a flow diagram illustrating one configura 
tion of a method 400 for buffering a bitstream. The method 
400 may be performed by a decoder 112 in an electronic 
device 102 (e.g., electronic device B 102b), which may 
receive 402 a message (e.g., a picture timing SEI message or 
other message). For example, the electronic device 102 may 
receive 402 the message via one or more of wireless trans 
mission, wired transmission, device bus, network, etc. For 
instance, electronic device B102b may receive 402 the mes 
sage from electronic device A102a. The message may be part 



US 2014/03 01477 A1 

of the bitstream 114, for example. In another example, elec 
tronic device B102b may receive the message from electronic 
device A102a in a separate transmission 110 (that is not part 
of the bitstream 114, for example). For instance, the picture 
timing SEI message may be received using some out-of-band 
mechanism. In some configurations, the message may 
include one or more of a picture timing flag, one or more 
removal delays for decoding units in an access unit and one or 
more NAL parameters. Thus, receiving 402 the message may 
include receiving one or more of a picture timing flag, one or 
more removal delays for decoding units in an access unit and 
one or more NAL parameters. 
0208. The decoder 112 may determine 404 whethera CPB 
120 operates on an access unit level or a sub-picture level. For 
example, a decoder 112 may decide to operate on Sub-picture 
basis if it wants to achieve low latency. Alternatively, the 
decision may be based on whether the decoder 112 has 
enough resources to Support Sub-picture based operation. If 
the CPB 120 operates on a sub-picture level, the decoder may 
determine 406 one or more removal delays for decoding units 
in an access unit. For example, the decoder 112 may deter 
mine a single common decoding unit CPB removal delay 
parameter (e.g., common du cpb removal delay) that is 
applicable to all decoding units in the access unit. Alterna 
tively, the decoder 112 may determine a separate decoding 
unit CPB removal delay (e.g., du cpb removal delayi) for 
each decoding unit in the access unit. In other words, the 
picture timing SEI message may include a common param 
eter applicable to all decoding units in an access unit or 
separate parameters for every decoding unit. 
0209. The decoder 112 may also remove 408 decoding 
units based on the removal delays for the decoding units, i.e., 
using either a common parameter applicable to all decoding 
units in an access unit or separate parameters for every decod 
ing unit. The decoder 112 may also decode 410 the decoding 
units. 

0210. The decoder 112 may use a variable ClockDiffwhen 
determining a removal time for determined from various sig 
naled parameters. Specifically, ClockDiffmay be determined 
according to ClockDiff (num units in tick-(num units 
in Sub tick (num decoding units minus 1+1))/time scale) 
where num units in tick is number of time units of a clock 
operating at the frequency time scale HZ that corresponds to 
one increment of a clock tick counter, num units in Sub 
tick is number of time units of a clock operating at the fre 
quency time scale HZ that corresponds to one increment of a 
Sub-picture clock tick counter, num decoding units mi 
nus 1+1 is an amount of decoding units in the access unit, and 
time scale is the number of time units that pass in one second. 
0211 When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1, the CPB is operating at 
sub-picture level and ClockDiff is greater than Zero, the 
removal time for decoding unit m, t(m) is determined accord 
ing to: t(m)=t(m)+t *Ceil((t(m)-t(m))/t)+ 
ClockDiff where t(m) is the nominal removal time of the 
decoding unit m, t , is a sub-picture clock tick, Ceil() is a 
ceiling function and t(m) is final arrival time of decoding 
unit m. 
0212. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(n)<t 
(n), a picture timing flag is set to 1, the CPB is operating at an 
access unit level and ClockDiff is greater than Zero, the 
removal time for access unit n, t(n) is determined according 
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to: t, (n)=t(n)+t.*Ceil(t(n)-t(n))/t)-ClockDiff where 
t(n) is the nominal removal time of the access unit n, t is a 
clock tick, Ceil() is a ceiling function and t(n) is a final 
arrival time of access unit n. 
0213 When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the last decoding 
unit m of access unit, t, (m) according to: t(m)=t(m)+max 
((t, a Ceil((t(m)-t(m))/test)). (t.*Ceil((t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit m, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0214. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t(n)=t(n)+max 
(t. *Ceil((t(m)-t(m))/t. )), (t.*Ceil(t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit n, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0215. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the last decoding 
unit m of access unit, t, (m) according to: t(m)=t(m)+min 
(t. *Ceil((t(m)-t(m))/t. ), (t.*Ceil(t(n)-t, 
(n))/t)) where t(m) is the nominal removal time of the last 
decoding unit m, t , is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0216. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1, t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t, (n)=t(n)+min 
((t, a Ceil((t(m)-t(m))/test)). (t.*Ceil((t(n)-t, 
(n))/t))) where t(m) is the nominal removal time of the last 
decoding unit n, tes, is sub-picture clock tick, Ceil() is a 
ceiling function, t(m) is a final arrival time of last decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick and t(n) is a final arrival time of access unit 

0217. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the last decoding 
unit m of access unit, t, (m) according to: t(m)=t(m)+ 
(t.*Ceil((t(n)-t(n))/t)) where t(m) is the nominal 
removal time of the last decoding unit m, t , is sub-picture 
clock tick, Ceil() is a ceiling function, t(m) is a final arrival 
time of last decoding unit m, t(n) is the nominal removal 
time of the access unit n, t is clock tick and t(n) is a final 
arrival time of access unit n. 
0218. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
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time for access unit n, t, (n) according to: t, (n)=t(n)+ 
(t.*Ceil(n)-t(n))/t)) wheret,(m) is the nominal removal 
time of the last decoding unit n, t , is sub-picture clock 
tick, Ceil() is a ceiling function, t(m) is a final arrival time 
of last decoding unit m, t(n) is the nominal removal time of 
the access unit n, t is clock tick and t(n) is a final arrival time 
of access unit n. 

0219. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the decoding unit 
which is not the last decoding unit of the access unit is set as 
t(m)=t(m), where t(m) is a final arrival time of decoding 
unit m. And the removal time for the last decoding unit m of 
access unit, t, (m) according to: t,(m)=t(m)+(t. *Ceil 
((t(m)-t(m))/t. )) wheret, (m) is the nominal removal 
time of the last decoding unit m, t , is sub-picture clock 
tick, Ceil() is a ceiling function, t(m) is a final arrival time 
of last decoding unit m, t(n) is the nominal removal time of 
the access unit n, t is clock tick, t(n) is a final arrival time of 
access unit n and t(m) is a final arrival time of the last 
decoding unit in the access unit n. 
0220. When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the decoding unit 
which is not the last decoding unit of the access unit is set as 
t(m)=t(m), where t(m) is a final arrival time of decoding 
unit m. And the removal time for the last decoding unit m of 
access unit, t, (m) according to: t(m)-t(m)+(t.*Ceil((t 
(m)-t(m))/t)) wheret,(m) is the nominal removal time of 
the last decoding unit m, t , is sub-picture clock tick, Ceil( 
) is a ceiling function, t(m) is a final arrival time of last 
decoding unit m, t(n) is the nominal removal time of the 
access unit n, t is clock tick, t.An) is a final arrival time of 
access unit n and t(m) is a final arrival time of the last 
decoding unit in the access unit n. 
0221) When a low delay hypothetical reference decoder 
(HRD) flag (e.g., low delay hird flag) is set to 1, t(m)<t 
(m), a picture timing flag is set to 1 and the CPB is operating 
at sub-picture level, the removal time for the decoding unit is 
set as t(m)=t(m) where t(m) is the nominal removal time 
of the decoding unit m, t , is sub-picture clock tick, Ceil( 
) is a ceiling function, t(m) is a final arrival time of decoding 
unit m, t(n) is the nominal removal time of the access unit 
n, t is clock tick, ton) is a final arrival time of access unit in 
and t(m) is a final arrival time of the decoding unit in the 
access unit n. 

0222. When a low delay hypothetical reference decoder 
(HRD) flag is set to 1,t(n)<t(n), a picture timing flag is set 
to 1 and the CPB is operating at access unit level, the removal 
time for access unit n, t, (n) according to: t, (n)=t(n) where 
t(m) is the nominal removal time of the last decoding unitn, 
to , is sub-picture clock tick, Ceil() is a ceiling function, 
t(m) is a final arrival time of last decoding unit m, t(n) is 
the nominal removal time of the access unit n, t is clock tick 
and t(n) is a final arrival time of access unit n. 
0223) If the CPB operates on an access unit level, the 
decoder 112 may determine 412 a CPB removal delay param 
eter. This may be included in the received picture timing SEI 
message (e.g., cpb removal delay). The decoder 112 may 
also remove 414 an access unit based on the CPB removal 
delay parameter and decode 416 the access unit. In other 

Oct. 9, 2014 

words, the decoder 112 may decode whole access units at a 
time, rather than decoding units within the access unit. 
0224 FIG. 5 is a flow diagram illustrating one configura 
tion of a method 500 for determining one or more removal 
delays for decoding units in an access unit. In other words, the 
method 500 illustrated in FIG. 5 may further illustrate step 
406 in the method 400 illustrated in FIG. 4. The method 500 
may be performed by a decoder 112. The decoder 112 may 
determine 502 whether a received picture timing SEI message 
includes a common decoding unit CPB removal delay param 
eter. This may include determining whether a common 
decoding unit CPB removal delay flag (e.g., common du 
cpb removal delay flag) is set. If yes, the decoder 112 may 
determine 504 a common decoding unit CPB removal delay 
parameter (e.g., common du cpb removal delay) that is 
applicable to all decoding units in an access unit. If no, the 
decoder 112 may determine 506 separate decoding unit CPB 
removal delay parameters (e.g., du cpb removal delayi) 
for each decoding unit in an access unit. 
0225. In addition to modifying the picture timing SEI mes 
sage semantics, the present systems and methods may also 
impose a bitstream constraint so that the operation of Sub 
picture based CPB operation and access unit based CPB 
operation result in the same timing of decoding unit removal. 
Specifically, when the picture timing flag (e.g., Sub pic cpb 
params present flag) is set to 1, the CPB removal delay may 
be set according to 

cpb removal delay = 

nian decoding inits ninisl 

X. du cpb removal delayi: i-sub, 
i=0 

ic 

where du cpb removal delayi are the decoding unit CPB 
removal delay parameters, t is a clock tick, t, is a sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one, and 
i is an index. 
0226. Alternatively, the CPB removal delay may be set as 
described next: Let the variable T(k) be defined as: 

Ti(k) = Ti, (k - 1) + 

nun decoding units minus 1 

ic sub: X. (du cpb removal delay minus, li + 1) 

where du cpb removal delay minusli and num decod 
ing units minus 1 are parameters for i'th decoding unit of 
k'th access unit (with k=0 for the access unit that initialized 
the HRD and T(k)=0 for k1), and where du cpb removal 
delay minusli+1 du cpb removal delay minusli is 
the decoding unit CPB removal delay parameter for the 1'th 
decoding unit of the kth access unit, and num decoding 
units minus 1 is the number of decoding units in the kth 
access unit, t is a clock tick, t, is a sub-picture clock tick, 
and i and k are an indices. Then when the picture timing flag 
(e.g., Sub pic cpb params present flag) is set to 1, the fol 
lowing condition shall be true: 
0227 (au cpb removal delay minus 1+1)*t=T(k), 
where (au cpb removal delay minus 1+1)-cpb removal 
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delay, the CPB removal delay. Thus in this case the CPB 
removal delay (au cpb removal delay minus 1+1) is set 
such that the operation of sub-picture based CPB operation 
and access unit based CPB operation result in the same timing 
of access unit removal and last decoding unit of the access 
unit removal. 

0228. Alternatively, the CPB removal delay may be set 
according to 

cpb removal delay: it - 
nian decoding inits ninisl -1s s 1 

X. du cpb removal delayi: to sub) 
i=0 

where du cpb removal delayi are the decoding unit CPB 
removal delay parameters, t is a clock tick, t, is a sub 
picture clock tick, num decoding units minus1 is an 
amount of decoding units in the access unit offset by one, and 
i is an index. 

0229. Alternatively, cpb removal delay and du cpb re 
moval delaynum decoding units minus 1 may be set 
according to: cpb removal delayt du cpb removal de 
layinum decoding units minus1*t, where du cpb re 
moval delaynum decoding units minus 1 is the decoding 
unit CPB removal delay parameter for the num decoding 
units minus 1'th decoding unit, t is a clock tick, t, is a 
Sub-picture clock tick, num decoding units minus 1 is an 
amount of decoding units in the access unit offset by one. 
0230. In addition to modifying the picture timing SEI mes 
sage semantics, the present systems and methods may also 
impose a bitstream constraint so that the operation of Sub 
picture based CPB operation and access unit based CPB 
operation result in the same timing of decoding unit removal. 
Specifically, when the picture timing flag (e.g., Sub pic cpb 
params present flag) is set to 1, the values for cpb removal 
delay and du cpb removal delaynum decoding units mi 
nus 1 may be set so as to satisfy: -1<(cpb removal 
delayt-du cpb removal delaynum decoding units 
minus 1*t)<=1 where du cpb_removal delaynum 
decoding units minus 1 is the decoding unit CPB removal 
delay parameter for the num decoding units minus 1'th 
decoding unit, t is a clock tick, t, is a sub-picture clock 
tick, num decoding units minus 1 is an amount of decoding 
units in the access unit offset by one. 
0231 FIG. 6A is a block diagram illustrating one configu 
ration of an encoder 604 on an electronic device 602. It should 
be noted that one or more of the elements illustrated as 
included within the electronic device 602 may be imple 
mented in hardware, software or a combination of both. For 
example, the electronic device 602 includes an encoder 604, 
which may be implemented in hardware, Software or a com 
bination of both. For instance, the encoder 604 may be imple 
mented as a circuit, integrated circuit, application-specific 
integrated circuit (ASIC), processor in electronic communi 
cation with memory with executable instructions, firmware, 
field-programmable gate array (FPGA), etc., or a combina 
tion thereof. In some configurations, the encoder 604 may be 
a HEVC coder. 

0232. The electronic device 602 may include a source 622. 
The source 622 may provide picture or image data (e.g., 
video) as one or more input pictures 606 to the encoder 604. 
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Examples of the Source 622 may include image sensors, 
memory, communication interfaces, network interfaces, 
wireless receivers, ports, etc. 
0233. One or more input pictures 606 may be provided to 
an intra-frame prediction module and reconstruction buffer 
624. An input picture 606 may also be provided to a motion 
estimation and motion compensation module 646 and to a 
subtraction module 628. 
0234. The intra-frame prediction module and reconstruc 
tion buffer 624 may generate intra mode information 640 and 
an intra-signal 626 based on one or more input pictures 606 
and reconstructed data 660. The motion estimation and 
motion compensation module 646 may generate inter mode 
information 648 and an inter signal 644 based on one or more 
input pictures 606 and a reference picture 678 from decoded 
picture buffer 676. In some configurations, the decoded pic 
ture buffer 676 may include data from one or more reference 
pictures in the decoded picture buffer 676. 
0235. The encoder 604 may select between the intra signal 
626 and the inter signal 644 in accordance with a mode. The 
intra signal 626 may be used in order to exploit spatial char 
acteristics within a picture in an intra-coding mode. The inter 
signal 644 may be used in order to exploit temporal charac 
teristics between pictures in an inter coding mode. While in 
the intra coding mode, the intra signal 626 may be provided to 
the subtraction module 628 and the intra mode information 
640 may be provided to an entropy coding module 642. While 
in the inter coding mode, the inter signal 644 may be provided 
to the subtraction module 628 and the inter mode information 
648 may be provided to the entropy coding module 642. 
0236 Either the intra signal 626 or the inter signal 644 
(depending on the mode) is subtracted from an input picture 
606 at the subtraction module 628 in order to produce a 
prediction residual 630. The prediction residual 630 is pro 
vided to a transformation module 632. The transformation 
module 632 may compress the prediction residual 630 to 
produce a transformed signal 634 that is provided to a quan 
tization module 636. The quantization module 636 quantizes 
the transformed signal 634 to produce transformed and quan 
tized coefficients (TQCs) 638. 
0237. The TQCs 638 are provided to an entropy coding 
module 642 and an inverse quantization module 650. The 
inverse quantization module 650 performs inverse quantiza 
tion on the TQCs 638 to produce an inverse quantized signal 
652 that is provided to an inverse transformation module 654. 
The inverse transformation module 654 decompresses the 
inverse quantized signal 652 to produce a decompressed sig 
nal 656 that is provided to a reconstruction module 658. 
0238. The reconstruction module 658 may produce recon 
structed data 660 based on the decompressed signal 656. For 
example, the reconstruction module 658 may reconstruct 
(modified) pictures. The reconstructed data 660 may be pro 
vided to a deblocking filter 662 and to the intra prediction 
module and reconstruction buffer 624. The deblocking filter 
662 may produce a filtered signal 664 based on the recon 
structed data 660. 
0239. The filtered signal 664 may be provided to a sample 
adaptive offset (SAO) module 666. The SAO module 666 
may produce SAO information 668 that is provided to the 
entropy coding module 642 and an SAO signal 670 that is 
provided to an adaptive loop filter (ALF) 672. The ALF 672 
produces an ALF signal 674 that is provided to the decoded 
picture buffer 676. The ALF signal 674 may include data from 
one or more pictures that may be used as reference pictures. 
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0240. The entropy coding module 642 may code the TQCs 
638 to produce bitstream A614a (e.g., encoded picture data). 
For example, the entropy coding module 642 may code the 
TQCs 638 using Context-Adaptive Variable Length Coding 
(CAVLC) or Context-Adaptive Binary Arithmetic Coding 
(CABAC). In particular, the entropy coding module 642 may 
code the TQCs 638 based on one or more of intra mode 
information 640, inter mode information 648 and SAO infor 
mation 668. Bitstream A 614a (e.g., encoded picture data) 
may be provided to a message generation module 608. The 
message generation module 608 may be configured similarly 
to the message generation module 108 described in connec 
tion with FIG. 1. Additionally or alternatively, the message 
generation module 608 may perform one or more of the 
procedures described in connection with FIG. 2 and FIG. 3. 
0241 For example, the message generation module 608 
may generate a message (e.g., picture timing SEI message or 
other message) including Sub-picture parameters. The Sub 
picture parameters may include one or more removal delays 
for decoding units (e.g., common du cpb removal delay or 
du cpb removal delayi) and one or more NAL parameters 
(e.g., common num nalus in du minus 1 or num nalus 
in du minusli). In some configurations, the message may 
be inserted into bitstream A 614a to produce bitstream B 
614b. Thus, the message may be generated after the entire 
bitstream A614a is generated (e.g., after most of bitstream B 
614b is generated), for example. In other configurations, the 
message may not be inserted into bitstream A614a (in which 
case bitstream B 614b may be the same as bitstream A614a). 
but may be provided in a separate transmission 610. 
0242. In some configurations, the electronic device 602 
sends the bitstream 614 to another electronic device. For 
example, the bitstream 614 may be provided to a communi 
cation interface, network interface, wireless transmitter, port, 
etc. For instance, the bitstream 614 may be transmitted to 
another electronic device via LAN, the Internet, a cellular 
phone base station, etc. The bitstream 614 may additionally or 
alternatively be stored in memory or other component on the 
electronic device 602. 
0243 FIG. 6B is a block diagram illustrating one configu 
ration of a video encoder 1782 on an electronic device 1702. 
The video encoder 1782 may include an enhancement layer 
encoder 1706, a base layer encoder 1709, a resolution upscal 
ing block 1770 and an output interface 1780. The video 
encoder of FIG. 6B, for example, is suitable for scalable video 
coding and multi-view video coding, as described herein. 
0244. The enhancement layer encoder 1706 may include a 
video input 1781 that receives an input picture 1704. The 
output of the video input 1781 may be provided to an adder/ 
subtractor 1783 that receives an output of a prediction selec 
tion 1750. The output of the adder/subtractor 1783 may be 
provided to a transform and quantize block 1752. The output 
of the transform and quantize block 1752 may be provided to 
an entropy encoding 1748 block and a scaling and inverse 
transform block 1772. After entropy encoding 1748 is per 
formed, the output of the entropy encoding block 1748 may 
be provided to the output interface 1780. The output interface 
1780 may output both the encoded base layer video bitstream 
1707 and the encoded enhancement layer video bitstream 
1710. 

0245. The output of the scaling and inverse transform 
block 1772 may be provided to an adder 1779. The adder 
1779 may also receive the output of the prediction selection 
1750. The output of the adder 1779 may be provided to a 
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deblocking block 1751. The output of the deblocking block 
1751 may be provided to a reference buffer 1794. An output 
of the reference buffer 1794 may be provided to a motion 
compensation block 1754. The output of the motion compen 
sation block 1754 may be provided to the prediction selection 
1750. An output of the reference buffer 1794 may also be 
provided to an intra predictor 1756. The output of the intra 
predictor 1756 may be provided to the prediction selection 
1750. The prediction selection 1750 may also receive an 
output of the resolution upscaling block 1770. 
0246 The base layer encoder 1709 may include a video 
input 1762 that receives a downsampled input picture, or 
other image content Suitable for combing with another image, 
or an alternative view input picture or the same input picture 
1703 (i.e., the same as the input picture 1704 received by the 
enhancement layer encoder 1706). The output of the video 
input 1762 may be provided to an encoding prediction loop 
1764. Entropy encoding 1766 may be provided on the output 
of the encoding prediction loop 1764. The output of the 
encoding prediction loop 1764 may also be provided to a 
reference buffer 1768. The reference buffer 1768 may provide 
feedback to the encoding prediction loop 1764. The output of 
the reference buffer 1768 may also be provided to the reso 
lution upscaling block 1770. Once entropy encoding 1766 has 
been performed, the output may be provided to the output 
interface 1780. The encoded base layer video bitstream 1707 
and/or the encoded enhancement layer video bitstream 1710 
may be provided to one or more message generation modules, 
as desired. 

0247 FIG. 7A is a block diagram illustrating one configu 
ration of a decoder 712 on an electronic device 702. The 
decoder 712 may be included in an electronic device 702. For 
example, the decoder 712 may be a HEVC decoder. The 
decoder 712 and one or more of the elements illustrated as 
included in the decoder 712 may be implemented in hard 
ware, software or a combination of both. The decoder 712 
may receive a bitstream 714 (e.g., one or more encoded pic 
tures and overhead data included in the bitstream 714) for 
decoding. In some configurations, the received bitstream 714 
may include received overhead data, such as a message (e.g., 
picture timing SEI message or other message), slice header, 
PPS, etc. In some configurations, the decoder 712 may addi 
tionally receive a separate transmission 710. The separate 
transmission 710 may include a message (e.g., a picture tim 
ing SEI message or other message). For example, a picture 
timing SEI message or other message may be received in a 
separate transmission 710 instead of in the bitstream 714. 
However, it should be noted that the separate transmission 
710 may be optional and may not be utilized in some con 
figurations. 
0248. The decoder 712 includes a CPB 720. The CPB 720 
may be configured similarly to the CPB 120 described in 
connection with FIG. 1 above. Additionally or alternatively, 
the decoder 712 may perform one or more of the procedures 
described in connection with FIG. 4 and FIG. 5. For example, 
the decoder 712 may receive a message (e.g., picture timing 
SEI message or other message) with Sub-picture parameters 
and remove and decode decoding units in an access unit based 
on the sub-picture parameters. It should be noted that one or 
more access units may be included in the bitstream and may 
include one or more of encoded picture data and overhead 
data. 

0249. The Coded Picture Buffer (CPB) 720 may provide 
encoded picture data to an entropy decoding module 701. The 
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encoded picture data may be entropy decoded by an entropy 
decoding module 701, thereby producing a motion informa 
tion signal 703 and quantized, scaled and/or transformed 
coefficients 705. 
0250. The motion information signal 703 may be com 
bined with a portion of a reference frame signal 798 from a 
decoded picture buffer 709 at a motion compensation module 
780, which may produce an inter-frame prediction signal 782. 
The quantized, descaled and/or transformed coefficients 705 
may be inverse quantized, Scaled and inverse transformed by 
an inverse module 707, thereby producing a decoded residual 
signal 784. The decoded residual signal 784 may be added to 
a prediction signal 792 to produce a combined signal 786. The 
prediction signal 792 may be a signal selected from either the 
inter-frame prediction signal 782 produced by the motion 
compensation module 780 oran intra-frame prediction signal 
790 produced by an intra-frame prediction module 788. In 
Some configurations, this signal selection may be based on 
(e.g., controlled by) the bitstream 714. 
0251. The intra-frame prediction signal 790 may be pre 
dicted from previously decoded information from the com 
bined signal 786 (in the current frame, for example). The 
combined signal 786 may also be filtered by a de-blocking 
filter 794. The resulting filtered signal 796 may be written to 
decoded picture buffer 709. The resulting filtered signal 796 
may include a decoded picture. The decoded picture buffer 
709 may provide a decoded picture which may be outputted 
718. In some cases 709 may be a considered as frame 
memory. 
0252 FIG. 7B is a block diagram illustrating one configu 
ration of a video decoder 1812 on an electronic device 1802. 
The video decoder 1812 may include an enhancement layer 
decoder 1815 and a base layer decoder 1813. The video 
decoder 812 may also include an interface 1889 and resolu 
tion upscaling 1870. The video decoder of FIG. 7B, for 
example, is suitable for Scalable video coding and multi-view 
video encoded, as described herein. 
0253) The interface 1889 may receive an encoded video 
stream 1885. The encoded video stream 1885 may consist of 
base layer encoded video stream and enhancement layer 
encoded video stream. These two streams may be sent sepa 
rately or together. The interface 1889 may provide some or all 
of the encoded video stream 1885 to an entropy decoding 
block 1886 in the base layer decoder 1813. The output of the 
entropy decoding block 1886 may be provided to a decoding 
prediction loop 1887. The output of the decoding prediction 
loop 1887 may be provided to a reference buffer 1888. The 
reference buffer may provide feedback to the decoding pre 
diction loop 1887. The reference buffer 1888 may also output 
the decoded base layer video stream 1884. 
0254 The interface 1889 may also provide some or all of 
the encoded video stream 1885 to an entropy decoding block 
1890 in the enhancement layer decoder 1815. The output of 
the entropy decoding block 1890 may be provided to an 
inverse quantization block 1891. The output of the inverse 
quantization block 1891 may be provided to an adder 1892. 
The adder 1892 may add the output of the inverse quantiza 
tion block 1891 and the output of a prediction selection block 
1895. The output of the adder 1892 may be provided to a 
deblocking block 1893. The output of the deblocking block 
1893 may be provided to a reference buffer 1894. The refer 
ence buffer 1894 may output the decoded enhancement layer 
video stream 1882. The output of the reference buffer 1894 
may also be provided to an intra predictor 1897. The enhance 
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ment layer decoder 1815 may include motion compensation 
1896. The motion compensation 1896 may be performed 
after the resolution upscaling 1870. The prediction selection 
block 1895 may receive the output of the intra predictor 1897 
and the output of the motion compensation 1896. Also, the 
decoder may include one or more coded picture buffers, as 
desired, such as together with the interface 1889. 
0255 FIG. 8 illustrates various components that may be 
utilized in a transmitting electronic device 802. One or more 
of the electronic devices 102, 602, 702 described herein may 
be implemented in accordance with the transmitting elec 
tronic device 802 illustrated in FIG. 8. 
0256 The transmitting electronic device 802 includes a 
processor 817 that controls operation of the electronic device 
802. The processor 817 may also be referred to as a CPU. 
Memory 811, which may include both read-only memory 
(ROM), random access memory (RAM) or any type of device 
that may store information, provides instructions 813a (e.g., 
executable instructions) and data 815a to the processor 817. A 
portion of the memory 811 may also include non-volatile 
random access memory (NVRAM). The memory 811 may be 
in electronic communication with the processor 817. 
(0257. Instructions 813b and data 815b may also reside in 
the processor 817. Instructions 813b and/or data 815b loaded 
into the processor 817 may also include instructions 813a 
and/or data 815a from memory 811 that were loaded for 
execution or processing by the processor 817. The instruc 
tions 813b may be executed by the processor 817 to imple 
ment the systems and methods disclosed herein. For example, 
the instructions 813b may be executable to perform one or 
more of the methods 200, 300, 400, 500 described above. 
0258. The transmitting electronic device 802 may include 
one or more communication interfaces 819 for communicat 
ing with other electronic devices (e.g., receiving electronic 
device). The communication interfaces 819 may be based on 
wired communication technology, wireless communication 
technology, or both. Examples of a communication interface 
819 include a serial port, a parallel port, a Universal Serial 
Bus (USB), an Ethernet adapter, an IEEE 1394 bus interface, 
a small computer system interface (SCSI) bus interface, an 
infrared (IR) communication port, a Bluetooth wireless com 
munication adapter, a wireless transceiver in accordance with 
3" Generation Partnership Project (3GPP) specifications and 
so forth. 
0259. The transmitting electronic device 802 may include 
one or more output devices 823 and one or more input devices 
821. Examples of output devices 823 include a speaker, 
printer, etc. One type of output device that may be included in 
an electronic device 802 is a display device 825. Display 
devices 825 used with configurations disclosed herein may 
utilize any suitable image projection technology, such as a 
cathode ray tube (CRT), liquid crystal display (LCD), light 
emitting diode (LED), gas plasma, electroluminescence or 
the like. A display controller 827 may be provided for con 
Verting data stored in the memory 811 into text, graphics, 
and/or moving images (as appropriate) shown on the display 
825. Examples of input devices 821 include a keyboard, 
mouse, microphone, remote control device, button, joystick, 
trackball, touchpad, touchscreen, lightpen, etc. 
0260 The various components of the transmitting elec 
tronic device 802 are coupled together by a bus system 829, 
which may include a power bus, a control signal bus and a 
status signal bus, in addition to a data bus. However, for the 
sake of clarity, the various buses are illustrated in FIG. 8 as the 
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bus system 829. The transmitting electronic device 802 illus 
trated in FIG. 8 is a functional block diagram rather than a 
listing of specific components. 
0261 FIG. 9 is a block diagram illustrating various com 
ponents that may be utilized in a receiving electronic device 
902. One or more of the electronic devices 102, 602, 702 
described herein may be implemented in accordance with the 
receiving electronic device 902 illustrated in FIG. 9. 
0262 The receiving electronic device 902 includes a pro 
cessor 917 that controls operation of the electronic device 
902. The processor 917 may also be referred to as a CPU. 
Memory 911, which may include both read-only memory 
(ROM), random access memory (RAM) or any type of device 
that may store information, provides instructions 913a (e.g., 
executable instructions) and data 915a to the processor 917. A 
portion of the memory 911 may also include non-volatile 
random access memory (NVRAM). The memory 911 may be 
in electronic communication with the processor 917. 
0263. Instructions 913b and data 915b may also reside in 
the processor 917. Instructions 913b and/or data 915b loaded 
into the processor 917 may also include instructions 913a 
and/or data 915a from memory 911 that were loaded for 
execution or processing by the processor 917. The instruc 
tions 913b may be executed by the processor 917 to imple 
ment the systems and methods disclosed herein. For example, 
the instructions 913b may be executable to perform one or 
more of the methods 200, 300, 400, 500 described above. 
0264. The receiving electronic device 902 may include 
one or more communication interfaces 919 for communicat 
ing with other electronic devices (e.g., a transmitting elec 
tronic device). The communication interface 919 may be 
based on wired communication technology, wireless commu 
nication technology, or both. Examples of a communication 
interface 919 include a serial port, a parallel port, a Universal 
Serial Bus (USB), an Ethernet adapter, an IEEE 1394 bus 
interface, a small computer system interface (SCSI) bus inter 
face, an infrared (IR) communication port, a Bluetooth wire 
less communication adapter, a wireless transceiver in accor 
dance with 3' Generation Partnership Project (3GPP) 
specifications and so forth. 
0265. The receiving electronic device 902 may include 
one or more output devices 923 and one or more input devices 
921. Examples of output devices 923 include a speaker, 
printer, etc. One type of output device that may be included in 
an electronic device 902 is a display device 925. Display 
devices 925 used with configurations disclosed herein may 
utilize any Suitable image projection technology, such as a 
cathode ray tube (CRT), liquid crystal display (LCD), light 
emitting diode (LED), gas plasma, electroluminescence or 
the like. A display controller 927 may be provided for con 
Verting data stored in the memory 911 into text, graphics, 
and/or moving images (as appropriate) shown on the display 
925. Examples of input devices 921 include a keyboard, 
mouse, microphone, remote control device, button, joystick, 
trackball, touchpad, touchscreen, lightpen, etc. 
0266 The various components of the receiving electronic 
device 902 are coupled together by a bus system 929, which 
may include a power bus, a control signal bus and a status 
signal bus, in addition to a data bus. However, for the sake of 
clarity, the various buses are illustrated in FIG. 9 as the bus 
system 929. The receiving electronic device 902 illustrated in 
FIG. 9 is a functional block diagram rather than a listing of 
specific components. 
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0267 FIG. 10 is a block diagram illustrating one configu 
ration of an electronic device 1002 in which systems and 
methods for sending a message may be implemented. The 
electronic device 1002 includes encoding means 1031 and 
transmitting means 1033. The encoding means 1031 and 
transmitting means 1033 may be configured to perform one or 
more of the functions described in connection with one or 
more of FIG. 1, FIG. 2, FIG. 3, FIG. 6 and FIG. 8 above. For 
example, the encoding means 1031 and transmitting means 
1033 may generate a bitstream 1014. FIG. 8 above illustrates 
one example of a concrete apparatus structure of FIG. 10. 
Other various structures may be implemented to realize one 
or more of the functions of FIG. 1, FIG. 2, FIG. 3, FIG. 6 and 
FIG.8. For example, a DSP may be realized by software. 
0268 FIG. 11 is a block diagram illustrating one configu 
ration of an electronic device 1102 in which systems and 
methods for buffering a bitstream 1114 may be implemented. 
The electronic device 1102 may include receiving means 
1135 and decoding means 1137. The receiving means 1135 
and decoding means 1137 may be configured to perform one 
or more of the functions described in connection with one or 
more of FIG. 1, FIG.4, FIG. 5, FIG. 7 and FIG.9 above. For 
example, the receiving means 1135 and decoding means 1137 
may receive a bitstream 1114. FIG. 9 above illustrates one 
example of a concrete apparatus structure of FIG. 11. Other 
various structures may be implemented to realize one or more 
functions of FIG. 1, FIG. 4, FIG. 5, FIG. 7 and FIG. 9. For 
example, a DSP may be realized by software. 
0269 FIG. 12 is a flow diagram illustrating one configu 
ration of a method 1200 for operation of decoded picture 
buffer (DPB). The method 1200 may be performed by an 
encoder 104 or one of its sub-parts (e.g., a decoded picture 
buffer module 676). The method 1200 may be performed by 
a decoder 112 in an electronic device 102 (e.g., electronic 
device B 102b). Additionally or alternatively the method 
1200 may be performed by a decoder 712 or one of its sub 
parts (e.g., a decoded picture buffer module 709). The 
decoder may parse first slice header of a picture 1202. The 
output and removal of pictures from DPB before decoding of 
the current picture (but after parsing the slice header of the 
first slice of the current picture) happens instantaneously 
when first decoding unit of the access unit containing the 
current picture is removed from the CPB and proceeds as 
follows. 

0270. The decoding process for reference picture set 
(RPS) is invoked. Reference picture set is a set of refer 
ence pictures associated with a picture, consisting of all 
reference pictures that are prior to the associated picture 
in decoding order, that may be used for interprediction 
of the associated picture or any picture following the 
associated picture in decoding order. 

0271 The bitstream of the video may include a syntax 
structure that is placed into logical data packets gener 
ally referred to as Network Abstraction Layer (NAL) 
units. Each NAL unit includes a NAL unit header, such 
as a two-byte NAL unit header (e.g., 16 bits), to identify 
the purpose of the associated data payload. For example, 
each coded slice (and/or picture) may be coded in one or 
more slice (and/or picture) NAL units. Other NAL units 
may be included for other categories of data, Such as for 
example, Supplemental enhancement information, 
coded slice of temporal sub-layer access (TSA) picture, 
coded slice of step-wise temporal Sub-layer access 
(STSA) picture, coded slice a non-TSA, non-STSA 
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trailing picture, coded slice of broken link access pic 
ture, coded slice of instantaneous decoded refresh pic 
ture, coded slice of clean random access picture, coded 
slice of decodable leading picture, coded slice of tagged 
for discard picture, video parameter set, sequence 
parameter set, picture parameter set, access unit delim 
iter, end of sequence, end of bitstream, filler data, and/or 
sequence enhancement information message. Table (4) 
illustrates one example of NAL unit codes and NAL unit 
type classes. Other NAL unit types may be included, as 
desired. It should also be understood that the NAL unit 
type values for the NAL units shown in the Table (4) may 
be reshuffled and reassigned. Also additional NAL unit 
types may be added. Also some NAL unit types may be 
removed. 

0272 An intra random access point (IRAP) picture is a 
coded picture for which each video coding layer NAL unit has 
nal unit type in the range of BLA W LP to RSV IRAP 
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VCL23, inclusive as shown in Table (4). An IRAP picture 
contains only Infra coded (I) slices. An instantaneous decod 
ing refresh (IDR) picture is an IRAP picture for which each 
Video coding layer NAL unit has nal unit type equal to IDR 
W RADL or IDR N LP as shown in Table (4). An instanta 
neous decoding refresh (IDR) picture contains only I slices, 
and may be the first picture in the bitstream in decoding order, 
or may appear later in the bitstream. Each IDR picture is the 
first picture of a coded video sequence (CVS) in decoding 
order. A broken link access (BLA) picture is an IRAP picture 
for which each video coding layer NAL unit has nal unit 
type equal to BLA W LP. BLA W RADL, or BLA N LP 
as shown in Table (4). A BLA picture contains only I slices, 
and may be the first picture in the bitstream in decoding order, 
or may appear later in the bitstream. Each BLA picture begins 
a new coded video sequence, and has the same effect on the 
decoding process as an IDR picture. However, a BLA picture 
contains syntax elements that specify a non-empty reference 
picture set. 

TABLE (4) 
Content of NAL unit and 

Name of raw byte sequence payload NAL unit 
nal unit type nal unit type (RBSP) syntax structure type class 

O TRAIL N Coded slice segment of a Video 
1 TRAIL R non-TSA, non-STSA trailing Coding 

picture Layer 
slice segment layer rbSp() (VCL) 

2 TSA N Coded slice segment of a VCL. 
3 TSA R temporal Sub-layer access 

(TSA) picture 
slice segment layer rbSp() 

4 STSA N Coded slice segment of an VCL. 
5 STSA R Step-wise Temporal Sub 

ayer access (STSA) picture 
slice segment layer rbSp() 

6 RADL N Coded slice segment of a VCL. 
7 RADL R random access decodable 

eading (RADL) picture 
slice segment layer rbSp() 

8 RASL N Coded slice segment of a VCL. 
9 RASL R random access skippe 

eading (RASL) picture 
slice segment layer rbSp() 

10 RSV VCL N10 Reserved non-IRAP Sub- VCL. 
12 RSV VCL N12 ayer non-reference VCL NAL 
14 RSV VCL N14 unit types 
11 RSV VCL. R11 Reserved non-IRAP Sub- VCL. 
13 RSV VCL R13 ayer reference VCL NAL unit 
15 RSV VCL R15 types 
16 BLA W LP Coded slice segment of a VCL. 
17 BLA W RADL broken link access (BLA) 
18 BLA. N. LP picture 

slice segment layer rbSp() 
19 DR W RADL Coded slice segment of an VCL. 
2O DR N LP instantaneous decoding 

refresh (IDR) picture 
slice segment layer rbSp() 

21 CRA NUT Coded slice segment of a VCL. 
clean random access (CRA) 
picture 
slice segment layer rbSp() 

22 RSV IRAP VCL22 Reserved IRAPVCL NAL VCL. 
23 RSV IRAP VCL23 unit types 

24 ... 31 RSV WCL24... Reserved non-IRAPWCL VCL. 
RSV VCL31 NAL unit types 

32 VPS NUT Video parameter set non-video 
video parameter set rbSp() coding layer 

(non-VCL) 
33 SPS NUT Sequence parameter set non-VCL 

Seq parameter set rbSp() 
34 PPS NUT Picture parameter set non-VCL 

pic parameter set rbsp() 
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TABLE (4)-continued 
Content of NAL unit and 

Name of raw byte sequence payload NAL unit 
nal unit type nal unit type (RBSP) syntax structure type class 

35 AUD NUT Access unit delimiter non-VCL 
access unit delimiter rbSp() 

36 EOS NUT End of sequence non-VCL 
end of Seq rbSp() 

37 EOB NUT End of bitstream non-VCL 
end of bitstream rbSp() 

38 FD NUT Filler data non-VCL 
filler data rbSp() 

39 PREFIX SEI NUT Supplemental enhancement non-VCL 
40 SUFFIX SEI NUT information 

sei rbSp() 
41 ... 47 RSV NVCL41 ... Reserved non-VCL 

RSV NVCL47 
48 . . . 63 UNSPEC48 . . . Unspecified non-VCL 

UNSPEC63 

(0273 Referring to Table (5), the NAL unit header syntax il. Sps max num reorder picsi, and sps max latency 
may include two bytes of data, namely, 16 bits. The first bit is 
a "forbidden Zero bit' which is always set to zero at the start 
of a NAL unit. The next six bits is a “nal unit type' which 
specifies the type of raw byte sequence payloads (“RBSP) 
data structure contained in the NAL unit as shown in Table 
(4). The next 6 bits is a “nuh layer id' which specify the 
identifier of the layer. In some cases these six bits may be 
specified as “nuh reserved Zero 6 bits’ instead. The nuh 
reserved Zero 6 bits may be equal to 0 in the base specifi 
cation of the standard. In a scalable video coding and/or 
Syntax extensions nuh layer id may specify that this particu 
lar NAL unit belongs to the layer identified by the value of 
these 6 bits. The next syntax element is “nuh temporal id 
plus 1'. The nuh temporal id plus 1 minus 1 may specify a 
temporal identifier for the NAL unit. The variable temporal 
identifier Temporal Id may be specified as TemporalId=nuh 
temporal id plus 1-1. The temporal identifier TemporalId is 
used to identify a temporal sub-layer. The variable Highest 
Tid identifies the highest temporal sub-layer to be decoded. 

TABLE (5) 
Descriptor 

nal unit header() { 
forbidden zero bit f(1) 
nal unit type u(6) 
nuh layer id u(6) 
nuh temporal id plus 1 u(3) 

0274 Table (6) shows an exemplary sequence parameter 
set (SPS) syntax structure. 
0275 pic width in luma samples specifies the width of 
each decoded picture in units of luma samples. pic width 
in luma samples shall not be equal to 0. 
0276 pic height in luma samples specifies the height of 
each decoded picture in units of luma samples. pic height 
in luma samples shall not be equal to 0. 
0277 sps max Sub layers minus 1 plus 1 specifies the 
maximum number oftemporal Sub-layers that may be present 
in each CVS referring to the SPS. The value of sps max sub 
layers minus 1 shall be in the range of 0 to 6, inclusive. 
0278 sps Sub layer ordering info present flag flag 
equal to 1 specifies that sps max dec pic buffering minus 1 

increase plus li syntax elements are present for sps max 
Sub layers minus 1+1 Sub-layers. Sps Sub layer ordering 
info present flag equal to 0 specifies that the values of Sps 
max dec pic buffering minus 1 sps max Sub layers 
minus 1. Sps max num reorder pics Sps max Sub 
layers minus 1, and sps max latency increase plus 1 sps 
max. Sub layers minus 1 apply to all Sub-layers. 
0279 sps max dec pic buffering minusli plus 1 
specifies the maximum required size of the decoded picture 
buffer for the CVS in units of picture storage buffers when 
HighestTid is equal to i. The value of sps max dec pic 
buffering minusli shall be in the range of 0 to MaxDpb 
Size-1, inclusive where MaxDpbSize specifies the maximum 
decoded picture buffer size in units of picture storage buffers. 
When i is greater than 0, sps max dec pic buffering mi 
nusli shall be greater than or equal to sps max dec pic 
buffering minus 11-1. When sps max dec pic buffering 
minusli is not present for i in the range of 0 to sps max 
Sub layers minus 1-1, inclusive, due to sps Sub layer 
ordering info present flag being equal to 0, it is inferred to 
be equal to sps max decpic buffering minus 1 sps max 
Sub layers minus 1. 
0280 sps max num reorder picsi indicates the maxi 
mum allowed number of pictures that can precede any picture 
in the CVS in decoding order and follow that picture in output 
order when HighestTid is equal to i. The value of sps max 
num reorder picsi shall be in the range of 0 to sps max 
dec pic buffering minusli, inclusive. When i is greater 
than 0, sps max num reorder picsi shall be greater than or 
equal to sps max num reorder picsi-1. When sps max 
num reorder picsi is not present for i in the range of 0 to 
Sps max Sub layers minus 1-1, inclusive, due to sps Sub 
layer ordering info present flag being equal to 0, it is 
inferred to be equal to sps max num reorder pics Sps 
max. Sub layers minus 1. 
0281 sps max latency increase plus li not equal to 0 
is used to compute the value of SpsMaxLatency Pictures i. 
which specifies the maximum number of pictures that can 
precede any picture in the CVS in output order and follow that 
picture in decoding order when HighestTid is equal to i. 
0282. When sps max latency increase plus li is not 
equal to 0, the value of SpsMaxLatency Picturesi is specified 
as follows: 
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0283 SpsMaxLatency Pictures i=sps max num reor 
der picsi-Sps max latency increase plus li-1 
0284. When sps max latency increase plus li is equal 
to 0, no corresponding limit is expressed. 
0285. The value of sps max latency increase plus 1i 
shall be in the range of 0 to 2-2, inclusive. When sps max 
latency increase plus li is not present for i in the range of 0 
to sps max Sub layers minus 1-1, inclusive, due to sps Su 
b layer ordering info present flag being equal to 0, it is 
inferred to be equal to sps max latency increase plus 1 
Sps max Sub layers minus 1. 

TABLE (6) 
seq parameter set rbSp() { 

Sps max Sub layers minus1 

pic width in luma samples 
pic height in luma Samples 

for( i = (sps Sub layer ordering info present flag? O : 
Sps max Sub layers minus 1); 

i <= sps max Sub layers minus 1; i++) { 
sps max dec pic buffering minus 1 i 
Sps max num reorder picsi 
sps max latency increase plus 1 i 

0286. When the current picture is an IRAP picture, the 
following applies: 

0287. If the current picture is an IDR picture, a BLA 
picture, the first picture in the bitstream in decoding 
order, or the first picture that follows an end of sequence 
NAL unit in decoding order, a variable NoRasIOutput 
Flag is set equal to 1. 

0288 Otherwise, if some external means is available to 
set a variable HandleCra AsblaFlag to a value for the 
current picture, the variable HandlecraAsBlaFlag is set 
equal to the value provided by that external means and 
the variable NoRasIOutputFlag is set equal to Handle 
CraAsP3laFlag. 

(0289. Otherwise, the variable HandleCra AsblaFlag is 
set equal to 0 and the variable NoRasIOutputFlag is set 
equal to 0. 

0290. If the current picture is an IRAP picture with NoRa 
sIOutputFlag equal to 1 that is not picture 0, the following 
ordered steps are applied: 

0291 1. The variable NoOutputOfPriorPicsFlag is 
derived for the decoder under test as follows: 

0292. If the current picture is a CRA picture, NoOut 
putOfPriorpicsFlag is set equal to 1 (regardless of the 
value of no output of prior pics flag). 

0293. Otherwise, if the value of pic width in luma 
samples, pic height in luma samples, or sps max 
dec pic buffering minus1HighestTid derived 
from the active SPS is different from the value of 
pic width in luma samples, pic height in luma 
samples, or sps max decpic buffering minus 1 
HighestTid, respectively, derived from the SPS 
active for the preceding picture, NoOutputOfPrior 
PicsFlag may (but should not) be set to 1 by the 
decoder under test, regardless of the value of no out 
put of prior pics flag. 
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0294. Otherwise, NoOutputOfPriorPicsFlag is set 
equal to no output of prior pics flag. 

0295 2. The value of NoOutputOfPriorPicsFlag 
derived for the decoder under test is applied for the HRD 
as follows: 
0296. If NoOutputOfPriorPicsFlag is equal to 1, all 
picture storage buffers in the DPB are emptied with 
out output of the pictures they contain, and the DPB 
fullness is set equal to 0. 

0297. Otherwise (NoOutputOfPriorPicsFlag is equal 
to 0), all picture storage buffers containing a picture 
that is marked as “not needed for output' and “unused 
for reference' are emptied (without output), and all 
non-empty picture storage buffers in the DPB are 
emptied by repeatedly invoking the "bumping pro 
cess 1204, and the DPB fullness is set equal to 0. 

0298. Otherwise (the current picture is not an IRAP 
picture with NoRasIOutputFlag equal to 1), all pic 
ture storage buffers containing a picture which are 
marked as “not needed for output' and “unused for 
reference” are emptied (without output). For each 
picture storage buffer that is emptied, the DPB full 
ness is decremented by one. When one or more of the 
following conditions are true, the "bumping process 
1204 is invoked repeatedly while further decrement 
ing the DPB fullness by one for each additional pic 
ture storage buffer that is emptied, until none of the 
following conditions are true: 

0299) 1. The number of pictures with that particular 
nuh layer id value in the DPB that are marked as 
"needed for output is greater than sps max num reor 
der pics HighestTid from the active sequence param 
eterset (when that particular nuh layer id value is equal 
to 0) or from the active layer sequence parameter set for 
that particular nuh layer id value. 

0300 2. If sps max latency increase plus 1 Highest 
Tid from the active sequence parameter set (when that 
particular nuh layer id value is equal to 0) or from the 
active layer sequence parameter set for that particular 
nuh layer id value is not equal to 0 and there is at least 
one picture with that particular nuh layer idvalue in the 
DPB that is marked as “needed for output for which the 
associated variable PicLatency Count is greater than or 
equal to SpsMaxLatency Pictures HighestTid for that 
particular nuh layer id value. 

0301 3. The number of pictures with that particular 
nuh layer id value in the DPB is greater than or equal to 
Sps max dec pic buffering HighestTid+1 from the 
active sequence parameter set (when that particular nuh 
layer id value is equal to 0) or from the active layer 
sequence parameter set for that particular nuh layer id 
value. 

0302 Picture decoding process in the block 1206 (picture 
decoding and marking) happens instantaneously when the 
last decoding unit of access unit containing the current picture 
is removed from the CPB. 
0303 For each picture with nuh layer id value equal to 
current picture's nuh layer id value in the DPB that is 
marked as “needed for output, the associated variable PicLa 
tencyCount is set equal to Picatency Count--1. 
0304. The current picture is considered as decoded after 
the last decoding unit of the picture is decoded. The current 
decoded picture is stored in an empty picture storage bufferin 
the DPB, and the following applies: 
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(0305. If the current decoded picture has PicOutputFlag 
equal to 1, it is marked as “needed for output' and its 
associated variable PicLatency Count is set equal to 0. 

0306 Otherwise (the current decoded picture has 
PicOutputFlag equal to 0), it is marked as “not needed 
for output. 

0307 The current decoded picture is marked as “used for 
short-term reference'. 
0308 When one or more of the following conditions are 

true, the additional "bumping process 1208 is invoked 
repeatedly until none of the following conditions are true: 

0309 The number of pictures with nuh layer id value 
equal to current picture's nuh layer id value in the DPB 
that are marked as “needed for output' is greater than 
Sps max num reorder pics HighestTid from the 
active sequence parameter set (when the current pic 
ture's nuh layer idvalue is equal to 0) or from the active 
layer sequence parameter set for the current picture's 
nuh layer id value. 

0310 sps max latency increase plus1HighestTid 
from the active sequence parameter set (when the cur 
rent picture's nuh layer id value is equal to 0) or from 
the active layer sequence parameter set for the current 
picture's nuh layer idvalue is not equal to 0 and there is 
at least one picture with that particular nuh layer id 
value in the DPB that is marked as “needed for output' 
for which the associated variable PicLatency Count is 
greater than or equal to SpsMaxLatency Pictures High 
estTid for that particular nuh layer id value. 

0311. The “bumping process 1204 and additional bump 
ing process 1208 are identical in terms of the steps and con 
sists of the following ordered steps: The pictures that are first 
for output is selected as the ones having the Smallest value of 
picture order count (PicOrderCntVal) of all pictures in the 
DPB marked as “needed for output. A picture order count is 
a variable that is associated with each picture, uniquely iden 
tifies the associated picture among all pictures in the CVS, 
and, when the associated picture is to be output from the 
decoded picture buffer, indicates the position of the associ 
ated picture in output order relative to the output order posi 
tions of the other pictures in the same CVS that are to be 
output from the decoded picture buffer. 

0312 These pictures are cropped, using the conform 
ance cropping window specified in the active sequence 
parameter set for the picture with nuh layer id equal to 
0 or in the active layer sequence parameter set for a 
nuh layer id value equal to that of the picture, the 
cropped pictures are output in ascending order of nuh 
layer id, and the pictures are marked as “not needed for 
output. 

0313 Each picture storage buffer that contains a picture 
marked as “unused for reference” and that included one 
of the pictures that was cropped and output is emptied. 

0314 Referring to FIG. 13A, as previously described the 
NAL unit header syntax may include two bytes of data, 
namely, 16 bits. The first bit is a “forbidden Zero bit' which 
is always set to zero at the start of a NAL unit. The next six bits 
is a “nal unit type' which specifies the type of raw byte 
sequence payloads (“RBSP) data structure contained in the 
NAL unit. The next 6 bits is a “nuh reserved Zero 6 bits’. 
The nuh reserved Zero 6 bits may be equal to 0 in the base 
specification of the standard. Other values of nuh reserved 
Zero 6 bits may be specified as desired. Decoders may 
ignore (i.e., remove from the bitstream and discard) all NAL 
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units with values of nuh reserved Zero 6 bits not equal to 0 
when handling a stream based on the base specification of the 
standard. In a scalable or other extension nuh reserved 
Zero 6 bits may specify other values, to signal scalable video 
coding and/or syntax extensions. In some cases syntax ele 
ment nuh reserved Zero 6 bits may be called reserved 
Zero 6 bits. In some cases the syntax element nuh reserved 
Zero 6 bits may be called as layer id plus 1 or layer id, as 
illustrated in FIG. 13B and FIG. 13C. In this case the element 
layer idwill be layer id plus 1 minus 1. In this case it may be 
used to signal information related to layer of Scalable coded 
Video. The next syntax element is “nuh temporal id plus 1'. 
nuh temporal id plus 1 minus 1 may specify a temporal 
identifier for the NAL unit. The variable temporal identifier 
Temporal Id may be specified as TemporalId-nuh temporal 
id plus 1-1. 
0315 Referring to FIG. 14, a general NAL unit syntax 
structure is illustrated. The NAL unit header two byte syntax 
of FIG. 13 is included in the reference to nal unit header() of 
FIG. 14. The remainder of the NAL unit syntax primarily 
relates to the RBSP. 

0316. One existing technique for using the “nuh re 
served Zero 6 bits” is to signal scalable video coding infor 
mation by partitioning the 6 bits of the nuh reserved Zero 6 
bits into distinct bit fields, namely, one or more of a depen 
dency ID, a quality ID, a view ID, and a depth flag, each of 
which refers to the identification of a different layer of the 
scalable coded video. Accordingly, the 6 bits indicate what 
layer of the scalable encoding technique this particular NAL 
unit belongs to. Then in a data payload, such as a video 
parameter set (“VPS) extension syntax (“scalability type’) 
as illustrated in FIG. 15, the information about the layer is 
defined. The VPS extension syntax of FIG. 15 includes 4 bits 
for Scalability type (syntax element Scalability type) which 
specifies the scalability types in use in the coded video 
sequence and the dimensions signaled through layer id 
plus 1 (or layer id) in the NAL unit header. When the scal 
ability type is equal to 0, the coded video sequence conforms 
to the base specification, thus layer id plus 1 of all NAL units 
is equal to 0 and there are no NAL units belonging to an 
enhancement layer or view. Higher values of the scalability 
type are interpreted as illustrated in FIG. 16. 
0317. The layer id dim leni specifies the length, in 

bits, of the i-th scalability dimension ID. The sum of the 
values layer id dim leni for all i values in the range of 0 to 
7 is less than or equal to 6. The Vps extension byte align 
ment reserved Zero bit is Zero. The Vps layer idi speci 
fies the value of layer id of the i-th layer to which the follow 
ing layer dependency information applies. The num direct 
ref layersi specifies the number of layers the i-th layer 
directly depends on. The reflayer idii identifies the j-th 
layer the i-th layer directly depends on. 
0318. In this manner, the existing technique signals the 
scalability identifiers in the NAL unit and in the video param 
eterset to allocate the bits among the scalability types listed in 
FIG. 16. Then for each scalability type, FIG. 16 defines how 
many dimensions are Supported. For example, Scalability 
type 1 has 2 dimensions (i.e., spatial and quality). For each of 
the dimensions, the layer id dim leni defines the number 
of bits allocated to each of these two dimensions, where the 
total Sum of all the values of layer id dim leni is less than 
or equal to 6, which is the number of bits in the nuh reserved 
Zero 6 bits of the NAL unit header. Thus, in combination the 
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technique identifies which types of Scalability is in use and 
how the 6 bits of the NAL unit header are allocated among the 
scalability. 
0319. While such a fixed combination of different scal 
ability dimensions, as illustrated in FIG. 16, is suitable for 
many applications there are desirable combinations which are 
not included. Referring to FIG. 17, a modified video param 
eter set extension syntax specifies a scalability type for each 
bit in the nuh reserved Zero 6 bits syntax element. The 
Vps extension byte alignment reserved Zero bit is set to 0. 
The max num layers minus 1 bits indicates the total num 
ber of bits used for the syntax element in the first two bytes of 
the NAL unit header in FIG. 13 referred to as layer id plus 1 
or nuh reserved Zero 6 bits. The scalability mapi speci 
fies the scalability type for each bit in the layer id plus 1 
Syntax element. In some case the layer id plus 1 Sytax ele 
ment may be instead called nuh reserved Zero 6 bits or 
reserved Zero 6 bits syntax element. The scalability map for 
all the bits of the syntax element layer id plus 1 together 
specifies the scalability in use in the coded video sequence. 
The actual value of the identifier for each of the scalability 
types is signaled through those corresponding bits in the 
layer id plus 1 (nuh reserved Zero 6 bits) field in the NAL 
unit header. When scalability mapi is equal to 0 for all 
values of i, the coded video sequence conforms to the base 
specification, thus layer id plus 1 value of NAL units is equal 
to 0 and there are no NAL units belonging to an enhancement 
layer or view. The Vps layer idi specifies the value of lay 
er id of the i-th layer to which the following layer depen 
dency information applies. The num direct ref layersi 
specifies the number of layers the i-th layer directly depends 
on. The ref layer idi identifies the j-th layer the i-th layer 
directly depends on. 
0320 Higher values of scalability mapi are interpreted 
as shown in FIG. 18. The scalability map i includes the 
Scalability dimensions of(0) none; (1) spatial; (2) quality; (3) 
depth; (4) multiview; (5) unspecified; (6) reserved; and (7) 
reserved. 

0321. Therefore each bit in the NAL unit header is inter 
preted based on the 3 bits in the video parameter set of what 
is the scalability dimension (e.g., none, spatial, quality, depth, 
multiview, unspecified, reserved). For example, to signal that 
all the bits in layer id plus 1 correspond to spatial Scalability, 
the scalability map values in the VPS may be coded as 001 
001 001 001 001 001 for the 6 bits of the NAL unit header. 
Also for example, to signal that 3 bits in layer id plus 1 
correspond to spatial scalability and 3 bits correspond to 
quality scalability, the scalability map values in the VPS may 
be coded as 001 001001 010010010 for the 6 bits of the NAL 
Unit header. 

0322 Referring to FIG. 19, another embodiment includes 
the video parameter set signaling the number of Scalability 
dimensions in the 6 bits of the NAL unit header using the 
num Scalability dimensions minus 1. The num Scalability 
dimensions minus 1 plus 1 indicates the number of scalability 
dimensions signaled through the layer id plus 1; nuh re 
served Zero 6 bits; and/or reserved Zero 6 bits syntax ele 
ments. The scalability mapi has the same semantics as 
described above in relation to FIG. 17. The num bits for 
scalability mapi specifies the length in bits for the i'th scal 
ability dimension. The sum of all of the num bits for scal 
ability mapi for i=0, . . . num Scalability dimensions 
minus 1 is equal to six (or otherwise equal to the number of 
bits used for layer id plus 1; Vps reserved Zero 6 bits: 
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max num layers minus 1; reserved Zero 6 bits; nuh re 
served Zero 6 bits syntax elements). 
0323 With respect to FIG. 17 and FIG. 19 other variations 
may be used, if desired. In one embodiment for example, the 
Scalability mapi may be signaled with u(4) (or u(n) with 
n>3 or n<3). In this case the higher values of scalability map 
i may be specified as reserved forbitstreams conforming to 
a particular profile of the video technique. For example, Scal 
ability map values 6 . . . 15 may be specified as reserved 
when signaling scalability mapi with u(4). In another 
embodiment for example, Scalability mapi maybe signaled 
with ue(v) or some other coding scheme. In another embodi 
ment for example, a restriction may be specified such that the 
Scalability mapi values are arranged in monotonic non 
decreasing (or non-increasing) order. This results in various 
scalability dimension fields in the layer id plus 1 field in 
NAL unit header being contiguous. 
0324. Another existing technique for signaling the Scal 
able video coding using the “layer id plus 1' or “nuh re 
served Zero 6 bits’ syntax element is to map the layer id 
plus 1 in the NAL unit header to a layer identification by 
signaling a general lookup table in the video parameter set. 
Referring to FIG. 20, the existing technique includes a video 
parameter set that specifies the number of dimension types 
and dimension identifications for the i-th layer of the lookup 
table. In particular, the Vps extension byte alignment re 
served Zero bit is Zero. The num dimensions minusli 
plus 1 specifies the number of dimension types (dimension 
typei) and dimension identifiers (dimension idii) for 
the i-th layer. The dimension typeii specifies the j-th scal 
ability dimension type of the i-th layer, which has layer idor 
layer id plus 1 equal to i, as specified in FIG. 31. As illus 
trated in FIG. 21, the dimensions that are identified include of 
(O) view order idx: (1) depth flag; (2) dependency ID; (3) 
quality ID; (4)-(15) reserved. The dimension idi speci 
fies the identifier of the j-th scalability dimension type of the 
i-th layer, which when not present is inferred to be 0. The 
num direct ref layersi specifies the number of layers the 
i-th layer directly depends on. The reflayer idi identifies 
the j-th layer the i-th layer directly depends on. Unfortunately, 
the proposed embodiment illustrated in FIG. 20 results in an 
unwieldy large lookup table. 
0325 Referring to FIG.22, a modified video parameterset 
extension includes a scalability mask that is used in combi 
nation with a scalability dimension. The Scalability mask 
signals a pattern of 0 and 1 bits with each bit corresponding to 
one scalability dimension as indicated by the Scalability map 
syntax of FIG. 23. A value of 1 for a particular scalability 
dimension indicates that this scalability dimension is present 
in this layer (i'th layer). A value of 0 for a particular scalability 
dimension indicates that this scalability dimension is not 
present in this layer (i'th layer). For example, a set of bits of 
00100000 refers to quality scalability. The actual identifier 
value of the particular scalability dimension that is present is 
indicated by the scalability id value signaled. The values 
of num Scalability typesi is equal to the sum of number of 
bits in the scalability mask having value of 1. Thus 

7 

num scalability typesi = X. scalability maski (k). 
ik=0 
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The scalability id indicates the j-th scalability dimensions 
identifier value for the type of scalability values that are 
signaled by the scalability mask value. 
0326 Referring to FIG. 24, a modification of FIG. 22, 
includes the Scalability mask being signaled outside the loop. 
This results in one common mask for each layer identifica 
tion. Referring to FIG. 25, in this modification a correspond 
ing exemplary video parameter set may include the Scalable 
identification with the scalability mask not being included. In 
this case the syntax element scalable idi has same interpre 
tation as the syntax element scalability id in FIG. 22. 
0327. Referring to FIG. 26 a modification of FIG. 22 
includes the scalability mask (Scalability mask) being sig 
naled outside the loop. This results in one common mask for 
each layer identification. The scalability mask signals a pat 
tern of 0 and 1 bits with each bit corresponding to one scal 
ability dimension as indicated by the Scalability map syntax 
of FIG. 27. A value of 1 for a particular scalability dimension 
indicates that this scalability dimension is present in this layer 
(i'th layer). A value of 0 for a particular scalability dimension 
indicates that this scalability dimension is not present in this 
layer (i'th layer). For example, a set of bits of 00100000 refers 
to quality scalability. The actual identifier value of the par 
ticular scalability dimension that is present is indicated by the 
Scalability id value signaled. The values of num Scalabil 
ity typesi is equal to the Sum of number of bits in the 
Scalability mask having value of 1. Thus 
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NumScalabilityTypesi = X. scalability mask(k). 
ik=0 

In this case the scalability id variable may instead be called 
dimension idii variable. dimension idii specifies the 
scalability identifier of the j-th scalability dimension of the 
i-th layer. Then a variable Scalability Idi is derived as 
follows. 

for( i = 1; i <= vps max layers minus 1; i++) { 
for(k=0,.j=0; k=15; k++) { 

if(Scalability mask(k)==1) 
Scalability Idik=dimension idi---- 

else 
ScalabilityIdik=0; 

Where the ScalabilityIdik signals dimension ID for the 
corresponding Scalability type as follows. 

k ScalabilityIdik 
O Dependency Idik 
1 QualityIdik 
2 depthFlagik 
3 ViewIdik 

4-15 Reserved 

0328. Where DependencyIdi 1 is the dependency ID 
for the spatial scalability dimension for the i-th layer, Quali 
tyIdi2 is the quality ID for the quality scalability dimen 
sion for the i-th layer, depth Flag i3 is the depth flag?depth 
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ID for the depth scalability dimension for the i-th layer, and 
View Idi 4 is the view ID for the multiview scalability 
dimension for the i-th layer. 
Also in FIG. 26 avc base codec flag equal to 1 specifies that 
the base layer conforms to Rec. ITU-T H.264|ISO/IEC 
14496-10, and avc base codec flag equal to 1 specifies to 
HEVC. Vps nuh layer id present flag indicates if layer 
id in nuhi variable which signals the value of layer id in 
NAL unit header is signaled. 
0329. In another embodiment one or more of the syntax 
elements scalability maski, Scalability mask, Scalability 
idj may be signaled using different number of bits than u(8). 
For example they could be signaled with u(16) (or u(n) with 
n>8 or n-8). In another embodiment one or more of these 
Syntax element could be signaled with ue(v). In another 
embodiment the scalability mask may be signaled in the 
NAL unit header in layer id plus 1; Vps reserved Zero 6 
bits; max num layers minus 1; reserved Zero 6 bits; and/ 
or nuh reserved Zero 6 bits syntax elements. In some 
embodiments the system may do this only for VPSNAL units, 
or only for non-VPS NAL units, or for all NAL units. In yet 
another embodiment scalability mask may be signaled per 
picture anywhere in the bitstream. For example it may be 
signaled in slice header, picture parameter set, video param 
eterset, or any other parameter set or any other normative part 
of the bistream. 

0330. It should be noted that FIGS. 13, 15, 18, 20, 21, 22, 
23 and corresponding description refer to 6 bits since the 
Syntax element nuh reserved Zero 6 bits or layer id plus 1 
in NAL unit header of FIG. 13 has 6 bits. However all the 
above description can be suitably modified if that syntax 
element used a different number of bits than 6 bits. For 
example if that syntax element (nuh reserved Zero 6 bits or 
layer id plus 1) instead used 9 bits then in FIG. 17 the value 
ofmax num layer minus 1 bits will be 9 and the scalability 
mapi will be signaled for each of the 9 bits instead of 6 bits. 
0331 Referring to FIG.24 a modification of FIG.22 pro 
vides syntax for signaling layer dependency information. 
New Syntax element layer dependency information pattern 
is defined. layer dependency information pattern signals a 
pattern of 0 and 1 bits with the length equal to Vps max 
layers minus 1. A value of Ofori'th bit indicates that the layer 
with layer id (i+1) is an independent layer. A value of 1 for 
i'th bit indicates that the layer with layer id (i+1) is a depen 
dent layer which depends on one or more of other layers. 
The values of Numeplayers is equal to the sum of number 
of bits in the layer dependency information pattern having 
value of 1. Thus 

NumDepLayers = 

wps inax layer ninisl-l 
X. layer dependency information pattern(k). 
ik=0 

0332 Referring to FIG.29 a modification of FIG. 26 pro 
vides syntax for signaling layer dependency information. 
New Syntax element layer dependency flagi is defined. 
layer dependency flagi signals if a layer depends on other 
layers. A value of 0 for the flag indicates that the layer with 
layer id i is an independent layer. A value of 1 for i'th bit 
indicates that the layer with layer id i is a dependent layer. 
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0333 Referring to FIG.30 a modification of FIG. 26 pro 
vides syntax for signaling layer dependency information. 
New Syntax element layer dependency map i is defined. 
layer dependency mapi signals a pattern of 0 and 1 bits 
with the length equal to Vps max layers minus 1. A value of 
0 for k'th bit of layer dependency mapi indicates that the 
layer i does not depend on layer with layer id (k+1). A value 
of 1 fork'th bit of layer dependency mapi indicates that the 
layer i depends on layer with layer id (k+1). 
0334 Referring to FIG.31 a modification of FIG. 26 pro 
vides syntax for signaling layer dependency information. 
New Syntax element layer dependency information pattern 
is defined. layer dependency information pattern signals a 
pattern of 0 and 1 bits with the length equal to Vps max 
layers minus 1. A value of Ofori'th bit indicates that the layer 
with layer id (i+1) is an independent layer. A value of 1 for 
i'th bit indicates that the layer with layer id (i+1) is a depen 
dent layer which depends on one or more of other layers. The 
values of NumDepLayers is equal to the sum of number of 
bits in the layer dependency information pattern having 
value of 1. Thus 

NumDepLayers = 

wps inax layer ninisl-l 
X. layer dependency information pattern(k). 
ik=0 

layer dependency mapi signals a pattern of 0 and 1 bits 
with the length equal to Vps max layers minus 1. A value of 
0 for k'th bit of layer dependency mapi indicates that the 
layer i does not depend on layer with layer id (k+1). A value 
of 1 fork'th bit of layer dependency mapi indicates that the 
layer i depends on layer with layer id (k+1). 
0335 Referring to FIG.32 a modification of FIG. 26 pro 
vides syntax for signaling layer dependency information. 
FIG. 28 is a variant syntax based on syntax in FIG. 27. New 
Syntax element layer dependency information pattern is 
defined. 
layer dependency information pattern signals a pattern of 0 
and 1 bits with the length equal to Vps max layers minus1. 
A value of 0 for i'th bit indicates that the layer with layer id 
(i+1) is an independent layer. A value of 1 for i'th bit indicates 
that the layer with layer id (i+1) is a dependent layer which 
depends on one or more of other layers. 
The values of Numeplayers is equal to the sum of number 
of bits in the layer dependency information pattern having 
value of 1. Thus 

NumDepLayers = 

wps inax layer ninisl-l 
X. layer dependency information pattern(k). 
ik=0 

Syntax elements num direct ref layersi and reflayer idi 
are signaled only when layer dependency information 

pattern(i) has a value of 1. Where layer dependency infor 
mation pattern(i) is the i'th bit of the syntax element layer 
dependency pattern. 
0336 Referring to FIG.33 a modification of FIG. 26 pro 
vides syntax for signaling layer dependency information. 
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FIG. 29 is a variant syntax based on syntax in FIG. 31. New 
Syntax element layer dependency information pattern is 
defined. 
layer dependency information pattern signals a pattern of 0 
and 1 bits with the length equal to Vps max layers minus1. 
A value of 0 for i'th bit indicates that the layer with layer id 
(i+1) is an independent layer. A value of 1 for i'th bit indicates 
that the layer with layer id (i+1) is a dependent layer which 
depends on one or more of other layers. 
The values of Numeplayers is equal to the sum of number 
of bits in the layer dependency information pattern having 
value of 1. Thus 

NumDepLayers = 

wps inax layer ninisl-l 
X. layer dependency information pattern(k). 
ik=0 

layer dependency mapi signals a pattern of 0 and 1 bits 
with the length equal to Vps max layers minus 1. A value of 
0 for kth bit of layer dependency mapi indicates that the 
layer i does not depend on layer with layer id (k+1). A value 
of 1 fork'th bit of layer dependency mapi indicates that the 
layeri depends on layer with layer id (k+1). Syntax elements 
layer dependency mapi is signaled only when layer de 
pendency information pattern(i) has a value of 1. Where 
layer dependency information pattern(i) is the i'th bit of the 
Syntax element layer dependency pattern. 
0337. In another embodiment layer dependency infor 
mation pattern Syntax element may be signaled as a set of 1 
bit flag values. In this case a total of Vps max layers minus 1 
1 bit values will be signaled as: 

for( i = 1; i <= vps max layers minus 1 ; i++) 
{ 

layer dependency information pattern flagsi: 

0338. In another embodiment layer dependency mapi 
Syntax element may be signaled as a set of 1 bit flag values. In 
this case a total of Vps max layers minus 1 1 bit values will 
be signaled as: 

for(j = 1;<= vps max layers minus 1; ++) 

layer dependency map valuesi; 

0339. In another embodiment one or more of the syntax 
elements layer dependency information pattern, layer de 
pendency map may be signaled using a known fixed number 
of bits instead of u(v). For example they could be signaled 
using u(64). 
0340. In another embodiment one or more of or more of 
the syntax elements layer dependency information pattern, 
layer dependency map may be signaled with ue(v) or some 
other coding scheme. 
0341. In another embodiment the names of various syntax 
elements and their semantics may be altered by adding a plus 1 
or plus2 or by Subtracting a minus 1 or a minus2 compared to 
the described syntax and semantics. 
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0342. In yet another embodiment various syntax elements 
Such as layer dependency information pattern, layer de 
pendency map, layer dependency flagi etc. may be sig 
naled per picture anywhere in the bitstream. For example it 
may be signaled in slice header, ppS/SpS/VpS/aps or any other 
parameter set or other normative part of the bitstream. 
0343 As previously described, scalable video coding is a 
technique of encoding a video bitstream that also contains 
one or more subset bitstreams. A subset video bitstream may 
be derived by dropping packets from the larger video to 
reduce the bandwidth required for the subset bitstream. The 
Subset bitstream may represent a lower spatial resolution 
(smaller screen), lower temporal resolution (lower frame 
rate), or lower quality video signal. For example, a video 
bitstream may include 5 subset bitstreams, where each of the 
subset bitstreams adds additional content to a base bitstream. 
Hannuksela, et al., “Test Model for Scalable Extensions of 
High Efficiency Video Coding (HEVC). JCTVC-L0453, 
Shanghai, October 2012, is hereby incorporated by reference 
herein in its entirety. Chen, et al., “SHVC Draft Text 1.” 
JCTVC-L1008, Geneva, March, 2013, is hereby incorporated 
by reference herein in its entirety. 
0344 As previously described, multi-view video coding is 
a technique of encoding a video bitstream that also contains 
one or more other bitstreams representative of alternative 
views. For example, the multiple views may be a pair of views 
for stereoscopic video. For example, the multiple views may 
represent multiple views of the same scene from different 
viewpoints. The multiple views generally contain a large 
amount of inter-view statistical dependencies, since the 
images are of the same scene from different viewpoints. 
Therefore, combined temporal and inter-view prediction may 
achieve efficient multi-view encoding. For example, a frame 
may be efficiently predicted not only from temporally related 
frames, but also from the frames of neighboring viewpoints. 
HannukSela, et al., “Common specification text for Scalable 
and multi-view extensions. JCTVC-L0452, Geneva, January 
2013, is hereby incorporated by reference herein in its 
entirety. Tech, et. al. “MV-HEVC Draft Text 3 (ISO/IEC 
23008-2:201x/PDAM2). JCT3V-C1004 d3, Geneva, Janu 
ary 2013, is hereby incorporated by reference herein in its 
entirety. 
(0345 Chen, et al., “SHVC Draft Text 1. JCTVC-L1008, 
Geneva, January 2013; Hannuksela, et al. “Test Model for 
Scalable Extensions of High Efficiency Video Coding 
(HEVC). JCTVC-L0453-spec-text, Shanghai, October 
2012; and Hannuksela, “Draft Text for Multiview Extension 
of High Efficiency Video Coding (HEVC). JCTVC-L0452 
spec-text-r1, Shanghai, October 2012; each of which is incor 
porated by reference herein in its entirety, each have an output 
order decoded picture buffer (DPB) which operates based on 
using sps max num reorder pics HighestTid, Sps max 
latency increase plus 1 HighestTid and sps max dec pic 
buffering HighestTid syntax elements for the output and 
removal of pictures 0 from the DPB. This information is 
signaled in the video parameter set for the base layer, which 
provides buffering information for the video content includ 
ing the enhancement layers, if any. 
0346. It was determined that signaling the output order 
decoded picture buffer (DPB) based on using sps max num 
reorder pics HighestTid, Sps max latency increase plus 1 
HighestTid and sps max dec pic buffering HighestTid 
Syntax elements for the output and removal of pictures from 
the DPB does not account for the buffer characteristics that 
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may result from Scalable video coding, such as when different 
numbers of enhancement layers are used which tends to vary 
after the content has been encoded based upon the user's 
viewing preferences, and the multi-view enhancement layers 
which tends to vary after the content has been encoded based 
upon the user's viewing preferences. Also it was determined 
that signaling the output order decoded picture buffer (DPB) 
based on using sps max num reorder pics HighestTid. 
Sps max latency increase plus1HighestTid and Sps 
max dec pic buffering HighestTid syntax elements for the 
output and removal of pictures from the DPB may not be 
optimal in terms of the memory usage of the DPB when 
decoder operates at a certain operation point and/or is output 
ting selected output layer set. To accommodate such differ 
ences in the viewing preferences, the output order decoded 
picture buffer (DPB) may further and/or alternatively be 
based upon Such syntax elements being included together 
with the video parameter set extension (VPS extension) to 
provide syntax elements for one or more of the enhancement 
layers. In this manner the syntax elements may be selected to 
be especially suitable for the particular operation point or 
output layer set, which tends to correspond to the user's 
viewing preferences. 
0347 The DPB buffering related parameters, vps max 
dec pic buffering minus 1, Vps max num reorder pics, 
Vps max latency increase plus 1 may be signaled for Sub 
layers for the CVS for one or more operation points and/or for 
output layer sets in VPS extension. Similarly, the system may 
define the operation and bumping process for the output order 
DPB to use the above signalled DPB buffering parameters 
from the VPS extension if they are signalled for the operation 
point under test or for the selected output layer set. Otherwise 
the corresponding SPS level parameters from the active SPS 
(when currLayerId which corresponds to nuh layer id of the 
current picture is equal to 0) or from the active layer SPS 
depending upon the layer id of the current layer are used. 
0348 Referring to FIG.34A, an exemplary modified Vps 
extension is illustrated. The modified Vps extension includes 
new syntax, namely, num op dpb info parameters and 
operation point layer set idxi. This modified Vps exten 
sion may be defined in terms of the operation point which is 
a bitstream created from another bitstream by operation of a 
sub-bitstream extraction process with the another bitstream, a 
target highest Temporald, and a target layer identifier list as 
inputs. 
0349 num output layer sets specifies the number of 
layer sets for which output layers are specified with output 
layer set indexi and output layer flag IsIdx. When not 
present, the value of num output layer sets is inferred to be 
equal to 0. A layer set describing output layers is an output 
layer set. 
0350 output layer set idxi specifies the index Isldx of 
the layer set for which output layer flag Isldx is present. 
0351 output layer flag Isldx equal to 1 specifies that 
the layer with nuh layer id equal to j is a target output layer 
of the IsIdx-th layer set. A value of output layer flag Isldx 

equal to 0 specifies that the layer with nuh layer id equal 
to j is not a target output layer of the IsIdX-th layer set. 
0352. The num op dpb info parameters specifies the 
number of op dpb parameters() syntax structures present in 
the VPS extension RBSP defined in terms of the operation 
point. The num op dpb info parameters decoders is in the 
range of 0 to Vps num layer sets minus 1, inclusive. 
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0353. The operation point layer set idxi specifies the 
index, into the list of layer sets defined by operation points to 
which the i-th op dpb info parameters() syntax structure in 
the VPS extension applies. The value of operation point 
layer set idxi may be in the range of 0 to Vps num layer 
sets minus 1, inclusive. For bitstream conformance the 
operation point layer set idxi is not equal to operation 
point layer set idx for any not equal to i. 
0354 Referring to FIG. 35A, the op dpb info param 
eters specifies Vps max Sub layers minus 1. Vps Sub 
layer ordering info present flag. Vps max dec pic 
buffering minus lik, Vps max num reorder picsik. 
and Vps max latency increase plus 1jk. 
0355 The Vps max sub layers minus 1 plus 1 indi 
cates how many Sub layers are included. The Vps max Sub 
layers minus 1 plus 1 specifies the maximum number of 
temporal sub-layers that may be present in the CVS for layer 
with nuh layer id equal to j. The value of Vps max Sub 
layers minus 1 is in the range of 0 to 6, inclusive. 
0356. The Vps Sub layer ordering info present flag 
indicates whether the syntax is for one set including all layers 
or for each individual layer. The Vps Sub layer ordering 
info present flag equal to 1 specifies that Vps max dec 
pic buffering minus lik, Vps max num reorder pics 
k, and Vps max latency increase plus lik are present 
for layer with nuh layer id equal to for vps max Sub 
layers minus 1+1 Sub-layers. The Vps Sub layer order 
ing info present flag equal to 0 specifies that the values of 
Vps max decpic buffering minus livps max Sub lay 
ers minus 1j. Vps max num reorder pics IVps max 
Sub layers minusli, and Vps max latency increase 
plus livps max Sub layers minus 1 apply to all Sub 
layers for layer with nuh layer id equal to j. 
0357 The Vps max dec pic buffering minus lik 
plus 1 specifies the maximum required size of the decoded 
picture buffer for the CVS for layer with nuh layer id equal 
to j in units of picture storage buffers when HighestTid is 
equal to k. The value of vps max dec pic buffering minus 1 
jk shall be in the range of 0 to MaxDpbSize-1 (as specified 
in Subclause A.4), inclusive. When k is greater than 0, Vps 
max dec pic buffering minus lik shall be greater than or 
equal to Vps max dec pic buffering minus lik-1. 
When Vps max dec pic buffering minus lik is not 
present for k in the range of 0 to Vps max Sub layers mi 
nus 1-1, inclusive, due to Vps Sub layer ordering info 
present flag being equal to 0, it is inferred to be equal to 
Vps max decpic buffering minus 1jVps max Sub lay 
ers minus 1. 
0358. The Vps max num reorder picsik indicates the 
maximum allowed number of pictures that can precede any 
picture in the CVS for layer with nuh layer id equal to j in 
decoding order and follow that picture in output order when 
HighestTid is equal to k. The value of Vps max num reor 
der picsik shall be in the range of 0 to Vps max dec pic 
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icturesk, which specifies the maximum number of pic 
tures that can precede any picture in the CVS for layer with 
nuh layer idequal to in output order and follow that picture 
in decoding order when HighestTid is equal to k. 
0360. When Vps max latency increase plus 1jk is not 
equal to 0, the value of VpsMaxLatency Picturesk may be 
specified as follows: 
0361 VpsMaxLatency Picturesk=vps max num re 
order picsk+Vps max latency increase plus lik-1 
When Vps max latency increase plus lik is equal to 0. 
no corresponding limit is expressed. 
0362. The value of Vps max latency increase plus 1 
(k) is in the range of 0 to 2-2, inclusive. When vps max 
latency increase plus lik is not present fork in the range 
of 0 to Vps max Sub layers minus 1-1, inclusive, due to 
Vps Sub layer ordering info present flag being equal to 
0, it is inferred to be equal to Vps max latency increase 
plus livps max Sub layers minus 1. 
0363 The Vps max sub layers minus lid I plus 1 
specifies the maximum number of temporal Sub-layers that 
may be present in the CVS for layer with nuh layer id equal 
to for the operation point associated with indexid. The value 
of Vps max Sub layers minuslid shall be in the range 
of 0 to 6, inclusive. 
0364 The Vps Sub layer ordering info present flagid 

equal to 1 specifies that Vps max dec pic buffering mi 
nuslidijk. Vps max num reorder picSidik, and 
Vps max latency increase plus lidik are present for 
layer with nuh layer id equal to j for the operation point 
associated with index id for Vps max Sub layers minus 1 
id+1 Sub-layers. Vps Sub layer ordering info present 
flagidj equal to 0 specifies that the values of Vps max 
dec pic buffering minuslidivps max Sub layers 
minus lid. Vps max num reorder picsidjVps 
max. Sub layers minuslidi, and Vps max latency 
increase plus lid Vps max Sub layers minus lid 
apply to all Sub-layers for layer with nuh layer id equal to 
for the operation point associated with index id. 
0365. The Vps max dec pic buffering minuslidik 
plus 1 specifies the maximum required size of the decoded 
picture buffer for the CVS for layer with nuh layer id equal 
to for the operation point associated with index id in units of 
picture storage buffers when HighestTid is equal to k. The 
value of Vps max dec pic buffering minuslidik shall 
be in the range of 0 to MaxDpbSize-1 (as specified in sub 
clause A.4), inclusive. When k is greater than 0, Vps max 
dec pic buffering minuslidik shall be greater than or 
equal to Vps max dec pic buffering minuslidik-1. 
When Vps max dec pic buffering minuslidik is not 
present for k in the range of 0 to Vps max Sub layers mi 
nuslidi-1, inclusive, due to Vps Sub layer ordering 
info present flagidj being equal to 0, it is inferred to be 
equal to Vps max dec pic buffering minuslidivps 
max. Sub layers minus lid. 

buffering minus lik, inclusive. When k is greater than 0. 
Vps max num reorder picsik is greater than or equal to 
Vps max num reorder picsik-1. When Vps max num 
reorder picsik is not present for k in the range of 0 to 
Vps max Sub layers minus 1-1, inclusive, due to Vps 
Sub layer ordering info present flag being equal to 0, it 
is inferred to be equal to vps max num reorder picsvps 
max. Sub layers minus 1. 
0359 The Vps max latency increase plus 1jk not 
equal to 0 is used to compute the value of VpsMaxLatencyP 

0366. The Vps max num reorder pics idjk indi 
cates the maximum allowed number of pictures that can pre 
cede any picture in the CVS for layer with nuh layer idequal 
to for the operation point associated with index id in decod 
ing order and follow that picture in output order when High 
estTid is equal tok. The value of vps max num reorder pics 
idjk shall be in the range of 0 to Vps max dec pic 
buffering minuslidik, inclusive. When k is greater than 
0, Vps max num reorder picSidikshall be greater than 
or equal to Vps max num reorder pics idk-1. When 
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Vps max num reorder picSidik is not present for k in 
the range of 0 to Vps max Sub layers minuslidi-1, 
inclusive, due to Vps Sub layer ordering info present flag 
idj being equal to 0, it is inferred to be equal to Vps max 
num reorder pics idivps max Sub layers minus lid 
j. 
0367 The Vps max latency increase plus lid k not 
equal to 0 is used to compute the value of VpsMaxLatencyP 
icturesidik, which specifies the maximum number of 
pictures that can precede any picture in the CVS for layer with 
nuh layer idequal to for the operation point associated with 
index id in output order and follow that picture in decoding 
order when HighestTid is equal to k. 
0368. When Vps max latency increase plus 1 idik is 
not equal to 0, the value of VpsMaxLatency Picturesidik 
is specified as follows: 

0369 VpsMaxLatency Picturesidik=vps max 
num reorder picSidik+Vps max latency in 
crease plus lid k-1 

0370. When Vps max latency increase plus 1 idik is 
equal to 0, no corresponding limit is expressed. 
0371. The value of Vps max latency increase plus lid 
jk shall be in the range of 0 to 2-2, inclusive. When 
Vps max latency increase plus lidik is not present for 
k in the range of 0 to Vps max Sub layers minuslidi-1, 
inclusive, due to Vps Sub layer ordering info present flag 
idj being equal to 0, it is inferred to be equal to Vps max 
latency increase plus lid Vps max Sub layers minus 1 
idj. 
0372 Referring to FIG. 35 B, the op dpb info param 
eters may be further modified as shown to op dpb info 
parameters(id). In this case the syntax of VPS extension may 
be as illustrated in FIG. 34B. The hypothetical reference 
decoder (HRD) is used to check bitstream and decoder con 
formance. Two types of bitstreams or bitstream subsets are 
subject to HRD conformance checking for the Joint Collabo 
rative Team on Video Coding (JCT-VC). The first type, called 
a Type I bitstream, is a NAL unit stream containing only the 
VCL NAL units and NAL units with nal unit type equal to 
FD NUT (filler data NAL units) for all access units in the 
bitstream. The second type, called a Type II bitstream, con 
tains, in addition to the VCL NAL units and filler data NAL 
units for all access units in the bitstream, at least one of (a) 
additional non-VCL NAL units other than filler data NAL 
units, and (b) all leading Zero 8bits, Zero byte, start code 
prefix one 3 bytes, and trailing Zero 8 bits syntax ele 
ments that form a byte stream from the NAL unit stream. 
0373 The syntax elements of non-VCL NAL units (or 
their default values for some of the syntax elements), required 
for the HRD, are specified in the semantic subclauses of 
clause 7, Annexes D and E. 
0374. Two types of HRD parameter sets (NAL HRD 
parameters and VCL HRD parameters) are used. The HRD 
parameter sets are signalled through the hird parameters.( ) 
syntax structure, which may be part of the SPS syntax struc 
ture or the VPS syntax structure. 
0375 Multiple tests may be needed for checking the con 
formance of a bitstream, which is referred to as the bitstream 
under test. For each test, the following steps apply in the order 
listed: 
0376 (1) An operation point under test, denoted as Targe 
tOp, is selected. The layer identifier list OpLayerIdList of 
TargetOp consists of the list of nuh layer id values, in 
increasing order of nuh layer id values, present in the bit 
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stream subset associated with TargetOp, which is a subset of 
the nuh layer id values present in the bitstream under test. 
The OpTid of TargetOp is equal to the highest Temporalld 
present in the bitstream subset associated with TargetOp. 
0377 (2) TargetDeclayerIdList is set equal to OpLay 
erIdList of TargetOp. HighestTid is set equal to OpTid of 
TargetOp, and the Sub-bitstream extraction process as speci 
fied in clause 10 is invoked with the bitstream under test, 
HighestTid, and TargetDecayerIdList as inputs, and the out 
put is assigned to BitstreamToDecode. 
0378 (3) The hird parameters() syntax structure and the 
Sub layer hird parameters( ) syntax structure applicable to 
TargetOp are selected. If TargetDeclayerIdList contains all 
nuh layer id values present in the bitstream under test, the 
hird parameters() syntax structure in the active SPS (or pro 
vided through an external means not specified in this Speci 
fication) is selected. Otherwise, the hird parameters() syntax 
structure in the active VPS (or provided through some exter 
nal means not specified in this Specification) that applies to 
TargetOp is selected. Within the selected hird parameters() 
syntax structure, if BitstreamToDecode is a Type I bitstream, 
the Sub layer hird parameters(HighestTid) syntax structure 
that immediately follows the condition “if(vcl hird param 
eters present flag) is selected and the variable NalHrdMo 
deFlag is set equal to 0; otherwise (BitstreamToDecode is a 
Type II bitstream), the Sub layer hird parameters(Highest 
Tid) syntax structure that immediately follows either the con 
dition “if(Vcl hird parameters present flag)” (in this case 
the variable NalHrdModeFlag is set equal to 0) or the condi 
tion “if(nal hird parameters present flag)” (in this case the 
variable NalHrdModeFlag is set equal to 1) is selected. When 
BitstreamToDecode is a Type II bitstream and NalHrdMode 
Flag is equal to 0, all non-VCL NAL units except filler data 
NAL units, and all leading Zero 8 bits, Zero byte, start 
code prefix one 3 bytes, and trailing Zero 8 bits syntax 
elements that form a byte stream from the NAL unit stream 
(as specified in Annex B), when present, are discarded from 
BitstreamToDecode, and the remaining bitstream is assigned 
to BitstreamToDecode. 
0379. In another case Multiple tests may be needed for 
checking the conformance of a bitstream, which is referred to 
as the bitstream under test. For each test, the following steps 
apply in the order listed: 
0380 (1) An output layer set under test, denoted as Targe 
tOpLs is selected. The operation point referred in TargetOpLs 
by output layer set idx identifies the operation point 
under test. The output layer identifier list OpLayerIdList of 
TargetOp S consists of the list of nuh layer id values, in 
increasing order of nuh layer id values, present in the bit 
stream Subset associated with TargetOp and TargetOps, 
which is a Subset of the nuh layer id values present in the 
bitstream under test. The OpTid of TargetOp is equal to the 
highest Temporald present in the bitstream Subset associated 
with TargetOp. 
0381 (2) TargetDecLayerIdList is set equal to target 
decoded layer identifier list targetDLayerIdList for the 
selected output layer set TargetOps, HighestTid is set equal 
to OpTid of TargetOp, and the sub-bitstream extraction pro 
cess as specified in clause 10 is invoked with the bitstream 
under test, HighestTid, and TargetDecayerIdList as inputs, 
and the output is assigned to BitstreamToDecode. 
0382 (3) The hird parameters() syntax structure and the 
Sub layer hird parameters( ) syntax structure applicable to 
TargetOp are selected. If TargetDeclayerIdList contains all 
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nuh layer id values present in the bitstream under test, the 
hird parameters() syntax structure in the active SPS (or pro 
vided through an external means not specified in this Speci 
fication) is selected. Otherwise, the hird parameters() syntax 
structure in the active VPS (or provided through some exter 
nal means not specified in this Specification) that applies to 
TargetOp is selected. Within the selected hird parameters() 
syntax structure, if BitstreamToDecode is a Type I bitstream, 
the Sub layer hird parameters(HighestTid) syntax structure 
that immediately follows the condition “if(vcl hird param 
eters present flag) is selected and the variable NalHrdMo 
deFlag is set equal to 0; otherwise (BitstreamToDecode is a 
Type II bitstream), the Sub layer hird parameters(Highest 
Tid) syntax structure that immediately follows either the con 
dition “if(Vcl hird parameters present flag)” (in this case 
the variable NalHrdModeFlag is set equal to 0) or the condi 
tion “if(nal hird parameters present flag)” (in this case the 
variable NalHrdModeFlag is set equal to 1) is selected. When 
BitstreamToDecode is a Type II bitstream and NalHrdMode 
Flag is equal to 0, all non-VCL NAL units except filler data 
NAL units, and all leading Zero 8 bits, Zero byte, start 
code prefix one 3 bytes, and trailing Zero 8 bits syntax 
elements that form a byte stream from the NAL unit stream 
(as specified in Annex B), when present, are discarded from 
BitstreamToDecode, and the remaining bitstream is assigned 
to BitstreamToDecode. 
0383. A conforming decoder may fulfil all requirements 
specified in this subclause. 
0384 (1) A decoder claiming conformance to a specific 
profile, tier and level shall be able to successfully decode all 
bitstreams that conform to the bitstream conformance 
requirements specified in Subclause C.4, in the manner speci 
fied in Annex A, provided that all VPSs, SPSs and PPSs 
referred to in the VCL NAL units, and appropriate buffering 
period and picture timing SEI messages are conveyed to the 
decoder, in a timely manner, either in the bitstream (by non 
VCL NAL units), or by external means not specified in this 
Specification. 
0385 (2) When a bitstream contains syntax elements that 
have values that are specified as reserved and it is specified 
that decoders shall ignore values of the syntax elements or 
NAL units containing the syntax elements having the 
reserved values, and the bitstream is otherwise conforming to 
this Specification, a conforming decoder shall decode the 
bitstream in the same manner as it would decode a conform 
ing bitstream and shall ignore the syntax elements or the NAL 
units containing the syntax elements having the reserved val 
ues as specified. 
0386 There are two types of conformance of a decoder: 
output timing conformance and output order conformance. 
0387 To check conformance of a decoder, test bitstreams 
conforming to the claimed profile, tier and level, as specified 
in subclause C.4 are delivered by a hypothetical stream sched 
uler (HSS) both to the HRD and to the decoder under test 
(DUT). All cropped decoded pictures output by the HRD 
shall also be output by the DUT, each cropped decoded pic 
ture output by the DUT shall be a picture with PicOutputFlag 
equal to 1, and, for each Such cropped decoded picture output 
by the DUT, the values of all samples that are output shall be 
equal to the values of the samples produced by the specified 
decoding process. 
0388 For output timing decoder conformance, the HSS 
operates as described above, with delivery schedules selected 
only from the subset of values of SchedSelIdx for which the 
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bit rate and CPB size are restricted as specified in Annex A for 
the specified profile, tier and level, or with “interpolated 
delivery schedules as specified below for which the bit rate 
and CPB size are restricted as specified in Annex A. The same 
delivery schedule is used for both the HRD and the DUT. 
(0389. When the HRD parameters and the buffering period 
SEI messages are present with cpb cnt minus 1 HighestTid 
greater than 0, the decoder shall be capable of decoding the 
bitstream as delivered from the HSS operating using an 
“interpolated delivery schedule specified as having peak bit 
rater, CPB size c(r), and initial CPB removal delay (f(r), r) 
as follows: 

=(r-BitRateSchedSelIdx-1)(BitRateSched 
SelIdx-BitRateSchedSelIdx-1), (C-22) 

c(r)= |*CpbSize SchedSelIdx+(1-11. *CpbSize 
SchedSelIdx-1), (C-23) 

f(r)=. InitCpbRemoval Delay SchedSelIdx*BitRate 
SchedSelIdx+(1- ). InitCpbRemovalDelay 
SchedSelIdx-1)*BitRateSchedSelIdx-1) 

0390 for any SchedSelldx>0 and r such that BitRate 
SchedSelIdx-1 K-r-BitRate SchedSelIdx such that rand 
c(r) are within the limits as specified in Annex A for the 
maximum bit rate and buffer size for the specified profile, tier 
and level. The InitCpbRemovalDelaySchedSelIdx can be 
different from one buffering period to another and have to be 
re-calculated. 
0391) For output timing decoder conformance, an HRD as 
described above is used and the timing (relative to the delivery 
time of the first bit) of picture output is the same for both the 
HRD and the DUT up to a fixed delay. 

(C-24z) 

0392 For output order decoder conformance, the follow 
ing applies: 
0393 (1) The HSS delivers the bitstream BitstreamToDe 
code to the DUT “by demand from the DUT meaning that 
the HSS delivers bits (in decoding order) only when the DUT 
requires more bits to proceed with its processing. This means 
that for this test, the coded picture buffer of the DUT could be 
as Small as the size of the largest decoding unit. 
0394 (2) A modified HRD as described below is used, and 
the HSS delivers the bitstream to the HRD by one of the 
schedules specified in the bitstream BitstreamToDecode such 
that the bit rate and CPB size are restricted as specified in 
Annex A. The order of pictures output shall be the same for 
both the HRD and the DUT. 
0395 (3) The HRD CPB size is given by CpbSize Sched 
Selldx as specified in subclause E.2.3, where SchedSelIdx 
and the HRD parameters are selected as specified in sub 
clause C.1. The DPB size is given by sps max dec pic 
buffering minus 1 HighestTid+1 from the active SPS (when 
nuh layer id for the current decoded picture is equal to 0) or 
from the active layer SPS for the value of nuh layer id of the 
current decoded picture. In some cases, if operation point 
DPB information parameters op dpb info parameters() are 
present for the selected output layerset, The DPB size is given 
by Vps max dec pic buffering minus1HighestTid when 
currayerId is equal to 0 or is set to Vps max dec pic 
buffering minus 1 CurrLayerIdHighestTid for the cur 
rLayerId for the operation point under test when currLayerId 
is greater than 0, where currLayerId is the nuh layer id of the 
current decoded picture. Otherwise if operation point DPB 
information parameters op dpb info parameters( ) are not 
present for the operation point under test, the DPB Size is 
given by sps max dec pic buffering minus 1 HighestTid+ 
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1 from the active SPS (when nuh layer id for the current 
decoded picture is equal to 0) or from the active layer SPS for 
the value of nuh layer id of the current decoded picture. 
0396. In some cases, if output layer sets DPB information 
parameters oop dpb info parameters( ) are present for the 
selected output layerset, The DPB size is given by Vps max 
dec pic buffering minus1HighestTid when currayerId is 
equal to 0 or is set to Vps max dec pic buffering minus 1 
CurrLayerIdHighestTid for the currLayerId for the 
selected output layerset, where currayerIdis the nuh layer 
id of the current decoded picture. Otherwise if output layer 
sets DPB information parameters oop dpb info parameters.( 
) are not present for the selected output layerset, the DPB Size 
is given by sps max dec pic buffering minus1Highest 
Tid+1 from the active SPS (when nuh layer id for the cur 
rent decoded picture is equal to 0) or from the active layer SPS 
for the value of nuh layer id of the current decoded picture. 
0397. The removal time from the CPB for the HRD is the 
final bit arrival time and decoding is immediate. The opera 
tion of the DPB of this HRD is as described in subclauses 
C.5.2 through C.5.2.3. 
0398. The decoded picture buffer contains picture storage 
buffers. The number of picture storage buffers for nuh layer 
id equal to 0 is derived from the active SPS. The number of 
picture storage buffers for each non-zero nuh layer id value 
is derived from the active layer SPS for that non-zero nuh 
layer id value. Each of the picture storage buffers contains a 
decoded picture that is marked as “used for reference' or is 
held for future output. The process for output and removal of 
pictures from the DPB as specified in subclause F.13.5.2.2 is 
invoked, followed by the invocation of the process for picture 
decoding, marking, additional bumping, and storage as speci 
fied in subclause F.13.5.2.3. The “bumping process is speci 
fied in subclause F.13.5.2.4 and is invoked as specified in 
Subclauses F.13.5.2.2 and F.13.5.2.3. 
0399. The output and removal of pictures from the DPB 
before the decoding of the current picture (but after parsing 
the slice header of the first slice of the current picture) hap 
pens instantaneously when the first decoding unit of the 
access unit containing the current picture is removed from the 
CPB and proceeds as follows. 
0400. The decoding process for RPS as specified in sub 
clause 8.3.2 is invoked. 

0401 (1) If the current picture is an IRAP picture with 
NoRasIOutputFlag equal to 1 and with nuh layer id 
equal to 0 that is not picture 0, the following ordered 
steps are applied: 
(0402 (A) The variable NoOutputOfPriorPicsFlag is 

derived for the decoder under test as follows: 
0403 (i) If the current picture is a CRA picture, 
NoOutputOfPriorPicsFlag is set equal to 1 (regard 
less of the value of no output of prior pics flag). 

0404 (ii) Otherwise, if the value of pic width in 
luma samples, pic height in luma samples, or 
Sps max dec pic buffering minus1HighestTid 
derived from the active SPS is different from the 
value ofpic width in luma samples, pic height 
in luma samples, or sps max decpic buffer 
ing minus 1 HighestTid, respectively, derived 
from the SPS active for the preceding picture, 
NoOutputOfPriorPicsFlag may (but should not) be 
set to 1 by the decoder under test, regardless of the 
value of no output of prior pics flag. Although 
setting NoOutputOfPriorPicsFlag equal to no out 
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put of prior pics flag is preferred under these 
conditions, the decoder under test is allowed to set 
NoOutputOfPriorPicsFlag to 1 in this case. 

04.05 (iii) Otherwise, NoOutputOfPriorPicsFlag 
is set equal to no output of prior pics flag. 

(0406 (B) The value of NoOutputOfPriorPicsFlag 
derived for the decoder under test is applied for the 
HRD as follows: 
0407 (i) If NoOutputOfPriorPicsFlag is equal to 

1, all picture storage buffers in the DPB are emptied 
without output of the pictures they contain, and the 
DPB fullness is set equal to 0. 

0408 (ii) Otherwise (NoOutputOfPriorPicsFlag is 
equal to 0), all picture storage buffers containing a 
picture that is marked as “not needed for output' 
and “unused for reference' are emptied (without 
output), and all non-empty picture storage buffers 
in the DPB are emptied by repeatedly invoking the 
"bumping process specified in subclause F.13.5. 
2.4, and the DPB fullness is set equal to 0. 

04.09 (iii) Otherwise (the current picture is not an 
RAP picture with NoRasIOutputFlag equal to 1 
and with nuh layer id equal to 0), all picture stor 
age buffers containing a picture which are marked 
as “not needed for output' and “unused for refer 
ence are emptied (without output). For each pic 
ture storage buffer that is emptied, the DPB fullness 
is decremented by one. The variable currLayerId is 
set equal to nuh layer id of the current decoded 
picture. 

0410. The variables MaxNumReorderPicsTargetOp. 
currLayerIdHighestTid, MaxLatency IncreasePlus 1Tar 
getOp currLayerId HighestTid, MaxLatency Pictures Tar 
getOp currLayerId HighestTid, 
MaxDecPicBufferingMinus 1TargetOp. currLayerId 
HighestTid are derived as follows based on the current 
operation point under test: 
0411 (1) If operation point DPB information parameters 
op dpb info parameters( ) are present for the operation 
point under test TargetOp. MaxNumReorderPicsTargetOp. 
currLayerIdHighestTid is set to Vps max num reorder 
pics HighestTid when currLayerId is equal to 0 or is set to 
Vps max num reorder pics TargetOpCurrLayerId 
HighestTid for the currLayerId for the operation point under 

test when currLayerId is greater than 0. Otherwise if opera 
tion point DPB information parameters op dpb info param 
eters( ) are not present for the operation point under test 
MaxNumReorderPicsTargetOp currLayerId HighestTid 
is set to sps max num reorder pics HighestTid from the 
active SPS (when currLayerId is equal to 0) or from the active 
layer SPS for the value of currLayerId. 
0412 (2) If operation point DPB information parameters 
op dpb info parameters( ) are present for the operation 
point under test TargetOp. MaxLatency IncreasePlus 1Targe 
tOp currayerId HighestTid is set to Vps max latency 
increase plus 1 HighestTid when currLayerId is equal to 0 
or is set to Vps max latency increase plus 1TargetOp Cur 
rLayerId HighestTid for the currLayerId for the operation 
point under test when currayerId is greater than 0. If opera 
tion point DPB information parameters op dpb info param 
eters() are present for the operation point under test, MaxLa 
tencyPictures TargetOp currLayerId HighestTid is set to 
VpsMaxLatency Pictures HighestTid when currLayerId is 
equal to 0 or is set to VpsMaxLatency Pictures TargetOp. 
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CurrLayerIdHighestTid for the currLayerId for the opera 
tion point under test when currayerId is greater than 0. 
Otherwise if operation point DPB information parameters 
op dpb info parameters() are not present for the operation 
point under test, MaxLatency IncreasePlus 1TargetOp cur 
rLayerIdHighestTid is set to sps max latency increase 
plus 1 HighestTid of the active SPS (when currLayerId is 
equal to 0) or the active layer SPS for the value of currLayerId 
and MaxLatencyPictures TargetOp currLayerId Highest 
Tid is set to SpsMaxLatencyPictures HighestTid derived 
from the active SPS (when currLayerId is equal to 0) or from 
the active layer SPS for the value of currLayerId. 
0413 (3) If operation point DPB information parameters 
op dpb info parameters() are present for the selected opera 
tion point under test TargetOp. MaxDecPicBufferingMinus 1 
TargetOp currayerId HighestTid is set to Vps max 
dec pic buffering minus1HighestTid when currayerId is 
equal to 0 or is set to Vps max dec pic buffering minus 1 
TargetOp CurrayerId HighestTid for the currLayerId 
for the operation point under test when currayerId is greater 
than 0. Otherwise ifoperation point DPB information param 
eters op dpb info parameters( ) are not present for the 
operation point under test, MaxDecPicBufferingMinus 1Tar 
getOp currLayerIdHighestTid is set to sps max dec 
pic buffering minus 1 HighestTid from the active SPS 
(when currLayerId is equal to 0) or from the active layer SPS 
for the value of currLayerId. 
0414. When one or more of the following conditions are 

true, the "bumping process specified in subclause F.13.5.2.4 
is invoked repeatedly while further decrementing the DPB 
fullness by one for each additional picture storage buffer that 
is emptied, until none of the following conditions are true: 
0415 (1) The number of pictures with nuh layer id equal 

to currLayerId in the DPB that are marked as “needed for 
output is greater than MaxNumReorderPicsTargetOp. 
CurrLayerIdHighestTid. 
0416 (2) If MaxLatency IncreasePlus 1TargetOp Cur 
rLayerId HighestTid is not equal to 0 and there is at least 
one picture with nuh layer id equal to currLayerId in the 
DPB that is marked as “needed for output for which the 
associated variable PicLatency Count currLayerId is greater 
than or equal to MaxLatency Pictures TargetOp CurrLay 
erId HighestTid. 
0417 (3) The number of pictures with nuh layer id equal 

to currLayerId in the DPB is greater than or equal to Max 
DecPicBufferingTargetOp CurrLayerIdHighestTid. 
0418. The processes specified in this subclause happen 
instantaneously when the last decoding unit of access unit in 
containing the current picture is removed from the CPB. 
0419. The variable currLayerId is set equal to nuh layer 
id of the current decoded picture. 
0420 For each picture in the DPB that is marked as 
"needed for output' and that has a nuh layer id value equal 
to currLayerId, the associated variable PicLatency Count cur 
rLayerId is set equal to PicLatency Count currayerId-1. 
0421. The current picture is considered as decoded after 
the last decoding unit of the picture is decoded. The current 
decoded picture is stored in an empty picture storage bufferin 
the DPB, and the following applies: 
0422 (A) If the current decoded picture has PicOutput 
Flag equal to 1, it is marked as “needed for output' and its 
associated variable PicLatency Count currLayerId is set 
equal to 0. 
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0423 (B) Otherwise (the current decoded picture has 
PicOutputFlag equal to 0), it is marked as “not needed for 
output. 
0424 The current decoded picture is marked as “used for 
short-term reference'. 
0425. When one or more of the following conditions are 
true, the “bumping process specified in subclause F.13.5.2.4 
is invoked repeatedly until none of the following conditions 
are true. 

0426 (A) The number of pictures with nuh layer idequal 
to currLayerId in the DPB that are marked as “needed for 
output is greater than MaxNumReorderPicsTargetOp. 
CurrLayerIdHighestTid. 
0427 (B) MaxLatency IncreasePlus 1TargetOp Cur 
rLayerId HighestTid is not equal to 0 and there is at least 
one picture with nuh layer id equal to currLayerId in the 
DPB that is marked as “needed for output for which the 
associated variable PicLatency Count currLayerId is greater 
than or equal to MaxLatency Pictures TargetOp CurrLay 
erld HighestTid. 
0428. In other case The variables MaxNumReorderPics 
currLayerIdHighestTid, MaxLatency IncreasePlus 1 cur 
rLayerId HighestTid, MaxLatency Pictures currLayerId 
HighestTid, MaxDecPicBufferingMinus 1 currayerId 
HighestTid may be derived as follows: 
0429 (1) If operation point DPB information parameters 
op dpb info parameters( ) are present for the operation 
point under test, MaxNumReorderPics currLayerId High 
estTid is set to vps max num reorder pics HighestTid 
when currayerId is equal to 0 or is set to Vps max num 
reorder picsCurrayerIdHighestTid for the currLayerId 
for the operation point under test when currayerId is greater 
than 0. Otherwise if operation point DPB information param 
eters op dpb info parameters( ) are not present for the 
operation point under test MaxNumReorderPics currLay 
erd HighestTid is set to sps max num reorder pics 
HighestTid from the active SPS (when currLayerId is equal 
to 0) or from the active layer SPS for the value of currLayerId. 
0430 (2) If operation point DPB information parameters 
op dpb info parameters( ) are present for the operation 
point under test, MaxLatency IncreasePlus 1 currLayerId 
HighestTid is set to Vps max latency increase plus 1 
HighestTid when currLayerId is equal to 0 or is set to 
Vps max latency increase plus 1CurrayerId Highest 
Tid for the currLayerId for the operation point under test 
when currLayerId is greater than 0. If operation point DPB 
information parameters op dpb info parameters( ) are 
present for the operation point under test, MaxLatency Pic 
tures currLayerId HighestTid is set to VpsMaxLatency Pic 
tures HighestTid when currayerId is equal to 0 or is set to 
VpsMaxLatency Pictures CurrLayerId HighestTid for the 
currLayerId for the operation point under test when currLay 
erId is greater than 0. Otherwise if operation point DPB 
information parameters op dpb info parameters( ) are not 
present for the for the operation point under test, MaxLaten 
cy IncreasePlus 1 currLayerId HighestTid is set to sps 
max latency increase plus 1 HighestTid of the active SPS 
(when currLayerId is equal to 0) or the active layer SPS for the 
value of currLayerId and MaxLatency Pictures currLayerId 
HighestTid is set to SpsMaxLatency Pictures HighestTid 
derived from the active SPS (when currLayerId is equal to 0) 
or from the active layer SPS for the value of currLayerId. 
0431 (3) If operation point DPB information parameters 
op dpb info parameters() are present for the selected opera 
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tion point under test, MaxDecPicBufferingMinus 1 currLay 
erIdFlighestTid is set to Vps max dec pic buffering mi 
nus1HighestTid when currLayerId is equal to 0 or is set to 
Vps max dec pic buffering minus 1CurrLayerIdHigh 
estTid for the currLayerId for the operation point under test 
when currayerId is greater than 0. Otherwise if operation 
point DPB information parameters op dpb info param 
eters( ) are not present for the operation point under test, 
MaxDecPicBufferingMinus 1 currLayerId HighestTid is 
set to sps max dec pic buffering minus 1 HighestTid 
from the active SPS (when currLayerId is equal to 0) or from 
the active layer SPS for the value of currLayerId. 
0432. When one or more of the following conditions are 

true, the “bumping process specified in subclause F.13.5.2.4 
is invoked repeatedly while further decrementing the DPB 
fullness by one for each additional picture storage buffer that 
is emptied, until none of the following conditions are true: 
0433 (1) The number of pictures with nuh layer id equal 

to currLayerId in the DPB that are marked as “needed for 
output is greater than MaxNumReorderPicsCurrLayerId 
HighestTid. 
0434 (2) If MaxLatency IncreasePlus 1CurrLayerId 
HighestTid is not equal to 0 and there is at least one picture 
with nuh layer id equal to currLayerId in the DPB that is 
marked as “needed for output for which the associated vari 
able PicLatencyCount currLayerId is greater than or equal 
to MaxLatency PicturesCurrLayerIdHighestTid. 
0435 (3) The number of pictures with nuh layer id equal 
to currLayerId in the DPB is greater than or equal to Max 
DecPicBuffering CurrayerIdHighestTid. 
0436 The processes specified in this subclause happen 
instantaneously when the last decoding unit of access unit in 
containing the current picture is removed from the CPB. 
0437. The variable currLayerId is set equal to nuh layer 
id of the current decoded picture. 
0438. For each picture in the DPB that is marked as 
"needed for output' and that has a nuh layer id value equal 
to currLayerId, the associated variable PicLatency Count cur 
rLayerId is set equal to PicLatency Count currayerId-1. 
0439. The current picture is considered as decoded after 
the last decoding unit of the picture is decoded. The current 
decoded picture is stored in an empty picture storage bufferin 
the DPB, and the following applies: 
0440 (A) If the current decoded picture has PicOutput 
Flag equal to 1, it is marked as “needed for output' and its 
associated variable PicLatency Count currLayerId is set 
equal to 0. 
0441 (B) Otherwise (the current decoded picture has 
PicOutputFlag equal to 0), it is marked as “not needed for 
output. 
0442. The current decoded picture is marked as “used for 
short-term reference'. 
0443) When one or more of the following conditions are 

true, the “bumping process specified in subclause F.13.5.2.4 
is invoked repeatedly until none of the following conditions 
are true. 

0444 (A) The number of pictures with nuh layer idequal 
to currLayerId in the DPB that are marked as “needed for 
output is greater than MaxNumReorderPicsCurrLayerId 
HighestTid. 
0445 (B) MaxLatency IncreasePlus 1 CurrLayerId 
HighestTid is not equal to 0 and there is at least one picture 
with nuh layer id equal to currLayerId in the DPB that is 
marked as “needed for output for which the associated vari 
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able PicatencyCount currLayerId is greater than or equal 
to MaxLatency PicturesCurrLayerId HighestTid. 
0446. The “bumping process consists of the following 
ordered steps: 
0447 (A) The pictures that are first for output are selected 
as the ones having the smallest value of PicOrderCntVal of all 
pictures in the DPB marked as “needed for output. 
0448 (B) These pictures are cropped, using the conform 
ance cropping window specified in the active SPS for the 
picture with nuh layer idequal to 0 or in the active layer SPS 
for a nuh layer id value equal to that of the picture, the 
cropped pictures are output in ascending order of nuh layer 
id, and the pictures are marked as “not needed for output. 
0449 (C) Each picture storage buffer that contains a pic 
ture marked as “unused for reference” and that included one 
of the pictures that was cropped and output is emptied. 
0450. The VPS Extension may have additional modifica 
tions, if desired. 
0451 Referring to FIG. 36, an additional modification 
may include the DPB parameters being sent in the VPS exten 
sion for output layer sets instead of for operation points, 
where the oops dpb info parameters() are illustrated in 
FIG. 37. 

0452. The num dpb info parameters specifies the num 
ber of oop dpb parameters() syntax structures present in the 
VPS extension RBSP. num dpb info parameters decoders 
shall be in the range of 0 to num output layer sets, inclusive. 
0453 The output point layer set idxi specifies the 
index, into the list of target output layer sets to which the i-th 
oop dpb info parameters( ) syntax structure in the VPS 
extension applies. 
0454. The value of output point layer set idxi should 
be in the range of 0 to num output layer sets, inclusive. It is 
requirement of bitstream conformance that output point 
layer set idx i shall not be equal to output point layer 
set idx for any not equal to i. 
0455 Referring to FIG.38, the oop dpb info parameters 
(c) may be further modified, where the syntax in the VPS 
extension may be as illustrated in FIG. 39. 
0456 Referring to FIG. 40, the oop dpb info parameters 
(c) may be further modified, where the syntax in the VPS 
extension may be as illustrated in FIG. 41 or FIG. 42. 
0457. An exemplary alternative for the syntax in VPS 
extension is that 

for(j = 0; s= vps max layer id;++) 
oop dipb info parameters() 

0458 may be changed to 

for(j = 0: <= vps max layers minus 1; ++) 
oop dipb info parameters() 

The Vps max layer id specifies the maximum allowed value 
of nuh layer id of all NAL units in the CVS. The Vps max 
layers minus1, specifies the maximum number of layers that 
may be present in the CVS, wherein a layer may e.g. be a 
spatial Scalable layer, a quality Scalable layer, a texture view 
or a depth view. 
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0459. Another exemplary alternative for the syntax in VPS 
extension is that 

for(j = 0; s— vps max layer id;++) 
oop dipb info parameters() 

0460 may be changed to 

for(j = 0; snumOutputLayers; ++) 
oop dipb info parameters() 

0461 where numOutputLayers for the selected output 
layer set index opIsldx is derived as: 

0462 for (k=0, numOutputLayers=0;k<-vps max 
layer id:k++) if(output layer flagopLSIdxk) targe 
tOpLayerIdList 

numOutputLayers++-layer id in nuhk. 
0463 Another exemplary alternative for the syntax in VPS 
extension is that 

for(j = 0; s— vps max layer id;++) 
oop dipb info parameters() 

0464 may be changed to 

for(j = 0; snumecodedLayers;++) 
oop dipb info parameters() 

0465 where numOutputLayers for the selected opsIdx is 
derived as: 

for(k=0, numOutputLayers=0;ks=wpS max layer id:k++) 
if(output layer flagopLSIdxk) 

targetOpLayerIdList 
numOutputLayers++=layer id in nuhk 

0466. Then a target decoded layer identifier list targetD 
LayerIdList and numDecodedLayers for the selected opsIdx 
is derived as: 

for(m=0, numDecoded Layers=0;ms numOutputLayers;m++) { 
for(n=0;n-NumDirectRefLayers LayerIdInVps targetOpLayerIdList 

m:n++) { 
rLid=RefLayerIdLayerIdInVps targetOpLayerIdListmin 
ifrLid not included in targetDLayerIdListIO,..., 

numecodedLayers) 
targetDLayerIdList numDecoded Layers++=rLId: 

0467. In one embodiment an additional flag maybe sig 
nalled to indicate if oop dpb information parameters are 
signalled for the particular layer as follows: 

for(j = 0; j <= vps max layer id; j++) { 
wps layer info present flag u(1) 
if(vps layer info present flag) 

oop dipb info parameter() 
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0468. The Vps layer info present flag equal to 1 
specifies that oop dpb info parameters are present for the 
'th layer for the particular output layer set. Vps layer info 
present flag equal to 0 specifies that oop dpb info pa 
rameters are not present for the jth layer for the particular 
output layer set. 
0469. In another embodiment num dpb info parameters 
decoders shall be in the range of 0 to 1024, inclusive. In yet 
another embodiment a different fixed number could be used 
in place of 1024. 
0470. In an alternative embodiment output point layer 
set idxi is in the range of 0 to 1023, inclusive. 
0471 Referring to FIG. 43, another modified VPS exten 
sion and layer dpb info(i) may be used if the DPB param 
eters are sent in the VPS extension for each layer indepen 
dently of output layer sets and operation points. 
0472 Referring to FIG. 44, a modified layer dpb info(i) 
may be used where the syntax element Vps max Sub layer 
minus 1 signaled from VPS is used for all the layers and is not 
separately signalled in oop dpb info parameters(id)/op 
dpb info parameters(id). 
0473. In another embodiment one or more of the syntax 
elements may be signaled using a known fixed number of bits 
instead of u(v) instead ofue(v). For example they could be 
signaled using u(8) or u(16) or u(32) or u(64), etc. 
0474. In another embodiment one or more of these syntax 
element could be signaled with ue(v) or some other coding 
scheme instead offixed number of bits such as u(V) coding. 
0475. In another embodiment the names of various syntax 
elements and their semantics may be altered by adding a plus 1 
or plus2 or by Subtracting a minus 1 or a minus2 compared to 
the described syntax and semantics. 
0476. In yet another embodiment various syntax elements 
may be signaled per picture anywhere in the bitstream. For 
example they may be signaled in slice segment header, pps/ 
spS/VpS/or any other parameter set or other normative part of 
the bitstream. 
0477. In yet another embodiments all the concepts defined 
in this invention related to output layer sets could be applied 
to output operation points 2.3 and/or to operation points 1. 
0478. The term “computer-readable medium” refers to 
any available medium that can be accessed by a computer or 
a processor. The term "computer-readable medium, as used 
herein, may denote a computer- and/or processor-readable 
medium that is non-transitory and tangible. By way of 
example, and not limitation, a computer-readable or proces 
sor-readable medium may comprise RAM, ROM, EEPROM, 
CD-ROM or other optical disk storage, magnetic disk storage 
or other magnetic storage devices, or any other medium that 
can be used to carry or store desired program code in the form 
of instructions or data structures and that can be accessed by 
a computer or processor. Disk and disc, as used herein, 
includes compact disc (CD), laser disc, optical disc, digital 
versatile disc (DVD), floppy disk and Blu-ray(R) disc where 
disks usually reproduce data magnetically, while discs repro 
duce data optically with lasers. 
0479. It should be noted that one or more of the methods 
described herein may be implemented in and/or performed 
using hardware. For example, one or more of the methods or 
approaches described herein may be implemented in and/or 
realized using a chipset, an ASIC, a large-scale integrated 
circuit (LSI) or integrated circuit, etc. 
0480 Each of the methods disclosed herein comprises one 
or more steps or actions for achieving the described method. 
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The method steps and/or actions may be interchanged with 
one another and/or combined into a single step without 
departing from the scope of the claims. In other words, unless 
a specific order of steps or actions is required for proper 
operation of the method that is being described, the order 
and/or use of specific steps and/or actions may be modified 
without departing from the scope of the claims. 
0481. It is to be understood that the claims are not limited 
to the precise configuration and components illustrated 
above. Various modifications, changes and variations may be 
made in the arrangement, operation and details of the sys 
tems, methods, and apparatus described herein without 
departing from the scope of the claims. 

I/We claim: 
1. A method for decoding a video bitstream comprising: 
(a) receiving a base bitstream representative of a coded 

Video sequence; 
(b) receiving a plurality of enhancement bitstreams repre 

sentative of said coded video sequence; 
(c) receiving a video parameter set containing syntax ele 

ments that apply to said base bitstream and said plurality 
of enhancement bitstreams, wherein said video param 
eter set contains a syntax element signaling a video 
parameter set extension; 

(d) receiving said video parameter set extension containing 
syntax elements that includes decoded picture buffer 
related parameters for a decoded picture buffer for at 
least one of said enhancement bitstreams. 
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2. The method of claim 1 wherein said decoded picture 
buffer related parameters are signaled for each enhancement 
layer. 

3. The method of claim 1 wherein said decoded picture 
buffer related parameters are signaled for a Sub-group of said 
enhancement layers. 

4. The method of claim 3 wherein said sub-group is an 
output layer set. 

5. The method of claim 3 wherein said sub-group is an 
operational point. 

6. The method of claim 1 wherein said decoded picture 
buffer related parameters are used for the output and removal 
of pictures from decoded picture buffer. 

7. The method of claim 6 wherein said output and removal 
of pictures from decoded picture buffer is determined based 
on using decoded picture buffer related parameters for an 
output layer set. 

8. The method of claim 6 wherein said output and removal 
of pictures from decoded picture buffer is determined based 
on using decoded picture buffer related parameters for an 
operation point. 

9. The method of claim 1 wherein said output and removal 
of pictures from decoded picture buffer is determined based 
on using decoded picture buffer related parameters signaled 
in video parameter set extension or in sequence parameterset. 

10. The method of claim 1 wherein said decoded picture 
buffer is an output order decoded picture buffer. 
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