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METHOD FOR ACTUATING ATACTLE 
INTERFACE LAYER 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 14/471,889, filed 28 Aug. 2014, which claims 
the benefit of U.S. Provisional Application No. 61/871,264, 
filed on 28 Aug. 2013, which is incorporated in its entirety by 
this reference. 
0002 This application is related to U.S. application Ser. 
No. 1 1/969,848, filed on 4 Jan. 2008; U.S. application Ser. 
No. 12/319,334, filed on 5 Jan. 2009; U.S. application Ser. 
No. 12/497,622, filed on 3 Jul. 2009, which are all incorpo 
rated in their entirety by this reference. 

TECHNICAL FIELD 

0003. This invention relates generally to tactile user inter 
faces, and more specifically to a new and useful mountable 
systems and methods for selectively raising portions of a 
surface of the user interface of a device. 

BRIEF DESCRIPTION OF THE FIGURES 

0004 FIG. 1 is a schematic representation of the method 
of the preferred embodiments: 
0005 FIG. 2 is a top view of a variation of the tactile 
interface layer; 
0006 FIG. 3 is a cross sectional view of a variation of the 

tactile interface layer; 
0007 FIGS. 4A, 4B, and 4C are cross-sectional views 
illustrating the operation of a deformable region of a tactile 
interface layer; 
0008 FIG. 5 is a cross sectional view of a variation of the 
tactile interface layer with a valve; 
0009 FIG. 6 is a schematic representation of a variety of 
gestures and exemplary interpretations as commands; 
0010 FIGS. 7A and 7B are schematic representations of a 
Swiping gesture and the elimination of a deformed region as 
applied to the variation of the tactile interface layer in FIGS. 
2-4; 
0011 FIGS. 8A and 8B are schematic representations of a 
pinch open gesture and the creation of a deformed region as 
applied to the variation of the tactile interface layer in FIGS. 
2-4; 
0012 FIGS. 9A, 9B, 10A, and 10B are schematic repre 
sentations of a pinch opengesture and a change of the deform 
able region in a first and second variation, respectively, as 
applied to the variation of the tactile interface layer in FIGS. 
2-4; 
0013 FIGS. 11A and 11B are schematic representations 
of a drag gesture and a change in location of the deformed 
region, as applied to the variation of the tactile interface layer 
in FIGS. 2-4; 
0014 FIG. 12 is a flowchart representation of a variation 
of the method; 
0015 FIG. 13 is a flowchart representation of a variation 
of the method; 
0016 FIG. 14 is a flowchart representation of a variation 
of the method; 
0017 FIG. 15 is a flowchart representation of a variation 
of the method; 
0018 FIG. 16 is a flowchart representation of a variation 
of the method; 
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0019 FIG. 17 is a flowchart representation of a variation 
of the method; 
0020 FIG. 18 is a flowchart representation of a variation 
of the method; and 
0021 FIG. 19 is a flowchart representation of a variation 
of the method. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0022. The following description of the preferred embodi 
ments of the invention is not intended to limit the invention to 
these preferred embodiments, but rather to enable any person 
skilled in the art to make and use this invention. 

1. First Method 

(0023. As shown in FIG. 1, the method S100 for actuating 
a tactile interface layer 100 of a device that defines a surface 
with a deformable region of the preferred embodiments 
includes: detecting a gesture of the user along the Surface of 
the tactile interface layer that includes a movement of a finger 
of the user from a first location (1) to a second location (2) on 
the Surface Step S110; interpreting the gesture as a command 
for the deformable region Step S120; and manipulating the 
deformable region of the surface based on the command Step 
S130. The method S100 for actuating a tactile interface layer 
100 may also include the step of receiving a user input for a 
particular interpretation of a gesture as a command Step 
S140. The step of receiving a user input for a particular 
interpretation of a gesture as a command Step S140 may 
include receiving a user input from the user of the device, but 
may alternatively include receiving a user input from a person 
remote from the device, for example, a third party Such as the 
manufacturer or a second user. However, the user input for a 
particular interpretation of a gesture as a command may be 
received from any other suitable user. The method S100 is 
preferably applied to a tactile interface layer 100 that is to be 
used with an electronic device and, more preferably, in an 
electronic device that benefits from an adaptive user interface. 
The electronic device may include a display and may include 
a touch sensor. For example, the electronic device may be an 
automotive console, a steering wheel, a desktop computer, a 
laptop computer, a tablet computer, a television, a radio, a 
desk phone, a mobile phone, a PDA, a personal navigation 
device, a personal media player, a camera, a watch, a remote 
control, a mouse, a trackpad, or a keyboard. The tactile inter 
face layer 100 may, however, be used as the user interface for 
any suitable device that interfaces with a user in a tactile 
and/or visual manner. The tactile interface layer 100 is pref 
erably integrated with the device, for example, in the variation 
wherein the tactile interface layer 100 includes a sensor 140, 
the tactile interface layer 100 is preferably assembled into the 
device and presented to the user as one unit. Alternatively, the 
tactile interface layer 100 may function as an accessory to a 
device, the user may be presented the tactile interface layer 
100 and the device as two separate units wherein, when 
coupled to each other, the tactile interface layer 100 functions 
to provide tactile guidance to the user and/or to receive user 
inputs. However, the method S100 may be applied to any 
other suitable arrangement of the tactile interface layer 100. 
(0024. The method S100 of the preferred embodiments is 
preferably applied to any suitable tactile interface layer that 
includes deformable regions. In particular, as shown in FIGS. 
2-4, the method S100 of the preferred embodiments may be 



US 2016/0162064 A1 

applied to the user interface system as described in U.S. 
application Ser. Nos. 1 1/969,848, 12/319,334, and 12/497, 
622. The tactile interface layer may be applied over a display, 
but may alternatively be applied on to a surface without a 
display. However, the tactile interface layer may be applied to 
any suitable surface of a device that may benefit from a tactile 
interface. The tactile interface layer 100 of this variation 
preferably includes a layer 110 that defines a surface 115, a 
substrate that at least partially defines a fluid vessel that 
includes a volume of fluid 112, and a displacement device 130 
coupled to the fluid vessel that manipulates the volume of 
fluid 112 to expand and/or contract at least a portion of the 
fluid vessel, thereby deforming a particular region 113 of the 
Surface 115. The Substrate may also include a Support region 
that substantially prevents inward deformation of the layer 
110 (for example, inward deformation into the fluid vessel). 
The tactile interface layer 100 of this variation may also 
include a second layer 210 (as shown in FIGS. 10a and 10b) 
that allows for an additional degree of deformation of the 
surface 115. In this variation of the tactile interface layer 100, 
the step of manipulating the deformable region of the Surface 
based on the command Step S130 preferably includes 
manipulating the fluid within the fluid vessel. In particular, 
the displacement device 130 is preferably actuated to manipu 
late the fluid within the fluid vessel to deform a particular 
region 113 of the surface. The fluid vessel preferably includes 
a cavity 125 and the displacement device 130 preferably 
influences the volume of fluid 112 within the cavity 125 to 
expand and retract the cavity 125. The fluid vessel may alter 
natively be a channel 138 or a combination of a channel 138 
and a cavity 125, as shown in FIG. 3b. The fluid vessel may 
also include a second cavity 125b in addition to a first cavity 
125a. When the second cavity 125b is expanded, a second 
particular region 113b on the surface 115 is preferably 
deformed. The displacement device 130 preferably influ 
ences the volume of fluid 112 within the second cavity 125b 
independently of the first cavity 125a. As shown in FIG. 5, the 
tactile interface layer of this variation may include a valve 139 
that functions to direct fluid within the tactile interface layer 
100. In this variation, the step of manipulating the fluid within 
the fluid vessel may include actuating the valve 139 to direct 
fluid within the tactile interface layer 100. Alternatively, the 
user interface enhancement system 100 may include a second 
displacement device 130 that functions to influence the vol 
ume of fluid 112 within the second cavity 125b to expand and 
retract the second cavity 125b, thereby deforming a second 
particular region 113b of the surface. The second cavity 125b 
is preferably similar or identical to the cavity 125, but may 
alternatively be any other suitable kind of cavity. The follow 
ing examples may be described as expanding a fluid vessel 
that includes a cavity 125 and a channel 138, but the fluid 
vessel may be any other Suitable combination of combination 
of cavity 125 and/or channel 138. However, any other suitable 
type of tactile interface layer 100 may be used. 
0025. The tactile interface layer 100 preferably functions 
to provide tactile guidance to a user when using a device that 
the tactile interface layer 100 is applied to. As shown in FIG. 
4, the surface 115 of the tactile interface layer 100 preferably 
remains flat until tactile guidance is to be provided to the user 
at the location of the particular region 113. In the variation of 
the tactile interface layer 100 as described above, the dis 
placement device 130 then preferably expands the cavity 125 
(or any other suitable portion of the fluid vessel) to expand the 
particular region 113 outward, forming a deformation that 
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may be felt by a user (referenced throughout this document as 
a “tactilely distinguishable formation'), and providing tactile 
guidance for the user. The expanded particular region 113 
preferably also provides tactile feedback to the user when he 
or she applies force onto the particular region 113 to provide 
input. This tactile feedback may be the result of Newton's 
third law, whenever a first body (the user's finger) exerts a 
force on a second body (the surface 115), the second body 
exerts an equal and opposite force on the first body, or, in other 
words, a passive tactile response. Alternatively, the displace 
ment device 130 may retract the cavity 125 to deform the 
particular region 113 inward. However, any other suitable 
method of deforming a particular region 113 of the tactile 
interface layer 100 may be used. 
(0026. The tactile interface layer 100 preferably includes a 
sensor that functions to detect the gesture of the user, for 
example, a capacitive sensor that functions to detect the 
motion of a finger of the user from the first location to the 
second location. Alternatively, in the variation of the tactile 
interface layer 100 as described above, a pressure sensor 
located within the fluid vessel may be used to detect changes 
in pressure within the fluid vessel to detect the motion of a 
finger of the user from the first location to the second location. 
Alternatively, the sensor may be a sensor included in the 
device to which the tactile interface layer 100 is applied to, for 
example, the device may include a touch sensitive display 
onto which the tactile interface layer 100 is overlaid. The 
gesture of the user may be detected using the sensing capa 
bilities of the touch sensitive display. However, any other 
Suitable gesture detection may be used. 
(0027. Similarly, the tactile interface layer 100 preferably 
includes a processor that functions to interpret the detected 
gesture as a command. The processor preferably functions to 
discern between a gesture that is provided by the user to be a 
command a gesture that may be provided by the user but not 
meant to be a command, for example, an accidental brush of 
the finger along the surface of the tactile interface layer 100. 
The processor may include a storage device that functions to 
store a plurality of gesture and command associations and/or 
userpreferences for interpretations of gestures as commands. 
The processor may be any Suitable type of processor and the 
storage device may be any suitable type of storage device, for 
example, a flash memory device, a hard-drive, or any other 
Suitable type. The processor and/or storage device may alter 
natively be a processor and/or storage device included into the 
device that the tactile interface layer 100 is applied to. How 
ever, any other Suitable arrangement of the processor and/or 
storage device may be used. 
0028. As shown in FIG. 6, a gesture may be one of a 
variety of movements of one or more fingers of the user across 
the surface 115 of the tactile interface layer 100. The gesture 
may be detected as a Swipe from a first location to a second 
location arranged in any suitable location along the Surface 
115 of the tactile interface layer 100. Alternatively, this first 
variation of gesture may be detected as a Swipe from a first 
location relative to a deformed particular region 113 to a 
second location relative to the deformed particular region 
113. Detection of a gesture relative to a deformed particular 
region 113 may be particularly useful in the variation of the 
tactile interface layer 100 that includes a plurality of deform 
able regions and may function to allow the interpretation of 
the gesture as a command for a particular deformable region 
that is substantially proximal to the detected gesture. How 
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ever, the gesture may be detected relative to any other suitable 
portion of the tactile interface layer. 
0029. The gesture may be a single finger moving from the 

first location to the second location on the surface 115, as 
shown in FIG. 6 (Example A). Alternatively, the gesture may 
include more than one finger, for example, two fingers, where 
the first finger moves from a first location to a second location 
and the second finger moves from a third location to a forth 
location, as shown in FIG. 6 (Examples B-E). In the variation 
where the gesture includes more than one finger, the fingers of 
the user preferably move substantially concurrently. Alterna 
tively, the fingers may move one after the other, or in other 
words, a 'staggered” gesture, for example, a first finger 
moves and then the second finger moves or the first finger 
starts moving and continues moving as the second finger 
starts to move. However, any other suitable temporal relation 
ship between the fingers of the user during a gesture may be 
used. 

0030. In a first variation of the gesture, as shown in 
Example A, the finger or fingers of a user move from a first 
location to a second location in a 'Swiping motion. In a 
second variation, at least two of the fingers of the user move 
apart from each other in a "pinch open' motion, as shown in 
Example B. In other words, a first finger moves from a first 
location to a second and a second finger moves from a third 
location to a fourth, where the second and fourth locations are 
farther apart from each other than the first and third. A third 
variation of the gesture may be thought of as opposite that of 
the second variation, where at least two of the fingers of the 
user move together in a "pinch close' motion, as shown in 
Example C. In a fourth variation of the gesture, at least two 
fingers of the user may move in Substantially the same direc 
tion in a "drag' motion, as shown in Example D. In other 
words, a first finger moves from a first location to a second 
and a second finger moves from a third location Substantially 
adjacent to the first location to a fourth location substantially 
adjacent to the second location. In this variation, the first and 
second fingers remain Substantially equidistant from the 
beginning of the gesture to the end of the gesture. In a fifth 
variation, as shown in Example E, the first and second fingers 
also remain Substantially equidistant from the beginning of 
the gesture to the end of the gesture. In this fifth variation, the 
first finger moves from a first location to a second location and 
the second finger moves from a third to a fourth location along 
the Surface by rotating about a point that is Substantially in 
between the distance between the first and third locations. In 
other words, the fingers of a user rotate about a center that is 
substantially defined by the distance between the initial posi 
tions of the first and second fingers of the user. While the 
gesture is preferably one of the variations as described above, 
the gesture may be any other suitable combination of the 
above variations and/or any other Suitable type of gesture. 
0031. As shown in FIG. 6, the gesture may be interpreted 
as one of a variety of commands for the deformable particular 
region 113. Examples A-E show exemplary parings between 
a gesture and the interpreted command. However, any other 
Suitable type of association between gesture and command 
may be used. In a first variation, the command may be to 
un-deform (or "eliminate') the deformed particular region 
113, as shown in FIG. 6 (Examples A and B). In a second 
variation, the command may be to change the shape of the 
deformed particular region, as shown in FIG. 6 (Example B), 
for example, to enlarge the Surface area of the deformed 
particular region and/or to change overall shape of the 
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deformed particular region (e.g., from a substantially round 
button to a substantially square button). In a third variation, 
the command may be to actuate (or “create”) the deformed 
particular region 113. This may be thought of as the opposite 
of the first variation of command. In a fourth variation, the 
command may be to change the location of a deformed par 
ticular region 113, as shown in FIG. 6 (Example D). In the 
variation of the tactile interface layer 100 that includes a 
plurality of deformable regions, the fourth variation may 
alternatively be thought of the "elimination of the originally 
deformed particular region 113 at a first location and the 
“creation of another deformed particular region 113 at a 
second location. The second location is preferably indicated 
by the gesture provided by the user. However, the location of 
the deformed particular region may be changed using any 
other suitable method. In a fifth variation, the command may 
be to change an already deformed particular region 113, for 
example, to change the firmness or the height of the deformed 
particular region 113, as shown in FIG. 6 (Example E). How 
ever, any other Suitable type of change to the deformed par 
ticular region 113 may be used, for example, a gesture that is 
not in contact with the surface 115. In this variation, the 
sensor that detects the gesture may be a video sensor or a 
distance sensor that detects the motion of the user that is 
removed from the surface 115. Similarly, the gesture may 
include any other suitable body part of the user, for example, 
a hand, an arm, and/or a foot. 
0032. The command interpreted from the gesture along 
the surface 115 of the tactile interface layer is preferably one 
of the variations described above, but may alternatively be 
any suitable combination of the above variations or any other 
suitable type of command for the deformable region. In addi 
tion to a command for the deformable region, the gesture may 
also be interpreted as a command for the device, for example, 
when applied to a device that is a mobile phone, music player, 
or any other Suitable device that outputs Sound, the command 
may include a user command to change the Volume of the 
Sound output. Similarly, in a device that provides a visual 
output, the command may include a user command to change 
the brightness or any other suitable property of the visual 
output. However, any other suitable command for the device 
may be used. 

Exemplary Interpretations of Gestures as Commands for the 
Deformable Region 
0033. The following include exemplary interpretations of 
particular gestures as commands for the deformable region 
and implementation of the command using the variation of 
the tactile interface layer 100 as described in U.S. application 
Ser. Nos. 1 1/969,848, 12/319,334, and 12/497,622, which are 
incorporated in their entireties this reference. 
0034. In a first exemplary interpretation, as shown in FIG. 
6 (Examples A and B), a 'swiping gesture, as shown in 
FIGS. 7a and 7b, or a "pinch open' gesture may be interpreted 
as an “eliminate' command to un-deform the deformed par 
ticular region 113. The “swiping motion and the "pinch 
open' gesture is Substantially similar to a motion a user may 
make when moving an object away or to push out a crease, 
thus, it may be useful to associate such a gesture with the 
elimination of a deformation of the deformed particular 
region 113. The “swiping and "pinch open' gesture may 
involve one and two fingers of the user, respectively, but may 
alternatively involve two and four fingers of the user, respec 
tively, or any other suitable number offingers of the user or 
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any other suitable number offingers of multiple users. In this 
exemplary interpretation, in the variation of the tactile inter 
face layer 100 that includes a plurality of deformable regions, 
the location of the gesture relative to a deformed particular 
region 113 may be used to determine the deformed region that 
the user wishes to eliminate. For example, as shown in 
Example A and FIGS. 7a and 7b, the tactile interface layer 
100 may detect that the finger of the user passes over a 
particular deformed particular region 113 and interprets the 
gesture as a command to eliminate the particular deformation. 
Alternatively, the tactile interface layer 100 may detect a 
command motion from the user and be prepared to eliminate 
a deformed particular region at a location later indicated by 
the user. For example, the Swiping or pinch open gesture may 
indicate to the tactile interface layer 100 that the user desires 
to eliminate a particular deformed region. Upon detection of 
the gesture, the user interface 100 may actuate an operation 
mode that waits for a user to indicate the desired deformation 
to eliminate. The user may then indicate the desired location 
for the desired deformation to eliminate anywhere on the 
tactile interface layer 100. The location may be substantially 
adjacent to where the user provided the gesture, but may 
alternatively be substantially distal from where the user pro 
vided the gesture along the surface 115. However, the user 
may define their desired location using any other Suitable 
method, for example, applying pressure to a particular loca 
tion on the surface 115. However, any other suitable method 
to indicate the desired deformed region to eliminate may be 
used. 

0035. In a second exemplary interpretation, as shown in 
FIG. 6 (Example C) and in FIGS. 8a and 8b, a "pinch close' 
gesture may be interpreted as a "creation' command. The 
user may “create” the button for any suitable reason, for 
example, to marka location on a screen, to mark an option, to 
mark a file for easy reference, or to indicate that tactile guid 
ance is desired at a particular location. For example, as shown 
in FIGS. 8a and 8b, the user may draw two fingers together to 
indicate the desired location of a deformed particular region 
of the surface 113. The tactile interface layer 100 preferably 
detects the motion of the fingers and location along the fluid 
vessel and/or cavity 125 corresponding to a particular region 
113 that is substantially adjacent to the location substantially 
central to the location of the fingers as the user draws the 
fingers is expanded and the desired particular region of the 
surface 113 is deformed, as shown in FIG. 8b. The user may 
alternatively draw more than two fingers together to better 
define a central location. Similar to the first exemplary inter 
pretation, the tactile interface layer 100 may alternatively 
detect a gesture from the user and be prepared to expand a 
cavity 125 in a location indicated by the user. For example, the 
motion of drawing two fingers together may indicate to the 
tactile interface layer 100 that the user desires expansion of a 
cavity 125. Upon detection of the gesture, the user interface 
100 may actuate an operation mode that waits for a user 
indication for the desired location for a deformed region of 
the surface. The user may then indicate the desired location 
for the deformed region of the surface anywhere on the tactile 
interface layer 100. The location may be substantially adja 
cent to where the user draws two fingers together, but may 
alternatively be substantially distal from where the user draws 
two fingers together. Alternatively, the user may indicate an 
arrangement of deformable regions to deform. For example, 
once a command to deform a particular region is interpreted, 
the user may indicate the desired arrangement of regions by 
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providing a second gesture, Such as to trace a shape on the 
surface 115 that may indicate, for example, a QWERTY 
keyboard configuration of deformable regions. The user may 
also indicate a desired shape of the deformed region of the 
Surface. For example, the user may trace out a desired shape 
along the surface and the user interface 100 may function to 
deform the regions Substantially adjacent to the traced shape 
along the surface. However, the user may define their desired 
location using any other Suitable method, for example, apply 
ing pressure to a particular location on the surface 115. This 
variation is preferably used on the variation of the user inter 
face system that includes a plurality of cavities 125 to provide 
the user with a plurality of options of the location of the 
deformed particular region of the surface 113, but may alter 
natively be used on a tactile interface layer 100 with any other 
suitable number of cavities 125. This may be a useful tactile 
experience where the device is a trackpad and the user draws 
his or her fingers together to create a pointing stick, Such as 
the pointing stick trademarked by IBM as the TRACKPOINT 
and by Synaptics as the TOUCHSTYK (which are both infor 
mally known as the "nipple'). This allows a trackpad to be 
combined with a pointing stick where the two navigational 
interfaces are generally kept separate. 
0036. In a third exemplary interpretation, as shown in FIG. 
6 (Example B), and FIGS. 9 and 10, the user may pull two 
fingers in a "pinch open' gesture to indicate the desire to 
expand (e.g., "spread out') a deformed particular region 113, 
for example, a user may pull two fingers in opposite directions 
away from a deformed particular region 113 or pull a finger in 
one direction away from a deformed particular region 113, 
indicating to the user interface system 100 that the total sur 
face area of the deformation of the particular region 113 is to 
be increased, or “spread.” In a first example, the deformable 
region of the tactile interface layer 100 may include a first and 
second degree of deformation, as shown in FIGS. 9a and 9b. 
In this example, the deformable region may require a first 
pressure to deform the first degree and a second pressure to 
deform the second degree; for example, the layer 110 may 
include a second portion that requires a higher pressure to 
deform. Alternatively, a first and second cavity 125a and 125b 
may be coupled to the deformable region Such that the expan 
sion of one of the first and second cavities 125a and 125b 
results in a portion of the deformable region deforming and 
the expansion of both the first and second cavities 125a and 
125b results in the full deformable region deforming, as 
shown in FIGS. 10a and 10b. Alternatively, the degree of 
deformation of the particular region 113 may be decreased 
and Substantially adjacent particular regions 113 may be 
expanded to produce the effect of spreading a deformation 
across a large surface area. Alternatively, the deformation of 
the particular region 113 may be maintained and Substantially 
adjacent particular regions 113 can be expanded to Substan 
tially the same degree, providing the effect of enlarging a 
deformed particular region 113. The “spreading of the 
deformed particular region 113 may be radially equidistant 
from the original deformed particular region 113. More spe 
cifically, the central point of the resulting deformed particular 
region 113 is preferably of the same central point of the 
original deformed particular region 113, as shown in FIG. 9. 
Alternatively, the central point of the resulting deformed par 
ticular region 113 may be different from the central point of 
the original deformed particular region 113, for example, a 
user may pull one finger away from the deformed particular 
region 113 in one direction, indicating expansion of the 
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deformed particular region 113 in the indicated direction, 
thus moving the central point of the deformed particular 
region 113 towards the indicated direction, as shown in FIG. 
10. Alternatively, the motion of two fingers pulled in opposite 
directions away from a deformed particular region 113 may 
indicate to the user interface system 100 to retract the cavity 
125 and undeform the deformed particular region 113. How 
ever, the user interface system 100 may provide any other 
Suitable active response to the motion of two fingers pulled in 
opposite directions away from a deformed particular region 
113. 

0037. In a fourth exemplary interpretation, as shown in 
FIG. 6 (Example D), and FIGS. 11a and 11b, a "dragging 
gesture may be interpreted as a command to move the 
deformed region from a first location to a second location 
along the surface 115. For example, once a first cavity 125 has 
been expanded and a particular region 113 has been 
deformed, the user may move his or her finger(s) along the 
surface 115 (preferably in contact with the surface 115, but 
may also be any other Suitable distance away from the Surface 
115) to indicate successive particular regions 113 to deform. 
As a Successive particular region 113 deforms, the prior par 
ticular region 113 preferably undeforms (in other words, the 
cavity 125 corresponding to the prior particular region 113 
retracts), resulting in the user seemingly "dragging the 
deformed particular region 113 along the surface 115. As the 
user moves his or her finger(s) along the surface 115, the 
successive particular regions 113 are preferably substantially 
adjacent or continuous with each prior particular region 113 
to provide an experience akin to that of dragging a single 
object along a surface as opposed to touching a first object on 
a Surface and then another object on the same Surface. Alter 
natively, the deformed region may be “pushed by the drag 
ging gesture. In this variation, the dragging gesture preferably 
starts on one side of the deformed region and “pushes the 
deformed region forward, as shown in FIGS. 11a and 11b. 
Subsequent particular regions 113 may be deformed forward 
of the original deformed region (instead of behind as 
described in the dragging example) to emulate the user push 
ing the deformed region from a first location to a second 
location along the surface 115. Yet alternatively, the user may 
indicate the deformed region that is to be moved by the start 
of the "dragging gesture and then indicate the desired loca 
tion of the moved deformed region by the end of the "drag 
ging gesture (in other words, where the user lifts the fingers 
off the surface 115 after the gesture). In this variation, the 
initial deformed particular region may be "eliminated” and a 
particular region at the desired location is “created while 
deformable regions in between the eliminated and created 
deformations are not actuated. However, any other suitable 
actuation of deformable regions may be used. 
0038. In another aspect of the fourth exemplary interpre 

tation, the user may dictate interaction between expanded 
cavities 125. For example, in the "dragging example men 
tioned above, the user may "drag an object along a path and 
particular regions 113 are expanded along the path. When an 
object is dragged over an existing deformed particular region 
113, the object and the existing deformed particular region 
113 may “react” based on actions of the user. For example, if 
the user pauses the dragging motion when the object is in the 
location of the existing deformed particular region 113, the 
deformed particular region 113 of the object and the existing 
deformed particular region 113 may seemingly "merge.” for 
example, the total Surface area of the existing deformed par 
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ticular region 113 may grow as if the deformed particular 
region 113 of the object is added into the existing deformed 
particular region 113, similar to the third exemplary interpre 
tation. The user may then also drag the “merged particular 
region 113 to a different location. Alternatively, the existing 
deformed particular region 113 and the deformed particular 
region 113 for the object may “repel each other, for example, 
the object may represent a baseball bat and the existing 
deformed particular region 113 may represent a ball, and the 
user may “hit the ball with the baseball bat, seemingly 
“repelling the two deformed particular regions. Similarly, 
the user may perform a splitting motion on an existing 
deformed particular region 113 and the existing deformed 
particular region 113 may “split.” forming two distinct 
deformed particular regions 113. Each of the resulting two 
distinct deformed particular regions 113 is preferably of a 
Smaller Surface area than the original existing deformed par 
ticular region 113. An example of a splitting motion may be 
drawing two fingers apart Substantially adjacent to the exist 
ing deformed particular region 113, However, any other suit 
able interaction between expanded cavities 125 may be 
implemented. While an active response to a command given 
by the user is preferably one of the examples described here, 
any active response to a command given by the user may be 
used. 

0039. A fifth exemplary interpretation, as shown in FIG. 6 
(Example E), a rotating gesture may be interpreted as a com 
mand to change the characteristics of a deformed particular 
region 113 substantially proximal to the user input. Unlike the 
first, second, third, and fourth exemplary interpretations 
where the deformations have binary states of expanded and 
retracted, the command of the fifth exemplary interpretation 
allows for a plurality of states in between fully deformed and 
fully undeformed, respectively. For example, the rotating ges 
ture around a deformed particular region 113 may be inter 
preted as a command to increase the stiffness of the deforma 
tion. This may be particular useful in a scenario where the 
command includes a command for the Volume of the device 
and the deformed particular region 113 indicates the location 
of the “increase volume” button. When the user provides the 
rotating gesture around the button to indicate an input to 
increase the volume, the deformed particular region 113 may 
become progressively stiffer to the touch as the volume 
becomes higher and reaches the limit of the Volume strength, 
indicating to the user through tactile means where along the 
volume scale they are currently. The rate of stiffness increase 
may be selected by the user to be tailored to their tactile 
preferences and/or sensitivity. The height of the deformed 
particular region 113 may also be adjusted as the volume level 
changes. To adjust the stiffness of the particular region of the 
surface 113, the displacement device 130 may adjust the 
amount of fluid that is displaced to expand the cavity 125. The 
more fluid that is displaced to expand the cavity 125, the 
stiffer the particular region 113 will feel to the touch. Simi 
larly, the more fluid that is displaced to expand the cavity 125, 
the taller the deformation of the particular region 113. The 
user interface system 100 may also include a valve that directs 
the fluid displaced by the displacement device 130. In this 
variation, when additional fluid is desired to expand the cavity 
125 to increase the stiffness and/or the height of the deformed 
particular region 113, the valve may direct additional fluid 
into the cavity 125. 
0040. While the interpretation of the gesture as a com 
mand is preferably one of the variations described above, the 
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active response may alternatively be a combination of the 
variations described above or any other suitable combination 
of gestures and commands. 

2. Second Method 

0041. As shown in FIG. 12, the method S200 for respond 
ing to an implicit gesture includes: determining that a mobile 
computing device is held by a user in Block S210, the mobile 
computing device comprising a Substrate defining a fluid 
channel, an attachment Surface, and a fluid conduit fluidly 
coupled to the fluid channel and passing though the attach 
ment Surface, a tactile layer defining a deformable region and 
a peripheral region, the peripheral region adjacent the 
deformable region and coupled to the attachment Surface, the 
deformable region adjacent the peripheral region, arranged 
over the fluid conduit, and disconnected from the attachment 
Surface, and a displacement device configured to displace 
fluid through the fluid channel to transition the deformable 
region from a retracted setting to an expanded setting in Block 
S220; identifying a position of the mobile computing device 
in a hand of the user in Block S230; predicting a location of a 
future input into the mobile computing device in Block S240, 
the location proximal the deformable region; and transition 
ing the deformable region from the retracted setting to the 
expanded setting. 
0042 Generally, the second method S200 functions to 
predict a position of an upcoming input based on how a 
mobile computing device (e.g., a smartphone, a tablet, a PDA, 
personal music player, wearable device, watch, wristband, 
etc.) is held by a user and then to manipulate a dynamic tactile 
interface within the mobile computing device to yield a tac 
tilely-distinguishable formation on the dynamic tactile inter 
face proximal the predicted position of the upcoming input, a 
desired location of a button (i.e., input region), or shape of the 
dynamic tactile interface. Thus, the second method S200 can 
manipulate one or more deformable regions of a dynamic 
tactile interface within a mobile computing device to dynami 
cally form tactilely-distinguishable formations on the mobile 
computing device, thereby improving convenience and ease 
of use of the mobile computing device. 
0043. In one example, while the mobile computing device 

is locked, the second method S200 identifies that the mobile 
computing device is held in a portrait orientation in a user's 
left hand and thus transitions a deformable region over the top 
left quadrant (i.e., II Cartesian quadrant) of the display to 
define an physical “unlock” region adjacent a repositioned 
unlock slider rendered on the display. In this example, the 
second method S200 thus identifies how the mobile comput 
ing device is held and manipulates the dynamic tactile layer to 
place the physical unlock region in a position directly and 
naturally accessibly by the user's left thumb, thus increasing 
the ease with which the user may unlock the mobile comput 
ing device. In this example, the second method S200 can also 
adjust the position of a key (e.g., graphic) rendered on the 
display to align with the physical unlock region. Furthermore, 
for the unlock region that defines an elongated ridge indicat 
ing a swipe input to unlock, the second method S200 can 
modify a required input Swipe direction to accommodate the 
users hand position over the mobile computing device. In 
this example, when the mobile computing device held in a 
portrait orientation in the user's left hand, the second method 
S200 can set the swipe direction from right to left, whereas the 
second method S200 sets the swipe direction from left to right 
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when the mobile computing device is held in a portrait ori 
entation in the user's right hand. 
0044. In another example, while the mobile computing 
device is outputting audio (e.g., through headphones or 
through an internal speaker), the second method S200 iden 
tifies that the mobile computing device is held in a portrait 
orientation in a user's right hand and thus transitions a pair of 
deformable regions on the upper right region of the side of the 
mobile computing device into expanded settings to define a 
physical “volume up' key and a physical “volume down” key. 
In this example, the second method S200 thus identifies how 
the mobile computing device is held and manipulates the 
dynamic tactile layer to place physical Volume adjustment 
regions in positions directly and naturally accessibly by the 
user's right index finger, thus increasing the ease with which 
the user may adjust the Volume output of the mobile comput 
ing device. In this example, the second method S200 can also 
render a '+' image key and a '-' image key near the perim 
eter of the display to proximal the physical “volume up' and 
“volume down” keys to indicate control functions of the 
corresponding physical keys to the user. 
0045. In yet another example implementation, while the 
mobile computing device is in use (e.g., unlocked), the sec 
ond method S200 determines the orientation of the mobile 
computing device relative to the horizon (e.g., portrait, land 
scape, 37° from horizontal) and transitions deformable 
regions within the dynamic tactile interface between 
expanded and retracted settings to maintain a physical 
“home” button proximal a current effective bottom center of 
the mobile computing device. Furthermore, in this example, 
the second method S200 can identify when the mobile com 
puting device is rotated relative to the horizon and frequently 
update the position of the home button (e.g., a home button 
rendered on the display and a home button defined by a 
deformable region in the expanded setting), such as every five 
seconds or when the change in position of the mobile com 
puting device exceeds a threshold position change while the 
mobile computing device is unlocked and in operation. 
0046. In another example implementation, once the 
mobile computing device is unlocked and a home screen with 
native applications rendered on the display, the second 
method S200 accesses a user application history including 
frequency and duration of user of native application displayed 
on the home screen. The second method S200 subsequently 
manipulates a set of deformable regions, each adjacent a 
displayed native application key, with a deformable region 
adjacent a native application key corresponding to a highest 
use native application transitioned to a highest expanded 
position and with a deformable region adjacent a native appli 
cation key corresponding to a lowest-use native application 
transitioned to a lowest expanded position or retained in the 
retracted position. Thus, in this example, the second method 
S200 can adjust the height of various deformable regions 
adjacent native application keys displayed within a home 
screen on the mobile computing device according to a likeli 
hood that the user will select each native application based on 
application selection history. 
0047 Block S210 of the second method S200 recites 
determining that the mobile computing device is held by the 
user. Furthermore, Block S220 of the second method S200 
recites identifying a position of the mobile computing device 
in a hand of the user. Generally, Block S210 and Block S220 
function to interface with one or more sensors on the mobile 
computing device to detect that the mobile computing device 
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is being held and how the mobile computing device is being 
held. For example, Blocks S210 and/or S220 can interface 
with one or more capacitive, resistive, optical, or other touch 
sensors arranged about the mobile computing device, such as 
on and around the display, the side of the mobile computing 
device, and/or a back Surface of the mobile computing device, 
to detect a finger or handhovering over or in contact with the 
mobile computing device. Blocks S210 and/or S220 can addi 
tionally or alternatively interface with one or more heat sen 
sors within the mobile computing device to detect a local 
temperature change across a Surface of the device and to 
correlate the temperature change with a hand holding the 
mobile computing device and/or interface with an accelerom 
eter and/or a gyroscope to detect that the mobile computing 
device is being held, moved, and/or manipulated. For 
example, Block S210 can characterize accelerometer and/or 
gyroscope outputs as the mobile computing device being in a 
user's pocket while the user is walking, resting on a table or 
horizontal Surface, or in a users hand, etc. In another 
example, for the mobile computing device that is a wearable 
device (e.g., a smart wristband), Blocks S210 and S220 can 
interface with a heart rate sensor within the wearable device 
to detect the user's current heart rate, and the second method 
S200 can set a position of one or more deformable regions on 
the wearable device based on the user's current heart rate. 
Blocks S210 and S220 can similarly detect the user's current 
breathing rate or other vital sign, and the second method S200 
can set a position of one or more deformable regions on the 
wearable device accordingly. Block S210 and S220 can addi 
tionally or alternatively interface with one or more bio-sen 
sors integrated into the wearable device (or other computing 
device) to identify a user who is holding the wearable device 
based on bio-signature output from the bio-sensor, and Bocks 
S210 and S220 can thus adjust a position of one or more 
deformable regions (e.g., a location, a height, a firmness, 
and/or a unique gesture definition related to a deformable 
region) according to a preference of the identified user. 
0048 Block S220 can thus compare sensed touch areas to 
a touch area model to characterize a touch sensor output as a 
left hand or a right handholding the mobile computing device 
in a portrait, landscape, or other orientation. Block S220 can 
similarly compare sensed heat areas to a heat area model to 
characterize a temperature sensor output as a left or right hand 
holding the mobile computing device in a portrait, landscape, 
or other orientation. Block S220 can also determine how the 
mobile computing device is held. Such as by one or both hands 
of the user, based on how text or other inputs are entered into 
the mobile computing device, and Block S220 can further 
Verify such characterization of user inputs Substantially in 
real-time based on accelerometer and/or gyroscope data col 
lected by sensors in the mobile computing device. 
0049 Blocks S210 and S220 can additionally or alterna 
tively implement machine vision and/or machine learning to 
identify a face, body, clothing feature, etc. in a field of view of 
a (forward-facing) camera within the mobile computing 
device and thus determine that the mobile computing device 
is held and how the mobile computing device is held based on 
the identified face, body, clothing feature, etc. For example, 
Block S210 can implement facial recognition to determine 
that the mobile computing device is currently held, and Block 
S220 can implement face tracking to predict which hand the 
user is using to hold the mobile computing device. Block 
S210 and S220 can additionally or alternatively interface with 
a rear-facing camera within the mobile computing device to 

Jun. 9, 2016 

identify a hand (e.g., left or right) holding the mobile com 
puting device. Blocks S210 and S220 can similarly identify a 
hand shape or hand motion (i.e., gesture) in a field of view of 
a camera within the mobile computing device (and not touch 
ing the mobile computing device), and Subsequent Blocks of 
the second method S200 can set a deformable region position 
according to the identified hand shape or gesture. 
0050 Blocks S210 and S220 can additionally or alterna 
tively determine if the mobile computing device is worn, in 
use, or in a particular location, on in an “ON” or “unlocked 
state. For example, the second method S200 can selectively 
expand and retract one or more side, back, or on-screen 
deformable regions based on location data of the mobile 
computing device determined in Blocks S210 and S220 
through a location (e.g., GPS) sensor within the mobile com 
puting device. In this example, the second method S200 can 
thus selectively control the position of various deformable 
regions based on whether the user is at home, in his car, what 
app is running on the mobile computing device, etc. 
0051. However, Block S210 and Block S220 can function 
in any other way to determine that the mobile computing 
device is being held and to characterize how the mobile com 
puting device is held. 
0052] Block S230 of the second method S200 recites pre 
dicting a location of a future input into the mobile computing 
device, the location proximal the deformable region. Gener 
ally, Block S230 functions to predict a location of an upcom 
ing input based on how the mobile computing device is held 
(e.g., orientation of the mobile computing device, which hand 
(s) the user is using to hold the mobile computing device). In 
example similar to that described above, when the mobile 
computing device is “locked' and Blocks S210 and S220 
determine that the user has picked up the mobile computing 
device with his left hand and is holding the mobile computing 
device in a portrait configuration, Block S230 can predict an 
upcoming input to include an “unlock' gesture. In this 
example, Block S230 can also predict that a convenient or 
preferred unlockinput to be from the Quadrant I of the display 
(current top-right quadrant) to the Quadrant II of the display 
(current top-left quadrant) based the holding hand and orien 
tation determined in Blocks S210 and S220. Block S230 can 
thus predict the upcoming input and a preferred location for 
the upcoming input. 
0053. In another example similar to that described above, 
when the mobile computing device is outputting Sound. Such 
as through a headphone stereo jack or internal speaker, and 
Blocks S210 and S220 determine that the user is holding the 
mobile computing device in his right hand in a portrait con 
figuration, Block S230 can predict an upcoming input to 
include either of a “volume up' gesture and a “volume down” 
gesture. In this example, Block S230 can also predict that a 
convenient or preferred “volume up' and “volume down” 
input regions to lie off the display on an upper left lateral side 
of the mobile computing device Such that user's right index 
finger falls substantially naturally on the “volume up' and 
“volume down” input regions. Block S230 can thus predict 
the upcoming input and a preferred or convenient location for 
the upcoming input based on the holding position of the 
mobile computing device determined in Blocks S210 and 
S22O. 

0054 Block S240 of the second method S200 recites tran 
sitioning a deformable region from the retracted setting to the 
expanded setting. Generally, Block S240 functions to control 
the displacement device to displace fluid through the fluid 
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channel to transition the deformable region from the retracted 
setting to the expanded setting. Block S240 can control one or 
more valves and/or one or more displacement devices within 
the mobile computing device to selectively expand and/or 
retract a particular Subset of deformable regions, as described 
above or as described in U.S. patent application Ser. No. 
12/319.334, filed on 5 Jan. 2009, which is incorporated in its 
entirety by this reference. 
0055. Therefore, the second method S200 can function to 
predict a future input and/or a preferred or convenient loca 
tion for a future input and manipulate a deformable region on 
the mobile computing device to define a tangible button 
accordingly. The second method S200 can manipulate one or 
more deformable regions over a display within the mobile 
computing device (i.e., an on-screen physical button) and/or 
one or more deformable regions remote from the display (i.e., 
an off-screen physical button). As described above, the sec 
ond method can therefore control one or more valves, dis 
placement devices, etc. to form a physical Volume up button, 
Volume down button, lock button, unlock button, ringer or 
vibrator state button, home button, camera shutter button, 
and/or application selection button, etc. on the mobile com 
puting device. The second method S200 can further manage 
outputs from a touch sensor to handle user inputs into selec 
tively formed buttons, and the second method can also inter 
face with a display driver to render visual input region iden 
tifiers adjacent (i.e., under) on-screen buttons and/or to render 
visual input identifiers near or pointing to off-screen buttons. 
For example, the second method S200 can detect a first ges 
ture, selectively adjust the position of a particular deformable 
region accordingly, detect a Subsequent gesture, assign a par 
ticular output type to the particular deformable region, and 
then generate an output of the particular output type when the 
particular deformable region is Subsequently selected by the 
user. However, the second method S200 can function in any 
other way to estimate how the mobile computing device is 
held, to predicta type and/or location of a future input, and to 
manipulate a vertical position of one or more deformable 
regions accordingly to the predicted type and/or location of 
the future input. 
0056. An example of method S200 includes detecting an 
ongoing phone call on a mobile phone with a touchscreen or 
other sound output through a speaker of the mobile phone. 
Method S200 can further detect the orientation of the phone 
by detecting the touchscreen proximal and/or contacting an 
ear of the user, such as when the user holds the mobile phone 
up to the ear during the ongoing phone call. In response, 
method S200 can select and expand a deformable region 
corresponding to the ear and the speaker Such that the deform 
able region forms an earpiece. Thus, method S200 can expand 
the earpiece to conform to the ear and focus sound output 
from the speaker toward to ear for improved hearing. 

3. Third Method 

0057. As shown in FIG. 14, the method S300 registers 
interaction with a dynamic tactile interface. The dynamic 
tactile interface includes a tactile layer and a substrate, the 
tactile layer defining a tactile Surface, a deformable region, 
and a peripheral region adjacent the deformable region and 
coupled to the substrate opposite the tactile surface. The 
method S300 includes detecting an orientation of the device 
in Block S310; predicting a location of an upcoming input 
related to a native application executing on the device in 
Block S320; selecting a particular deformable region from a 
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set of deformable regions, the particular deformable region 
substantially coincident the input location in Block S330; 
selectively transitioning the particular deformable region 
from a retracted setting into an expanded setting, the deform 
able region substantially flush with the peripheral region in 
the retracted setting and tactilely distinguishable from the 
peripheral region in the expanded setting in Block S340; and 
detecting an input, corresponding to the anticipated input, on 
the particular deformable region in Block S350. 
0058 As shown in FIG. 19, one variation of method S300 
includes receiving a notification event at the device in Block 
S315; detecting a particular location of an input object con 
tacting a Surface of the device prior to an upcoming input in 
Block S320; in response to the notification event, rendering a 
virtual communication on a region of a display of the device 
adjacent the particular location, the virtual communication 
corresponding to the notification event in Block S325; select 
ing a particular deformable region from a set of deformable 
region, the particular deformable region corresponding to the 
anticipated output and adjacent the particular location in 
Block S340; selectively transitioning the particular deform 
able region from a retracted setting substantially flush with 
the peripheral region to an expanded setting tactilely distin 
guishable from the peripheral region in Block S350; and 
detecting an input to the particular deformable region in 
Block S360. 
0059 Generally, method S300 functions to register an 
implicit event associated with an input, define a command for 
the dynamic tactile interface in response to the implicit event, 
and, in response to the command, modify the dynamic tactile 
interface according to an anticipated future input to the 
dynamic tactile interface. In particular, method S300 func 
tions to correlate spatial orientation of the device and a native 
application executing on the device with a configuration of 
deformable regions of the dynamic tactile interface. 

3.1 Hardware 

0060. The dynamic tactile interface can further include a 
display coupled to the Substrate opposite the tactile layer and 
displaying an image of a key Substantially aligned with the 
deformable region and/or a touch sensor coupled to the Sub 
strate and outputting a signal corresponding to an input on a 
tactile surface of the tactile layer adjacent the deformable 
region. The dynamic tactile interface can also include a hous 
ing that transiently engages a (mobile) computing device and 
transiently retains the substrate over a digital display of the 
(mobile) computing device. 
0061 Generally, the dynamic tactile interface can be 
implemented within or in conjunction with a computing 
device to provide tactile guidance to a user entering input 
selections through a touchscreen or other illuminated Surface 
of the computing device. In particular the dynamic tactile 
interface defines one or more deformable regions of a tactile 
layer that can be selectively expanded and retracted to inter 
mittently provide tactile guidance to a user interacting with 
the computing device. In one implementation, the dynamic 
tactile interface is integrated into or applied over a touch 
screen of a mobile computing device, such as a Smartphone or 
a tablet. For example, the dynamic tactile interface can 
include a set of round or rectangular deformable regions, 
wherein each deformable region is substantially aligned with 
a virtual key of a virtual keyboard rendered on the a display 
integrated into the mobile computing device, and wherein 
each deformable region in the set mimics a physical hard key 
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when in an expanded setting. However, in this example, when 
the virtual keyboard is not rendered on the display of the 
mobile computing device, the dynamic tactile interface can 
retract the set of deformable regions to yield a substantially 
uniform (e.g., flush) tactile Surface yielding reduced optical 
distortion of an image rendered on the display. In another 
example, the dynamic tactile interface can include an elon 
gated deformable region aligned with a virtual swipe-to 
unlock input region rendered on the display Such that, when 
in the expanded setting, the elongated deformable region 
provides tactile guidance for a user entering an unlock gesture 
into the mobile computing device. Once the mobile comput 
ing device is unlocked responsive to the Swipe gesture Suit 
ably aligned with the virtual input region, the dynamic tactile 
interface can transition the elongated deformable region back 
to the retracted setting to yield a uniform surface over the 
display. 
0062. The dynamic tactile interface can alternatively 
embody an aftermarket device that adds tactile functionality 
to an existing computing device. For example, the dynamic 
tactile interface can include a housing that transiently 
engages an existing (mobile) computing device and tran 
siently retains the Substrate over a digital display of the com 
puting device. The displacement device of the dynamic tactile 
interface can thus be manually or automatically actuated to 
transition the deformable region(s) of the tactile layer 
between expanded and retracted settings. 

3.2 Method 

0063 Generally, Block S310 detects an orientation of the 
device. In particular, Block S310 can interface with a sensor 
incorporated into the device (e.g., a touch sensor, an optical 
sensor, an accelerometer, Global Positioning System, etc.) to 
detect theorientation of the device relative an external surface 
or body. For example, Block S310 can interface with an 
accelerometer built into the device to detect orientation of a 
mobile phone relative to a horizontal surface. The mobile 
phone can be oriented in a portrait orientation, such that a 
minor axis of the device can be substantially parallel to the 
horizontal surface. Likewise, the device can be oriented in a 
landscape orientation, Such that the major axis of the device 
can be substantially parallel the horizontal surface. Alterna 
tively, Block S310 can detect the device in any other orienta 
tion with any other sensor suitable for detecting orientation of 
the device. For example, Block S310 can detect, with an 
optical sensor, a display of the device resting on a horizontal 
surface. Block S310 can further detect the position of the 
device relative an external surface and/or object. In another 
example, Block S310 can detect an input object (e.g., a finger) 
resting on a surface the device. Block S310 can detect with a 
sensor, Such as a capacitive, resistive, and/or optical sensor. 
0064 Generally, Block S320 predicts a location of an 
upcoming input related to a native application executing on 
the device. In particular, Block S320 can predict a particular 
input at a particular location in response to execution of the 
native application. For example, Block S320 can predict a 
contact with a surface of the device at the particular location. 
For example, Block S320 can identify a future input defined 
by a contact by an input object (e.g., a finger) on a portion of 
the touchscreen of the computing device corresponding to a 
virtual image rendered by the touchscreen. 
0065 Generally, Block S330 selects a particular deform 
able region from a set of deformable regions, the particular 
deformable region corresponding to the anticipated input and 
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adjacent the input location. In particular, Block S330 can 
select the particular deformable region adjacent or arranged 
over the input location. Block S330 can select a particular 
deformable region with a shape Substantially corresponding 
to the anticipated input. For example, if the anticipated input 
includes a slide gesture across the tactile surface, Block S330 
can select a particular deformable region that forms an elon 
gated and elevated button, Such that the user can slide a finger 
across the expanded deformable region to enter the gesture 
into the device. Alternatively, Block S330 can select a set of 
particular deformable regions from the set of deformable 
regions, such that the set of particular deformable regions 
cooperatively correspond to the anticipated input. 
0066 Generally, Block S340 selectively transitions the 
particular deformable region from a retracted setting Substan 
tially flush with the peripheral region to an expanded setting 
tactilely distinguishable from the peripheral region. In par 
ticular, Block S340 can transition the particular deformable 
region(s) by displacing fluid from a fluid vessel into a cavity 
arranged under the deformable region. The tactile layer can 
include a Substrate, a deformable region, and a peripheral 
region adjacent the deformable region and coupled to the 
Substrate opposite the tactile layer, the Substrate defining a 
fluid channel and cooperating with the deformable region to 
define a cavity filled with fluid. A displacement device (e.g., 
a pump) fluidly coupled to the fluid channel can displace fluid 
between the cavity and a reservoir fluidly coupled to the 
displacement device, thereby transitioning the deformable 
region between an expanded setting substantially elevated 
above the peripheral region and a retracted setting Substan 
tially flush with the peripheral region. Generally, the tactile 
layer can define one or more deformable regions operable 
between the expanded and retracted settings to intermittently 
define tactilely distinguishable formations over a surface, 
Such as over a touch-sensitive digital display (e.g., a touch 
screen), such as described in U.S. patent application Ser. No. 
13/414,589. Thus, the displacement device can transition the 
deformable region into the expanded setting by displacing 
fluid from the fluid vessel into the cavity. Method S300 can 
additionally or alternatively transition the particular deform 
able region(s) using electromechanical actuation. For 
example, method S300 can be implemented with a “snap 
dome' deformable region. 
0067 Generally, Block S350 detects an input, correspond 
ing to the anticipated input, to the particular deformable 
region. In particular, Block S350 detects an input at a sensor, 
Such as a touch sensor integrated in a touchscreen display of 
the mobile computing device (e.g., a capacitive, resistive, or 
optical touch sensor). Alternatively, Block S350 can detect 
the input at a pressure sensor by detecting a change in pres 
sure of the fluid in the cavity. An increase in pressure of the 
fluid in the cavity corresponds to depression of the deform 
able region into the cavity and, thus, an input to the dynamic 
tactile interface. 

3.3 Examples 

0068 Generally, method S300 functions to register inter 
action with the dynamic tactile interface by detecting an 
orientation of the device in Block 310, identifying an antici 
pated input corresponding to a native application currently 
executing on the device, the anticipated input associated with 
an input location of the device in Block S320; selecting a 
particular deformable region from a set of deformable 
regions, the particular deformable region corresponding to 
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the anticipated input and adjacent the input location in Block 
S330; selectively transitioning the particular deformable 
region from a retracted setting substantially flush with the 
peripheral region to an expanded setting tactilely distinguish 
able from the peripheral region in Block S340; and detecting 
an input, corresponding to the anticipated input, to the par 
ticular deformable region in Block S350. 
0069. One example of method S300 includes detecting a 
mobile phone held by a user in a landscape orientation in 
Block S310. Block S310 can detect the mobile phone held by 
two hands of the user, the mobile phone situated between a 
thumb and an index finger of each hand as shown in FIG. 16. 
In Block S320, method S300 can detect a native camera 
application executing on the phone and anticipate a future 
input corresponding to selection of a shutterbutton to save an 
image captured by a lends and rendered by the native camera 
application on a display of the mobile phone. Block S320 
further detects an anticipated input location of the future input 
corresponding to the location of one of the index fingers. 
Block S330 can select the deformable region at a location 
corresponding to the anticipated input location, and Block 
S340 can expand the deformable region. Thus, Blocks S330 
and S340 can function to form a tactilely distinguishable 
shutterbutton substantially underneath the index finger that is 
resting on a Surface (and holding) the mobile phone. Block 
S350 can detect depression of the tactilely distinguishable 
shutter button and trigger image capture with the camera 
accordingly. 
0070. In a similar example, method S300 can include 
detecting the orientation of the mobile phone (e.g., in a por 
trait orientation) in Block S310. Block S320 can detect a 
camera application executing on the mobile phone, the cam 
era application capturing an image detected by a forward 
facing camera built into a face of the mobile phone proximal 
the display. Block S320 can anticipate an input, such as selec 
tion of a virtual shutter button in order to capture the image 
with the forward-facing camera (i.e., a “selfie') as shown in 
FIG. 17. The input location can correspond to the virtual 
shutter button rendered by the display. The virtual shutter 
button can be located at a center of the display, proximal an 
edge of the display. Alternatively, the input location can cor 
respond to any location on any surface of the mobile device. 
For example, the input location can be centered on the display 
corresponding to an ergonomic location for contact by a 
finger (e.g., a thumb). The input location can also be arranged 
adjacent a finger holding the mobile phone and contacting a 
Surface outside the display (e.g., an edge of the phone). Block 
S330 can select the particular deformable region correspond 
ing to the ergonomic location and Block S340 can expand the 
deformable region into a tactilely distinguishable dome. 
Thus, Blocks S330 and S340 function to deploy a physical 
shutter button and Block S350 can detect depression of the 
physical shutter button, which can trigger the camera appli 
cation to capture the image detected by the forward-facing 
CaCa. 

0071. In another example, method S300 can include 
detecting the orientation of the mobile computing device with 
an accelerometer or other orientation-detecting sensor. Block 
S310 of method S300 can detect the minor axis of the mobile 
computing device Substantially parallel a horizontal plane, 
thereby defining a portrait orientation. Block S310 of method 
S300 can also detect the major axis of the mobile phone 
Substantially parallel a horizontal plane, thereby defining a 
landscape orientation as shown in FIG. 18. Block S320 can 
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identify an input to a key of a virtual keyboard as an antici 
pated input to a native application that renders the virtual 
keyboard on the touchscreen of the mobile computing device. 
Block S320 can predict the orientation of the virtual keyboard 
in response to the orientation of the mobile computing device 
detected in Block S310. For example, Block S320 can iden 
tify an anticipated input to a portrait keyboard in response to 
detection of the mobile computing device in the portrait ori 
entation. Likewise, Block S320 can identify an anticipated 
input to a landscape keyboard in response to detection of the 
mobile computing device in the landscape orientation. Block 
S330 can select a set of particular deformable regions corre 
sponding to (e.g., arranged over) each key of the virtual 
keyboard rendered by the touchscreen. Block S340 can selec 
tively transition the set of particular deformable regions to an 
expanded setting, thereby rendering a physical keyboard of 
deformable regions in an orientation corresponding to the 
orientation of the device. 

(0072. In another example shown in FIG. 13, method S300 
can detect a music application executing on the mobile com 
puting device and expand a deformable region corresponding 
to (e.g., adjacent, coincident) a Volume control (e.g., a Volume 
slider) in anticipation of an input to modify a Volume output 
by the device and/or a native application executing thereon. 
Method S300 can detect an input object proximala surface of 
the mobile computing device. For example, method S300 can 
detect a figure resting on a surface opposite the touchscreen 
(e.g., a back Surface of the mobile computing device). Method 
S300 can identify the anticipated input that changes the Vol 
ume output as a slide gesture across the tactile interface. 
Method S300 can select a particular deformable region or set 
of deformable regions that define a substantially elongated 
and tactilely distinguishable button on which the user can 
enter the slide gesture and that are located Substantially coin 
cident the input object, Such as adjacent a finger resting on a 
back Surface of the mobile computing device opposite a 
touchscreen. 

0073. In another example, method S300 can detect an 
input object proximal a surface of the device, and, upon 
detection of the input object contacting the device, method 
S300 can expand the particular deformable region coincident 
the input object. Method S300 can identify an anticipated 
input corresponding to a command to wake a 'sleeping 
device (e.g., a device in a low energy mode). For example, 
method S300 can anticipate depression of a wake button on 
the “sleeping device. The “sleeping device can be powered 
on (e.g., consuming energy from a battery and executing 
programs) but a touchscreen of the device can be disabled 
until the command to wake the “sleeping device enables the 
touchscreen. Method S300 can detect the input object proxi 
mal or coincident a surface of the device. For example, 
method S300 can detect a hand or finger resting on the device 
as would occur if one were to hold the device in the hand. 
Accordingly, method S300 can select the particular deform 
able region coincident or adjacent the input object and selec 
tively expand the particular deformable region. Method S300 
can detect depression of the particular deformable region and 
interpret depression of the particular deformable region as a 
command to wake the 'sleeping device accordingly. 
0074 An example of this variation includes expanding a 
deformable region corresponding to an icon indicating 
receipt of an incoming message as shown in FIG. 19. In 
particular, method S300 includes detecting an incoming mes 
Sage to a native messaging application executing on the com 
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puting device. In response to the incoming message, method 
S300 identifies an anticipated output from the computing 
device and the native message application corresponding to a 
notification indicating receipt of the incoming message. For 
example, method S300 can anticipate an icon rendered by the 
touchscreen in response to receipt of the incoming message. 
The icon can include an abbreviated version of the message. 
Method S300 can furtheranticipate an input corresponding to 
the icon, Such as a slide gesture Substantially over the icon. 
Method S300 can unlock a lock screen and open the message 
in response to detection of the slide gesture into the device. 
Method S300 can further select a particular deformable 
region corresponding to the icon (e.g., of Substantially the 
same shape as the icon) and selectively expand the deform 
able region to an expanded setting in anticipation of the slide 
input. Method S300 can also detect the slide input, which can 
be applied to the deformable region and, thus, the icon. 
0075 Another example of the variation includes expand 
ing the particular deformable region corresponding in 
response to an incoming phone call, the particular deformable 
region corresponding to an anticipated input that answers the 
incoming phone call. In particular, method S300 can detect an 
incoming phone call and, thus, render a notification on the 
display to notify the user of the incoming phone call. For 
example, method S300 can render a virtual icon on a touch 
screen of the device to prompt the user to answer the phone 
call. Additionally, method S300 can selectively expand a 
particular deformable region arranged over the virtual icon. 
Alternatively, method S300 can select and expandaparticular 
deformable region corresponding to an anticipated input 
location, Such as a Surface of the device where an input object 
(e.g., the user's finger) is in contact with the device prior and 
up to the time of the incoming phone call. Thus, the method 
can raise a particular deformable region adjacent a Surface of 
the device that the user is already touching, and the user can 
answer the phone call by depressing the particular deform 
able region thus raised under or adjacent the user's finger. 
0076. In another example, method S300 can detect an 
external Surface. Such as a Surface on which the device rests, 
and selectively deformable the particular deformable region 
(s) opposite the external Surface. For example, a mobile 
phone can rest on a surface of a table with the touchscreen of 
the mobile phone contacting the surface of the table. Method 
S300 can detect the surface of the table proximal the touch 
screen. In response to receipt of an incoming phone call, 
method S300 can identify a notification notifying the user of 
the phone call, a location of the notification corresponding to 
a surface of the mobile phone opposite the external surface 
(e.g., the back of the phone), and an anticipated input corre 
sponding to answering the incoming phone call. Thus, 
method S300 can select the particular deformable region 
corresponding to the location of the notification opposite the 
external Surface (e.g., the back of the phone) and transition the 
deformable region to an expanded setting, thereby indicating 
the incoming phone call and providing a tactile feature on 
which a user can apply the anticipated input. 
0077. Another example of the variation includes expand 
ing the particular deformable region corresponding to an icon 
representing a local area wireless technology or short-range 
wireless communication rendered by the touchscreen of the 
mobile computing device in response to short-range wireless 
communication (e.g., Bluetooth) between the mobile com 
puting device and a secondary device, as shown in FIG. 15. In 
particular, in this example, method S300 detects a short-range 
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wireless communication application executing on the mobile 
computing device. Method S300 can detect an event corre 
sponding to the secondary device within an area proximal the 
mobile computing device. The secondary device can also 
execute a native short-range wireless communication appli 
cation or emit a short-range wireless communication signal 
that is detectable by the mobile computing device when the 
secondary device is within wireless range of the mobile com 
puting device. In response to detection of the secondary 
device (e.g., detection of a wireless signal from the secondary 
device), method S300 can render on the display of the mobile 
computing device an interface through which the user can 
confirm continued short-range wireless communication 
between the mobile computing device and the secondary 
device. Method S300 can select a deformable region substan 
tially corresponding to the interface and selectively expand 
the deformable region, thereby yielding a raised button with 
which a user can interact to confirm continued wireless com 
munication with the second device. The interface can corre 
spond to an image of an icon rendered on a touchscreen within 
the mobile computing device, the icon graphically represent 
ing the short-range wireless communication between the 
devices. For example, the icon can include a list of devices (or 
local area networks) within the area proximal the mobile 
computing devices from which the user can select one or 
more devices (or local area networks) with which the mobile 
computing device may communicate. Alternatively, the inter 
face can be represented overa region of the mobile computing 
device distinct from the touchscreenportion, Such as a side or 
back Surface of the mobile computing device. 
(0078. In another example of the variation, method S300 
can retract the deformable region(s) and disable input(s) to 
the mobile computing device in response to receipt of a signal 
from a third party device indicating the mobile computing 
device was lost or stolen. In particular, method S300 can 
detect a phone tracking application executing on the mobile 
computing device. Method S300 can detect a message from a 
third party device indicating that owner of the mobile com 
puting device no longer possesses the mobile computing 
device. Thus, with the phone tracking application, method 
S300 tracks location and can disable interactive features of 
the mobile computing device. Method S300 can disable 
inputs and outputs to the mobile computing device. Thus, 
method S300 can selectively transition expanded deformable 
regions to the retracted setting. 
007.9 The systems and methods of the embodiments can 
be embodied and/or implemented at least in part as a machine 
configured to receive a computer-readable medium storing 
computer-readable instructions. The instructions can be 
executed by computer-executable components integrated 
with the application, applet, host, server, network, website, 
communication service, communication interface, native 
application, frame, iframe, hardware/firmware/software ele 
ments of a user computer or mobile device, or any Suitable 
combination thereof. Other systems and methods of the 
embodiments can be embodied and/or implemented at least in 
part as a machine configured to receive a computer-readable 
medium storing computer-readable instructions. The instruc 
tions can be executed by computer-executable components 
integrated by computer-executable components integrated 
with apparatuses and networks of the type described above. 
The computer-readable medium can be stored on any suitable 
computer readable media such as RAMs, ROMs, flash 
memory, EEPROMs, optical devices (CD or DVD), hard 
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drives, floppy drives, or any suitable device. The computer 
executable component can be a processor, though any Suit 
able dedicated hardware device can (alternatively or addition 
ally) execute the instructions. 
0080. As a person skilled in the art will recognize from the 
previous detailed description and from the figures and claims, 
modifications and changes can be made to the preferred 
embodiments of the invention without departing from the 
Scope of this invention defined in the following claims. 

I claim: 
1. A method for registering interaction with a dynamic 

tactile interface comprising a tactile layer and a Substrate, the 
tactile layer defining a tactile Surface, a deformable region, 
and a peripheral region adjacent the deformable region and 
coupled to the substrate opposite the tactile surface, the 
method comprising: 

predicting a location of an upcoming input related to a 
native application executing on the device; 

Selecting a particular deformable region from a set of 
deformable regions, the particular deformable region 
Substantially coincident the input location; 

Selectively transitioning the particular deformable region 
from a retracted setting into an expanded setting, the 
deformable region substantially flush with the periph 
eral region in the retracted setting and tactilely distin 
guishable from the peripheral region in the expanded 
Setting; and 

detecting an input, corresponding to the upcoming input, 
on the particular deformable region. 
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