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(57)【要約】
本実施形態は、いくつかの効用を得ることを期待して、
（Ｓにより示される）彼のプライベートデータと相関関
係がある、（Ｘにより示される）いくつかのパブリック
データを分析者に公開することを願うユーザにより直面
されるプライバシー効用トレードオフに焦点を当てる。
ノイズがプライバシー保護機構として追加されるとき、
すなわちＹが分析者に実際に公開されるデータでありＮ
がノイズであってＹ＝Ｘ＋Ｎであるとき、我々はガウス
ノイズを追加することがｌ2ノルム歪み下で連続データ
Ｘに関して最適であることを示す。我々はガウスノイズ
を追加する機構がガウス機構による最悪の場合の情報漏
出を最小化することを示す。ガウス機構のパラメータは
Ｘの共分散の固有ベクトル及び固有値に基づき決定され
る。離散データＸに関する確率的プライバシー保護写像
機構も開発し、ランダム離散ノイズは最大エントロピー
分散に従う。
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【特許請求の範囲】
【請求項１】
　ユーザに関するユーザデータを処理するための方法であって、
　プライベートデータおよびパブリックデータを含む前記ユーザデータにアクセスするス
テップであって、前記プライベートデータは、第１のカテゴリのデータに対応し、前記パ
ブリックデータは、第２のカテゴリのデータに対応する、前記ステップと、
　前記第１のカテゴリのデータの共分散行列を決定するステップ（１２０）と、
　前記共分散行列に応じてガウスノイズを生成するステップ（１３０）と、
　前記生成されたガウスノイズを前記ユーザの前記パブリックデータに加えることによっ
て、前記パブリックデータを修正するステップ（１４０）と、
　前記修正されたデータを、サービスプロバイダとデータ収集エージェンシとの少なくと
も一方へ公開するステップ（１５０）と、
　を含む、前記方法。
【請求項２】
　前記パブリックデータは、公然と公開されることを前記ユーザが示すデータを含み、前
記プライベートデータは、公然と公開されるべきでないことを前記ユーザが示すデータを
含む、請求項１に記載の方法。
【請求項３】
　ガウスノイズを生成する前記ステップは、
　前記共分散行列の固有値及び固有ベクトルを決定するステップと、
　前記決定された固有値及び固有ベクトルに応じて他の固有値及び固有ベクトルをそれぞ
れ決定するステップであって、前記ガウスノイズは、前記他の固有値及び固有ベクトルに
応じて生成される、前記ステップと、
　を含む、請求項１に記載の方法。
【請求項４】
　前記決定された他の固有ベクトルは、前記共分散行列の前記決定された固有ベクトルと
実質的に同一である、請求項１に記載の方法。
【請求項５】
　ガウスノイズを生成する前記ステップは、歪み制約にさらに応じる、請求項１に記載の
方法。
【請求項６】
　ガウスノイズを生成する前記ステップは、前記第２のカテゴリのデータの情報とは独立
して生成するステップを含む、請求項１に記載の方法。
【請求項７】
　前記公開されたデータに基づいてサービスを受信するステップをさらに含む、請求項１
に記載の方法。
【請求項８】
　ユーザに関するユーザデータを処理するための方法であって、
　プライベートデータおよびパブリックデータを含む前記ユーザデータにアクセスするス
テップと、
　効用Ｄに対する制約にアクセスするステップ（２２０）であって、前記効用は、前記ユ
ーザの前記パブリックデータおよび公開されるデータに応じる、ステップと、
　前記効用に対する制約に応じてランダムノイズＺを生成するステップ（２３０）であっ
て、前記ランダムノイズは、前記効用に対する制約下の最大エントロピー確率分布に従う
、前記ステップと、
　前記生成されたノイズを前記ユーザの前記パブリックデータに加えて、前記ユーザに関
する前記公開されるデータを生成するステップ（１４０）と、
　前記公開されるデータを、サービスプロバイダとデータ収集エージェンシとの少なくと
も一方へ公開するステップ（１５０）と、
　を含む、前記方法。
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【請求項９】
　前記ランダムノイズは、分布
Ｐ[Ｚ＝ｉ]
に従い、Ａ及びＢは、
【数１】

　となるように選択され、ｐは整数である、請求項８に記載の方法。
【請求項１０】
【数２】

である、請求項９に記載の方法。
【請求項１１】
　ユーザに関するユーザデータを処理するための装置であって、
　プライベートデータおよびパブリックデータを含む前記ユーザデータの第１のカテゴリ
のデータの共分散行列を決定するように構成された統計収集モジュール（３２０）であっ
て、前記プライベートデータは、前記第１のカテゴリのデータに対応し、前記パブリック
データは、第２のカテゴリのデータに対応する、前記統計収集モジュールと、
　前記共分散行列に応じてガウスノイズを生成するように構成された付加ノイズ生成器（
３３０）と、
　プライバシー保護モジュール（３４０）であって、
　　前記生成されたガウスノイズを前記ユーザの前記パブリックデータに加えることによ
って、前記パブリックデータを修正し、
　　前記修正されたデータを、サービスプロバイダとデータ収集エージェンシとの少なく
とも一方へ公開する、
　ように構成された、前記プライバシー保護モジュールと、
　を含む、前記装置。
【請求項１２】
　前記パブリックデータは、公然と公開されることを前記ユーザが示すデータを含み、前
記プライベートデータは、公然と公開されるべきでないことを前記ユーザが示すデータを
含む、請求項１１に記載の装置。
【請求項１３】
　前記付加ノイズ生成器（３３０）は、
　前記共分散行列の固有値及び固有ベクトルを決定し、
　前記決定された固有値及び固有ベクトルに応じて他の固有値及び固有ベクトルをそれぞ
れ決定する、
　ように構成され、前記ガウスノイズは、前記他の固有値及び固有ベクトルに応じて生成
される、請求項１１に記載の装置。
【請求項１４】
　前記決定された他の固有ベクトルは、前記共分散行列の前記決定された固有ベクトルと
実質的に同一である、請求項１１に記載の装置。
【請求項１５】
　前記付加ノイズ生成器は、歪み制約に応じるように構成されている、請求項１１に記載
の装置。
【請求項１６】
　前記付加ノイズ生成器は、前記ガウスノイズを前記第２のカテゴリのデータの情報とは
独立して生成するように構成されている、請求項１１に記載の装置。
【請求項１７】
　前記公開されたデータに基づいてサービスを受信するように構成されたプロセッサをさ
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らに含む、請求項１１に記載の装置。
【請求項１８】
　ユーザに関するユーザデータを処理するための装置であって、
　効用Ｄに対する制約にアクセスするように構成された統計収集モジュール（３２０）で
あって、前記効用は、前記ユーザのパブリックデータおよび公開されるデータに応じる、
前記統計収集モジュールと、
　　前記効用に対する制約に応じてランダムノイズＺを生成するように構成された付加ノ
イズ生成器であって、前記ランダムノイズは、前記効用に対する制約下の最大エントロピ
ー確率分布に従う、前記付加ノイズ生成器と、
　プライバシー保護モジュール（３４０）であって、
　　プライベートデータおよび前記パブリックデータを含む前記ユーザデータにアクセス
し、
　　前記生成されたノイズを前記ユーザの前記パブリックデータに加えて、前記ユーザに
関する前記公開されるデータを生成し、
　　前記公開されるデータを、サービスプロバイダとデータ収集エージェンシとの少なく
とも一方へ公開する、
　ように構成された、前記プライバシー保護モジュールと、
　を含む、前記装置。
【請求項１９】
　前記ランダムノイズは、分布
Ｐ[Ｚ＝ｉ]
に従い、Ａ及びＢは、
【数３】

　となるように選択され、ｐは整数である、請求項１８に記載の装置。
【請求項２０】
【数４】

である、請求項１９に記載の装置。
【請求項２１】
　請求項１から１０のいずれかに記載の方法による、ユーザに関するユーザデータを処理
するための命令を格納したコンピュータ可読記憶媒体。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、プライバシーを保護するための方法および装置に関し、より詳細には、ユー
ザデータにノイズを加えてプライバシーを保護するための方法および装置に関する。
【背景技術】
【０００２】
関連出願の相互参照
　本出願は、あらゆる目的で参照によりその全体が本明細書に組み込まれる、２０１３年
８月１９日に出願された米国特許仮出願第６１／８６７，５４６号明細書、名称「Ｍｅｔ
ｈｏｄ　ａｎｄ　Ａｐｐａｒａｔｕｓ　ｆｏｒ　Ｕｔｉｌｉｔｙ－Ａｗａｒｅ　Ｐｒｉｖ
ａｃｙ　Ｐｒｅｓｅｒｖｉｎｇ　Ｍａｐｐｉｎｇ　ｔｈｒｏｕｇｈ　Ａｄｄｉｔｉｖｅ　
Ｎｏｉｓｅ」の出願日の利益を主張する。
【０００３】
　本出願は、２０１２年８月２０日に出願された米国特許仮出願第６１／６９１，０９０
号明細書、名称「Ａ　Ｆｒａｍｅｗｏｒｋ　ｆｏｒ　Ｐｒｉｖａｃｙ　ａｇａｉｎｓｔ　
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Ｓｔａｔｉｓｔｉｃａｌ　Ｉｎｆｅｒｅｎｃｅ」（以下、「Ｆａｗａｚ」）に関連付けら
れる。この仮出願は、明示的に参照によりその全体が本明細書に組み込まれる。
【０００４】
　加えて、本出願は、以下の出願、（１）代理人整理番号第ＰＵ１３０１２０号、名称「
Ｍｅｔｈｏｄ　ａｎｄ　Ａｐｐａｒａｔｕｓ　ｆｏｒ　Ｕｔｉｌｉｔｙ－Ａｗａｒｅ　Ｐ
ｒｉｖａｃｙ　Ｐｒｅｓｅｒｖｉｎｇ　Ｍａｐｐｉｎｇ　ａｇａｉｎｓｔ　Ｉｎｆｅｒｅ
ｎｃｅ　Ａｔｔａｃｋｓ」、および（２）代理人整理番号第ＰＵ１３０１２１号、名称「
Ｍｅｔｈｏｄ　ａｎｄ　Ａｐｐａｒａｔｕｓ　ｆｏｒ　Ｕｔｉｌｉｔｙ－Ａｗａｒｅ　Ｐ
ｒｉｖａｃｙ　Ｐｒｅｓｅｒｖｉｎｇ　Ｍａｐｐｉｎｇ　ｉｎ　Ｖｉｅｗ　ｏｆ　Ｃｏｌ
ｌｕｓｉｏｎ　ａｎｄ　Ｃｏｍｐｏｓｉｔｉｏｎ」に関連付けられ、これらは、同一譲受
人に譲渡され、それら全体が参照により組み込まれ、本明細書と共に出願される。
【０００５】
　ビッグデータの時代において、ユーザデータの収集およびマイニングは、多数の民間お
よび公共機関により、急速に成長している一般的行為となっている。たとえば、技術会社
は、ユーザデータを利用してそれらの顧客に個別化されたサービスを提供し、政府機関は
、データに依拠して、様々な課題、たとえば、国家安全保障、国民健康、予算および基金
配分に取り組み、または医療機関は、データを分析して病気の発端および潜在的治療法を
発見する。場合によっては、ユーザのデータの収集、分析または第三者との共有は、ユー
ザの同意または認識なしに行われる。他の場合、データは、見返りにサービスを得るため
に、ユーザによって特定の分析者に自発的に公開され、たとえば、推奨を得るために製品
評価が公開される。ユーザのデータにアクセスすることを許可することからユーザが得る
このサービスまたは他の利益は、効用（utility）と呼ばれることがある。いずれの場合
も、プライバシーリスクが生じ、その理由は、収集されたデータの一部は、センシティブ
（sensitive）であるとユーザがみなすことがある（たとえば、政治的意見、健康状態、
所得レベル）、または、一見無害に見えることがある（たとえば、製品評価）が、それが
相関付けられたよりセンシティブなデータの推定につながるからである。後者の脅威は、
推論攻撃、すなわち、プライベートデータを、それの公然と公開されるデータ（released
 data）との相関を利用することによって推論する技法を指す。
【発明の概要】
【０００６】
　本原理は、ユーザに関するユーザデータを処理するための方法であって、プライベート
データおよびパブリックデータを含む上記ユーザデータにアクセスするステップであって
、上記プライベートデータは、第１のカテゴリのデータに対応し、上記パブリックデータ
は、第２のカテゴリのデータに対応する、ステップと、上記第１のカテゴリのデータの共
分散行列を決定するステップと、上記共分散行列に応じてガウスノイズを生成するステッ
プと、上記生成されたガウスノイズを上記ユーザの上記パブリックデータに加えることに
よって、上記パブリックデータを修正するステップと、後述されるように、上記修正され
たデータを、サービスプロバイダとデータ収集エージェンシとの少なくとも一方へ公開す
るステップと、を含む、上記方法を提供する。本原理はまた、これらのステップを実施す
るための装置を提供する。
【０００７】
　本原理はまた、ユーザに関するユーザデータを処理するための方法であって、プライベ
ートデータおよびパブリックデータを含む上記ユーザデータにアクセスするステップと、
効用Ｄに対する制約にアクセスするステップであって、上記効用は、上記ユーザの上記パ
ブリックデータおよび公開されるデータに応じる、ステップと、上記効用制約に応じてラ
ンダムノイズＺを生成するステップであって、上記ランダムノイズは、上記効用制約下の
最大エントロピー確率分布に従う、ステップと、後述されるように、上記生成されたノイ
ズを上記ユーザの上記パブリックデータに加えて、上記ユーザに関する上記公開されるデ
ータを生成するステップと、を含む、上記方法を提供する。本原理はまた、これらのステ
ップを実行するための装置を提供する。
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【０００８】
　本原理はまた、上述された上記方法によるユーザに関するユーザデータを処理するため
の命令を格納したコンピュータ可読記憶媒体を提供する。
【図面の簡単な説明】
【０００９】
【図１】本原理の実施形態による、ガウスノイズを連続データに加えることによってプラ
イバシーを保護するための例示的方法を示すフロー図である。
【図２】本原理の実施形態による、離散ノイズを離散データに加えることによってプライ
バシーを保護するための例示的方法を示すフロー図である。
【図３】本原理の実施形態による、例示的プライバシーエージェントを示すブロック図で
ある。
【図４】本原理の実施形態による、複数のプライバシーエージェントを有する例示的シス
テムを示すブロック図である。
【発明を実施するための形態】
【００１０】
　我々は、Ｆａｗａｚに説明された設定を検討し、この設定では、ユーザが、相関付けら
れた２種類のデータを有し、すなわち、ユーザがプライベートのままにしたい一部のデー
タと、ユーザが分析者に積極的に公開し、そこからユーザがある種の効用を得られ得る、
たとえば、メディア選好をサービスプロバイダに公開して、より精密なコンテンツ推奨を
受け取る、一部の非プライベートデータとを有する。
【００１１】
　本出願で使用されるとき、分析者という用語は、たとえば、サービスプロバイダのシス
テムの一部であってよく、ユーザへの効用を提供するためにデータを表向き使用する、公
開されるデータの受信者を指す。分析者は、公開されるデータの正当な受信者である。し
かしながら、分析者が、公開されるデータを不法に利用し、ユーザのプライベートデータ
に関するある種の情報を推論する可能性もあり得る。これは、プライバシーと効用の必要
条件の間の緊張をもたらす。効用を保持しながら推論脅威を低減するために、ユーザは、
効用制約下で設計された「プライバシー保護写像（privacy preserving mapping）」と呼
ばれる条件付き確率的写像によって生成されたデータの「歪められたバージョン」を公開
することができる。
【００１２】
　本出願において、我々は、ユーザがプライベートのままにしたいデータを「プライベー
トデータ」と呼び、ユーザが積極的に公開しようとするデータを「パブリックデータ」と
呼び、ユーザが実際に公開するデータを「公開されるデータ」と呼ぶ。たとえば、ユーザ
は、ユーザの政治的意見をプライベートに維持したいことがあり、修正を伴うユーザのＴ
Ｖ評価を積極的に公開する（たとえば、番組に関するユーザの実際の評価は４であるが、
ユーザは評価を３として公開する）。この場合、ユーザの政治的意見は、このユーザのプ
ライベートデータとみなされ、ＴＶ評価は、パブリックデータとみなされ、公開された修
正されたＴＶ評価は、公開されるデータとみなされる。別のユーザが政治的意見とＴＶ評
価の両方を修正なしに積極的に公開しようとすることもあり、したがって、この他のユー
ザの場合、政治的意見とＴＶ評価のみが考慮されるとき、プライベートデータ、パブリッ
クデータ、および公開されるデータの間の区別がないことに留意されたい。多くの人々が
政治的意見およびＴＶ評価を公開する場合、分析者は、政治的意見とＴＶ評価との間の相
関を得ることができ、したがって、それをプライベートに維持したいユーザの政治的意見
を推論できることがある。
【００１３】
　プライベートデータに関して、これは、公然と公開されるべきでないことをユーザが示
すのみならず、ユーザが公開することになる他のデータから推論されたくもないデータを
指す。パブリックデータは、場合によってはプライベートデータの推論を防止するために
歪められた方法で、プライバシーエージェントが公開することをユーザが許可するデータ
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である。
【００１４】
　一実施形態では、パブリックデータは、ユーザにサービスを提供するためにサービスプ
ロバイダがユーザに要求するデータである。しかしながら、ユーザは、それをサービスプ
ロバイダに公開する前に、それを歪める（すなわち修正する）。別の実施形態では、パブ
リックデータは、公開がプライベートデータの推論を防止する形態をとる限りはユーザが
それを公開するのを気にしないという意味で「パブリック」であるとユーザが示すデータ
である。
【００１５】
　上述されたように、特定のカテゴリのデータがプライベートデータとみなされるかそれ
ともパブリックデータとみなされるかは、特定のユーザの視点に基づく。表記を簡単にす
るために、我々は、特定のカテゴリのデータを、現在のユーザの視点から、プライベート
データまたはパブリックデータと呼ぶ。たとえば、自身の政治的意見をプライベートに維
持したい現在のユーザに関するプライバシー保護写像を設計しようとするとき、我々は、
現在のユーザと、自身の政治的意見を積極的に公開しようとする別のユーザとの両方に関
して、政治的意見をプライベートデータと呼ぶ。
【００１６】
　本原理では、我々は、公開されるデータとパブリックデータとの間の歪みを、効用の測
度として使用する。歪みがより大きいとき、公開されるデータは、よりいっそうパブリッ
クデータとは異なり、よりプライバシーが保護されるが、歪められたデータから得られる
効用は、ユーザにとって、より小さくなり得る。他方で、歪みがより小さいとき、公開さ
れるデータは、パブリックデータのより精密な表現となり、ユーザは、より大きい効用、
たとえば、より精密なコンテンツ推奨を受け取る可能性がある。
【００１７】
　一実施形態では、統計的推論に対してプライバシーを保護するために、我々は、歪み制
約を受けるプライベートデータと公開されるデータとの間の相互情報量として定義される
情報漏出を最小化する最適化問題を解くことにより、プライバシー効用トレードオフをモ
デリングし、プライバシー保護写像を設計する。
【００１８】
　Ｆａｗａｚでは、プライバシー保護写像を求めることは、プライベートデータと公開さ
れるデータとをリンクする事前同時分布（prior joint distribution）が知られていて最
適化問題に対する入力として提供され得るという基本的仮定に依拠する。実際には、真の
事前分布は知られていなくてよく、いくつかの事前統計値が、観測され得るサンプルデー
タのセットから推定されてよい。たとえば、事前同時分布は、プライバシーの懸念を持た
ず、異なるカテゴリのデータを公然と公開するユーザのセットから推定されてよく、それ
らのデータは、彼らのプライバシーを懸念するユーザによってプライベートデータまたは
パブリックデータとみなされ得る。あるいは、プライベートデータが観測できないとき、
公開されるべきパブリックデータの周辺分布、または単純にその２次統計値が、彼らのパ
ブリックデータのみを公開するユーザのセットから推定され得る。このサンプルのセット
に基づいて推定された統計値は、次いで、彼らのプライバシーを懸念する新しいユーザに
適用されるプライバシー保護写像機構を設計するために使用される。実際には、たとえば
、観測可能サンプルが少数のため、または観測可能データの不完全性のため、推定された
事前統計値と真の事前統計値との間の不一致が存在することもある。
【００１９】
　問題を定式化するために、パブリックデータは、確率分布Ｐxを有する確率変数
【００２０】
【数１】

【００２１】
によって示される。Ｘは、確率変数
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【数２】

【００２３】
によって示されるプライベートデータと相関付けられる。ＳとＸの相関は、同時分布ＰS,

Xによって定義される。確率変数
【００２４】

【数３】

【００２５】
によって示される公開されるデータは、Ｘの歪められたバージョンである。Ｙは、Ｘをカ
ーネルＰY|Xに通すことによって実現される。本出願では、用語「カーネル」は、データ
ＸをデータＹに確率的に写像する条件付き確率を指す。すなわち、カーネルＰY|Xは、我
々が設計するのを望むプライバシー保護写像である。Ｙは、Ｘのみの確率的関数であるの
で、本出願では、Ｓ→Ｘ→Ｙがマルコフ連鎖を形成すると仮定する。したがって、ＰY|X

を定義すると、同時分布ＰS,X,Y＝ＰY|XＰS,X、特に同時分布ＰS,Yが得られる。
【００２６】
　以下では、我々は、まずプライバシー概念を定義し、次いで精度概念を定義する。
定義１．Ｓ→Ｘ→Ｙを仮定する。カーネルＰY|Xは、同時分布ＰS,X,Y＝ＰY|XＰS,Xから得
られる分布ＰS,Yが以下の式を満たす場合、ε－発散プライベートと呼ばれる。
【００２７】

【数４】

【００２８】
上式において、Ｄ（．）はＫ－Ｌ発散であり、
【００２９】
【数５】

【００３０】
は確率変数の期待値であり、Ｈ（．）はエントロピーであり、ε∈［０，１］は漏出係数
と呼ばれ、相互情報量Ｉ（Ｓ；Ｙ）は情報漏出を表す。
【００３１】
　我々は、ε＝０の場合に、機構が完全プライバシーを有すると言う。極値の場合、ε＝
０は、公開された確率変数Ｙが、プライベート確率変数Ｓから独立していることを暗示し
、ε＝１は、ＳがＹから完全に復元可能である（ＳはＹの確定関数である）ことを暗示す
る。Ｙは、完全にＳから独立して完全プライバシーを有する（ε＝０）と仮定することが
できるが、これは、低い精度レベルをもたらす可能性があることに留意されたい。我々は
、精度を以下のように定義する。
【００３２】
定義２．
【００３３】

【数６】

【００３４】
を歪み測度とする。カーネルＰY|Xは、
【００３５】
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【数７】

【００３６】
であるならば、Ｄ－精度があると呼ばれる。
【００３７】
　プライバシー保護写像の漏出係数εと歪みレベルＤとの間にトレードオフがある。
【００３８】
　本発明は、事前の一部の統計的知識のみが入手可能であるときに効用対応プライバシー
保護写像機構を設計する方法を提案する。より詳細には、本原理は、付加ノイズ機構の部
類におけるプライバシー保護写像機構を提供し、ノイズはパブリックデータに対してそれ
が公開される前に加えられる。分析において、我々は、ノイズの平均値をゼロであると仮
定する。この機構は、平均がゼロでないときにも適用され得る。一例では、エントロピー
が平均にセンシティブでないため、結果は非ゼロ平均に対して同じである。この機構は、
データの２次モーメントの知識のみが、連続データと離散データの両方に関して公開され
ることを必要とする。
【００３９】
ガウス機構（Gaussian Mechanism）
　一実施形態では、我々は、連続パブリックデータＸ、およびノイズを信号に加えること
によって達成されるプライバシー保護写像方式、すなわちＹ＝Ｘ＋Ｎを考える。例示的連
続パブリックデータは、ユーザの身長または血圧であり得る。写像は、ＰXおよびＰS,Xを
知ることなく、ＶＡＲ（Ｘ）（または多次元Ｘの場合の共分散行列）を知ることによって
得られる。まず、我々は、プライバシーを保護するためにノイズをパブリックデータに加
える場合に、すべてのプライバシー保護写像機構のうち、ガウスノイズを加えることが最
適であることを示す。
【００４０】
　Ｓ→Ｘ→Ｙであるので、Ｉ（Ｓ；Ｙ）≦Ｉ（Ｘ；Ｙ）が得られる。情報漏出Ｉ（Ｓ；Ｙ
）を境界付けるために、我々はＩ（Ｘ；Ｙ）を境界付ける。Ｘ＝ｆ（Ｓ）がＳの確定関数
である場合、Ｉ（Ｓ；Ｙ）＝Ｉ（Ｘ；Ｙ）であり、境界はタイトである（これは、たとえ
ば、ある行列ＡについてＸ＝ＡＳであるときに線形回帰で発生する）。
【００４１】

【数８】

【００４２】
とする。Ｘの共分散行列をＣXで示す。Ｙ＝Ｘ＋Ｎとし、式中、Ｎは、Ｘから独立したノ
イズであり、平均０および共分散行列ＣNを有する。我々は、１つの確率変数のみがある
ときに分散
【００４３】

【数９】

【００４４】
の表記を使用し、複数の確率変数があるときに共分散（ＣN）の表記を使用することに留
意されたい。我々は、以下の結果を有する。
命題２．　ＰXが、プライバシー保護写像の設計において知られておらず、我々は、ある
σXについての
【００４５】
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【数１０】

【００４６】
のみを知っていると仮定する。また、独立したノイズＮを信号Ｘに加えることによって得
られたプライバシー保護方式のクラスを考える。このノイズは、ゼロ平均、およびあるσ

Nについての
【００４７】

【数１１】

【００４８】
よりも大きくない分散（ｌ2ノルム歪み）を有する。我々は、ガウスノイズが下記の意味
で最も良いことを示す：
【００４９】

【数１２】

【００５０】
式中、ＮGは、ガウスノイズを表し、Ｎは、
【００５１】

【数１３】

【００５２】
かつ
【００５３】
【数１４】

【００５４】
となるような確率変数である。これは、ＮGを使用した最悪の場合の情報漏出が、Ｎを使
用した最悪の場合の情報漏出よりも大きくないことを暗示する。
【００５５】
　証明：　ガウス鞍点定理を使用すると、
【００５６】

【数１５】

【００５７】
が得られ、式中、ＸGは、ゼロ平均および分散
【００５８】
【数１６】
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【００５９】
を有するガウス分布を持つ。これで証明を完了する。□
【００６０】
　ここで、我々は、プライバシーを保護するためにノイズを加える場合、ｌ2ノルム歪み
制約下で、ガウスノイズを加えることが付加ノイズの系統群における最適解であることが
分かっている。以下では、我々は、ガウスノイズをパブリックデータに加えるための最適
パラメータを決定する。我々は、ガウス機構によって、そのようなパラメータでガウスノ
イズを加える機構を表す。
【００６１】
　１つの例示的実施形態では、所与のＣXおよび歪みレベルＤについて、ガウス機構は、
図１に示されるようなステップで進行する。
【００６２】
　方法１００は、１０５から開始する。ステップ１１０で、それは、彼らのパブリックデ
ータまたはプライベートデータのプライバシーについて懸念しないユーザによって公開さ
れたパブリックデータに基づいて統計情報を推定する。我々は、これらのユーザを「パブ
リックユーザ」として表し、彼らのプライベートデータのプライバシーについて懸念する
ユーザを「プライベートユーザ」として表す。
【００６３】
　これらの統計は、ウェブを巡回して異なるデータベースにアクセスすることによって収
集されてもよく、またはデータアグリゲータ、たとえば、ｂｌｕｅｋａｉ．ｃｏｍによっ
て提供されてもよい。どの統計情報が収集され得るかは、パブリックユーザが何を公開す
るかに応じて変わる。分散を特徴付けることは、周辺分布ＰXを特徴付けるよりも必要と
されるデータが少ないことに留意されたい。したがって、我々は分散を推定できるが周辺
分布を精密に推定できないという状況に我々はあり得る。一例では、我々は、ステップ１
２０で、収集された統計情報に基づいてパブリックデータの平均および分散（または共分
散）のみを取得できることがある。
【００６４】
　ステップ１３０で、我々は共分散行列ＣXの固有値分解を行う。ガウスノイズＮGの共分
散行列は、ＣXの固有ベクトルと同じ固有ベクトルを有する。さらに、ＣNの対応する固有
値が以下の最適化問題を解くことによって与えられる。
【００６５】
【数１７】

【００６６】
式中、λiおよびσi（１≦λi≦ｎ）はそれぞれ、ＣXおよびＣNの固有値を表す。決定さ
れた固有ベクトルおよび固有値から、我々は次いで、ガウスノイズについての共分散行列
ＣNをその固有値分解を介して決定することができる。続いて、我々は、ガウスノイズ
【００６７】

【数１８】

【００６８】
を生成することができる。歪みは、
【００６９】
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【数１９】

【００７０】
によって与えられ、式中、ｔｒ（）は対角要素の和を表し、ｎはベクトルＸの次元である
。
【００７１】
　ステップ１４０で、ガウスノイズがパブリックデータに加えられ、すなわち、Ｙ＝Ｘ＋
ＮGとなる。ステップ１５０で、歪められたデータは、次いで、たとえば、サービスプロ
バイダまたはデータ収集エージェンシに公開される。方法１００は、ステップ１９９で終
了する。
【００７２】
　以下の定理において、我々は、提示されるガウス機構がｌ2ノルム歪み制約下で最適で
あることを証明する。
【００７３】
定理３．　ｌ2ノルム歪みおよび所与の歪みレベルＤを仮定して、相互情報量を最小化す
るガウス機構における最適ガウスノイズは、
　最適ノイズＮGの共分散行列がＣXの固有ベクトルと同じ固有ベクトルを有することを満
たす。また、固有値は、（１７）で与えられる。
【００７４】
　証明：　
【００７５】

【数２０】

【００７６】
が得られ、この不等式は、Ｔ．　Ｍ．　Ｃｏｖｅｒ　ａｎｄ　Ｊ．　Ａ．　Ｔｈｏｍａｓ
による書籍”Ｅｌｅｍｅｎｔｓ　ｏｆ　ｉｎｆｏｒｍａｔｉｏｎ　ｔｈｅｏｒｙ，”　Ｗ
ｉｌｅｙ－ｉｎｔｅｒｓｃｉｅｎｃｅ，　２０１２の定理８．６．５に由来するものであ
る。我々はＸの分布を知らないので、我々は上限境界
【００７７】

【数２１】

【００７８】
を最小化しなければならない。それがガウスＸを用いて達成可能であるからである。半正
定値行列ＣXの固有値分解を考慮して、ＣX＝ＱΛＱtを得る。ここでＱＱt＝Ｉであり、Λ
は、ＣXの固有値を含む対角行列である。
【００７９】
【数２２】

【００８０】
が得られ、最適化問題は、
【００８１】
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【数２３】

【００８２】
となり、ただし、ｔｒ（ＱtＣNＱ）≦Ｄである。
【００８３】
　一般性を失うことなく、λ1≧…≧λnと仮定する。σ1≧…≧σnをＱtＣNＱ

tの固有値
とする。Ｍ．　Ｆｉｅｄｌｅｒによる論文”Ｂｏｕｎｄｓ　ｆｏｒ　ｔｈｅ　ｄｅｔｅｒ
ｍｉｎａｎｔ　ｏｆ　ｔｈｅ　ｓｕｍ　ｏｆ　Ｈｅｒｍｉｔｉａｎ　ｍａｔｒｉｃｅｓ，
”　Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　Ａｍｅｒｉｃａｎ　Ｍａｔｈｅｍａｔｉｃ
ａｌ　Ｓｏｃｉｅｔｙの定理１によると、我々は、｜Λ＋ＱtＣNＱ｜≧Π（λi＋σi）を
有することになり、等式は、ＱtＣNＱが対角行列の場合に成立する。したがって、同じ固
有値σiを有する対角行列を使用して、我々は、同じ歪みレベル、およびより小さい漏出
を達成し、それは最適性と相反する。よって、ＱtＣNＱは対角行列である。□
【００８４】
例３．　ＸはＳの確定実数値関数、すなわちＸ＝ｆ（Ｓ）であり、
【００８５】

【数２４】

【００８６】
であると仮定する。Ｓ→Ｘ→Ｙであるため、我々は、Ｉ（Ｘ；Ｙ）＝Ｉ（Ｓ；Ｙ）を有す
る。
【００８７】
【数２５】

【００８８】
かつＹ＝Ｘ＋Ｎとする。任意のεについて、我々は、（ε，Ｄ）－発散歪みプライバシー
、ただし、
【００８９】
【数２６】

【００９０】
を達成することができる。
【００９１】
注記１．　この分析は、ε＞０の場合のみ機能する。完全なプライバシーすなわちε＝０
を得たいとき、この方式は、
【００９２】
【数２７】

【００９３】
を選択する。実際、これは、ＹがＸから独立していることを意味する。
【００９４】



(14) JP 2016-531513 A 2016.10.6

10

20

30

40

50

【数２８】

【００９５】
（確定値）を仮定する場合、Ｉ（Ｙ；Ｓ）＝０、かつ
【００９６】
【数２９】

【００９７】
である。したがって、ＶＡＲ（Ｘ）以上の歪みレベルの場合、
【００９８】
【数３０】

【００９９】
をセットする決定機構は、ε＝０を達成する。
【０１００】
例５．　分散
【０１０１】
【数３１】

【０１０２】
を有するガウスノイズを加えることによって我々は（ε，δ）－差分プライバシーを達成
できることが示され得る。この方式は結果として、歪み
【０１０３】
【数３２】

【０１０４】
および情報の漏出
【０１０５】
【数３３】

【０１０６】
をもたらす。比較のための定性的方法では、（ε，δ）差分プライバシーガウス機構を使
用し、我々は少ない漏出を実現するために大きな歪みを要することを述べる。他方で、本
原理による発散プライバシーガウス機構を使用して、最小限の歪みＤを用いてＬビットを
漏出する方式は、任意の（ε，δ）－差分プライバシー、ただし、
【０１０７】

【数３４】

【０１０８】
を達成する。
【０１０９】
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離散機構
　別の実施形態では、我々は、離散確率変数Ｘ、ただし、
【０１１０】
【数３５】

【０１１１】
を考える。ここでも、Ｉ（Ｓ；Ｙ）を境界付けるためにＩ（Ｘ；Ｙ）を境界付ける。歪み
測度をｌpノルムとする、すなわち、ＸとＹとの間の歪みは、ある１≦ｐ≦∞において
【０１１２】

【数３６】

【０１１３】
とする。
【０１１４】
定義５．　所与の１≦ｐ≦∞について、所与のＤ以下のｌpノルムを有するすべての確率
変数において、Ｐ*

p,Dによって最大エントロピーを有する分布を表す。より形式的には、
Ｐ*

p,Dは、以下の最適化における最大目的関数を実現する確率測度である。
【０１１５】
【数３７】

【０１１６】
ただし
【０１１７】
【数３８】

【０１１８】
　すなわち、最適化問題は、ｐ次モーメントに対する制約を受ける、最大エントロピー離
散確率分布Ｐ*

p,Dを求めることである。最大エントロピーは、Ｈ*（ｐ，Ｄ）で表される
。
【０１１９】
　次に、我々は、Ｐ*

p,Dおよびそのエントロピーを特徴付ける。
【０１２０】
命題３．　任意の１≦ｐ≦∞について、Ｐ*

p,Dは、
【０１２１】
【数３９】

【０１２２】
によって与えられ、式中、ＡおよびＢは、
【０１２３】
【数４０】

【０１２４】
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かつ
【０１２５】
【数４１】

【０１２６】
となるように選択される。さらに、Ｈ*（ｐ，Ｄ）＝－ｌｏｇＡ＋（ｌｏｇＢ）Ｄpが得ら
れることになる。
【０１２７】
　証明：
【０１２８】

【数４２】

【０１２９】
となるように
【０１３０】
【数４３】

【０１３１】
およびＷ～ＰWとする。
【０１３２】
【数４４】

【０１３３】
であるので、
【０１３４】

【数４５】

【０１３５】
が得られる。
【０１３６】
　したがって、Ｈ（Ｚ）≧Ｈ（Ｗ）であり、Ｈ*（ｐ，Ｄ）＝－ｌｏｇＡ＋（ｌｏｇＢ）
Ｄpである。□
　我々は、離散機構によって、ノイズＺ～Ｐ*

p,Dを離散パブリックデータに加える機構を
示す。１つの例示的実施形態では、離散機構は、図２に示されるようなステップで進行す
る。
【０１３７】
　方法２００は、２０５から開始する。ステップ２１０で、それは、パラメータ、たとえ
ば、ｐおよびＤにアクセスして、歪み測度を定義する。所与の歪み測度ｌp（１≦ｐ≦∞
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）および歪みレベルＤについて、それは、ステップ２２０で、命題３で与えられるように
確率測度Ｐ*

p,Dを計算する。分布Ｐ*
p,DはｐおよびＤだけによって決定されるが、結果の

プライバシー精度トレードオフは、歪み制約がプライバシーおよび精度を結合するので、
Ｘに応じて変わることに留意されたい。
【０１３８】
　ステップ２３０で、ノイズが確率測度によって生成され、その後、ステップ２４０で、
それがパブリックデータに加えられる、すなわち、Ｙ＝Ｘ＋Ｚであり、ただしＺ～Ｐ*

p,D

である。
【０１３９】
【数４６】

【０１４０】
を得ることになる。方法２００は、ステップ２９９で終了する。
【０１４１】
　次に、我々は、相互情報量Ｉ（Ｘ；Ｙ）を分析する。
【０１４２】

【数４７】

【０１４３】
がＸのｌpノルムを表すとする。ミンコフスキーの不等式を使用すると、
【０１４４】
【数４８】

【０１４５】
を得ることになる。したがって、
　　Ｉ（Ｓ；Ｙ）≦Ｉ（Ｘ；Ｙ）＝Ｈ（Ｘ＋Ｚ）－Ｈ（Ｚ）≦Ｈ*（ｐ，｜｜Ｘ｜｜p＋Ｄ
）－Ｈ*（ｐ，Ｄ）
を得る。すなわち、離散機構を使用するときに我々が得るプライバシー保証（すなわち情
報漏出）は、ＤとＸの平均ｌpノルムとの両方に依存する右項によって上限境界を付けら
れる。
【０１４６】
　付加ノイズ技法の長所は、それが、Ｓに関する情報はもちろんＸの統計に関する多くの
情報を必要としないことだけではなく、それが、最適化問題を単純な問題に軽減し、その
場合、完全なカーネルＰY|Xを指定する必要がある代わりに、我々が設計を必要とするの
がノイズのパラメータだけであることである。これにより、最適化のサイズがかなり縮小
され、したがって、それを解決するためのその複雑性および計算／メモリ必要条件がかな
り軽減される。
【０１４７】
　有利なことに、同時確率分布ＰS,Xの知識なしに、パブリックデータＸの１次および２
次モーメントの知識のみで、本原理は、連続データと離散データの両方について、ノイズ
をパブリックデータに追加することによってプライバシーを保護するプライバシー保護写
像機構を提供する。
【０１４８】
　プライバシーエージェントは、プライバシーサービスをユーザに提供するエンティティ
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である。プライバシーエージェントは、以下の任意のものを行うことができる：
　－　ユーザから、どんなデータをユーザがプライベートであるとみなすか、どんなデー
タをユーザがパブリックであるとみなすか、およびユーザが求めるプライバシーのレベル
を受け取る；
　－　プライバシー保護写像を計算する；
　－　ユーザのためのプライバシー保護写像を実装する（すなわち、写像によりユーザの
データを歪める）；および
　－　歪められたデータを、たとえば、サービスプロバイダまたはデータ収集エージェン
シに公開する。
【０１４９】
　本原理は、ユーザデータのプライバシーを保護するプライバシーエージェントにおいて
使用され得る。図３は、プライバシーエージェントが使用され得る例示的システム３００
のブロック図を示す。パブリックユーザ３１０は、彼らのプライベートデータ（Ｓ）およ
び／またはパブリックデータ（Ｘ）を公開する。前述されたように、パブリックユーザは
、パブリックデータをそのままで公開する、すなわちＹ＝Ｘである。パブリックユーザに
よって公開された情報は、プライバシーエージェントに有用な統計情報となる。
【０１５０】
　プライバシーエージェント３８０は、統計収集モジュール３２０、付加ノイズ生成器３
３０、およびプライバシー保護モジュール３４０を含む。統計収集モジュール３２０は、
パブリックデータの共分散を収集するために使用され得る。統計収集モジュール３２０は
、ｂｌｕｅｋａｉ．ｃｏｍなどのデータアグリゲータから統計値を受け取ってもよい。入
手可能な統計情報に応じて、付加ノイズ生成器３３０は、たとえば、ガウス機構または離
散機構に基づいて、ノイズを設計する。プライバシー保護モジュール３４０は、生成され
たノイズを加えることによって、プライベートユーザ３６０のパブリックデータをそれが
公開される前に歪める。一実施形態では、統計収集モジュール３２０、付加ノイズ生成器
３３０、およびプライバシー保護モジュール３４０はそれぞれ、方法１００におけるステ
ップ１１０、１３０、および１４０を実施するために使用され得る。
【０１５１】
　プライバシーエージェントは、データ収集モジュールに収集された、データ全体の知識
なしに作用するための統計値のみを必要とすることに留意されたい。したがって、別の実
施形態では、データ収集モジュールは、データを収集し次いで統計値を計算する独立した
モジュールであってもよく、プライバシーエージェントの一部である必要はない。データ
収集モジュールは、プライバシーエージェントと統計値を共有する。一実施形態では、付
加ノイズ生成器３３０およびプライバシー保護モジュール３４０はそれぞれ、方法２００
におけるステップ２２０および２３０を実施するために使用され得る。
【０１５２】
　プライバシーエージェントは、ユーザとユーザデータの受信者（たとえばサービスプロ
バイダ）との間に存在する。たとえば、プライバシーエージェントは、ユーザデバイス、
たとえば、コンピュータまたはセットトップボックス（ＳＴＢ）に配置されてよい。別の
例では、プライバシーエージェントは別個のエンティティであってよい。
【０１５３】
　プライバシーエージェントのすべてのモジュールは、１つのデバイスに配置されてもよ
く、または異なるデバイスにわたって分散されてもよく、たとえば、統計収集モジュール
３２０は、統計値をモジュール３３０に単に公開するデータアグリゲータに配置されても
よく、付加ノイズ生成器３３０は、「プライバシーサービスプロバイダ」に、またはモジ
ュール３２０に接続されたユーザデバイス上のユーザ端に配置されてもよく、プライバシ
ー保護モジュール３４０は、ユーザ間の媒介として働くプライバシーサービスプロバイダ
、およびユーザがデータを公開したい先のサービスプロバイダ、またはユーザデバイス上
のユーザ端に配置されてもよい。
【０１５４】
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　プライベートユーザ３６０が受け取るサービスを公開されるデータに基づいて改善する
ために、プライバシーエージェントは、公開されるデータを、サービスプロバイダ、たと
えば、コムキャストまたはネットフリックスに提供することができ、たとえば、推奨シス
テムが、その公開された映画ランキングに基づいてユーザに映画の推奨を提供する。
【０１５５】
　図４では、我々は、システム内に複数のプライバシーエージェントがあることを示す。
異なる変形形態では、プライバシーエージェントはプライバシーシステムが作用するため
の必要条件でないので、それはすべての場所にある必要がない。たとえば、プライバシー
エージェントは、ユーザデバイスもしくはサービスプロバイダのみ、または両方にあって
もよい。図４では、我々は、ネットフリックスとフェイスブック（Facebook）の両方に対
して同じプライバシーエージェント「Ｃ」を示す。別の実施形態では、フェイスブックと
ネットフリックスにおけるプライバシーエージェントは、同じにすることができるが必ず
しも同じでなくてよい。
【０１５６】
　本明細書に説明される実装形態は、たとえば、方法もしくはプロセス、装置、ソフトウ
ェアプログラム、データストリーム、または信号において実装されてよい。単一形態の実
装形態の文脈でのみ論じられた（たとえば、方法としてのみ論じられた）場合でも、論じ
られた特徴の実装形態は、他の形態（たとえば、装置またはプログラム）で実装されても
よい。装置は、たとえば、適切なハードウェア、ソフトウェア、およびファームウェアで
実装されてよい。方法は、たとえばコンピュータ、マイクロプロセッサ、集積回路、また
はプログラマブル論理デバイスを含む、一般に処理デバイスを指すたとえばプロセッサな
どの、たとえば装置において実装されてよい。プロセッサはまた、エンドユーザ間の情報
の通信を促進する、たとえば、コンピュータ、セルフォン、ポータブル／パーソナルディ
ジタルアシスタント（「ＰＤＡ」）、および他のデバイスなどの、通信デバイスを含む。
【０１５７】
　本原理の「一実施形態」または「実施形態」または「一実装形態」または「実装形態」
、およびそれらの他の変形形態への参照は、その実施形態に関連して説明される特定の特
徴、構造、および特性などが本原理の少なくとも１つの実施形態に含まれることを意味す
る。したがって、本明細書を通して様々な箇所で出現する表現「一実施形態では」または
「実施形態では」または「一実装形態では」または「実装形態では」、および任意の他の
変形形態の出現は、必ずしもすべて同じ実施形態を参照するものではない。
【０１５８】
　加えて、本出願またはその特許請求の範囲は、様々な情報片を「決定すること」を参照
することがある。情報を決定することは、たとえば、情報を推定すること、情報を計算す
ること、情報を予測すること、またはメモリから情報を取り出すことのうちの１または複
数を含み得る。
【０１５９】
　さらに、本出願またはその特許請求の範囲は、様々な情報片に「アクセスすること」を
参照することがある。情報にアクセスすることは、たとえば、情報を受け取ること、（た
とえばメモリから）情報を取り出すこと、情報を記憶すること、情報を処理すること、情
報を送信すること、情報を移動すること、情報をコピーすること、情報を消去すること、
情報を計算すること、情報を決定すること、情報を予測すること、または情報を推定する
ことのうちの１または複数を含み得る。
【０１６０】
　加えて、本出願またはその特許請求の範囲は、様々な情報片を「受け取る」ことを参照
することがある。受け取ることは、「アクセスすること」と同様に広義の用語になるよう
に意図されている。情報を受け取ることは、たとえば、情報にアクセスすること、または
（たとえばメモリから）情報を取り出すことのうちの１または複数を含み得る。さらに、
「受け取ること」は、通常は、何らかの形で、たとえば、情報を記憶すること、情報を処
理すること、情報を送信すること、情報を移動すること、情報をコピーすること、情報を
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情報を推定することなどの動作の際に行われる。
【０１６１】
　当業者には明らかなように、実装形態は、たとえば、記憶または送信され得る情報を搬
送するようにフォーマットされた様々な信号を生成し得る。情報は、たとえば、方法を実
施するための命令、または説明された実装形態の１つによって生成されたデータを含み得
る。たとえば、信号は、説明された実施形態のビットストリームを搬送するようにフォー
マット化されてよい。そのような信号は、たとえば、電磁波として（たとえば、スペクト
ルの無線周波数部分を使用する）、またはベースバンド信号としてフォーマットされてよ
い。フォーマッティングは、たとえば、データストリームを符号化し、符号化されたデー
タストリームを用いて搬送波を変調することを含むことができる。信号が搬送する情報は
、たとえば、アナログまたはディジタル情報であってよい。信号は、知られている様々な
異なる有線またはワイヤレスリンクを介して送信されてよい。信号は、プロセッサ可読媒
体に記憶されてよい。

【図１】 【図２】
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