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(57) Abstract: Embodiments disclose a method and system for
segmenting medical images. In certain embodiments, the system
comprises a database configured to store a plurality of medical im-
ages acquired by an image acquisition device. The plurality of im-
ages include at least one first medical image of an object, and a
second medical image of the object, each first medical image asso-
ciated with a first structure label map. The system further com-
prises a processor that is configured to register the at least one first
medical image to the second medical image, determine a classitier
model using the registered first medical image and the correspond-
ing first structure label map, and determine a second structure la-
bel map associated with the second medical image using the classi-
fier model.
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SYSTEMS AND METHODS FOR SEGMENTATION
OF INTRA-PATIENT MEDICAL IMAGES

CROSS REFERENCE TO RELATED APPLICATION

[001] This application claims the benefit of priority to U.S. Provisional
Application No. 62/281,652, filed on January 21, 20186, the entire content of which
has been incorporated herein by reference.

TECHNICAL FIELD

[002] This disclosure relates generally to image segmentation. More
specifically, this disclosure relates to systems and methods for accurate medical
image segmentation using a patient’s prior image information to aid in the
segmentation of the patient’s succeeding images.

BACKGROUND

[003] Image segmentation techniques are widely used for segmenting

medical images and determining contours between anatomical structures within the
images. For example, in radiation therapy, automatic segmentation of organs is
usually performed to reduce contouring time, and improve contour accuracy and
consistency over various hospitals. However, automated segmentation of images
remains to be a very difficult task due to noises, limited image contrast and/or low
image quality. For example, medical images having lower image quality, such as
some computer tomography (CT) or cone-beam computer tomography (CBCT)
images that may be used to treat cancer patients, are known to have lower contrast
and little texture for most soft tissue structures. Therefore, conventional image
segmentation methods based primarily on image contrast often fail to find an
accurate contour between the background and anatomical structures (e.g., organs or
tumors) of interest, or between different anatomical structures in a medical image.
[004] Two main methods of medical image segmentation include Atlas-based
auto-segmentation and statistical learning segmentation. Atlas-based auto-
segmentation (ABAS) registers an anatomy labeled image onto an unlabeled image
and transfers the labels, wherein the labels identify the anatomic structures in the
images (e.g., prostate, bladder, rectum and the like). Statistical learning
segmentation classifies image voxels according to the voxel properties of the
anatomic structures in the images, wherein the voxel properties include, for example,

intensity, texture features and the like.
-1-
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[005] FIG. 1 illustrates an exemplary three-dimensional (3D) CT image from
a typical prostate cancer patient. lllustration (A) shows a pelvic region of the patient
in a 3D view, which includes the patient’s bladder, prostate, and rectum. Images (B),
(C), and (D) are axial, sagittal and coronal views from a 3D CT image of this pelvic
region. As shown in images (B), (C), and (D), most part of the patient’s prostate
boundary is not visible. That is, one cannot readily distinguish the prostate from
other anatomical structures or determine a contour for the prostate. In comparison,
images (E), (F), and (G) show the expected prostate contour on the same 3D CT
image. As illustrated in FIG. 1, conventional image segmentation methods based
solely on contrast and textures presented in the image would likely fail when used to
segment this exemplary 3D CT image.

[006] Recent developments in machine learning techniques make improved
image segmentation on lower quality images possible. For example, supervised
learning algorithms can “train” computers to predict the anatomical structure each
pixel or voxel of a medical image represents. Such prediction usually uses features
of the pixel or voxel as inputs. Therefore, the performance of the segmentation
highly depends on the type of features available. To date, most learning-based
image segmentation methods are based primarily on local image features such as
image intensities and image textures. As a result, these segmentation methods are
still suboptimal for lower quality images, such as the 3D CT image shown in FIG. 1.

[007] Accurate segmentation of anatomical structures from CT images
remains a challenging problem. Segmented serial images of the same patient have
a special utility in adaptive plan review/re-planning and dose accumulation. Serial
images necessarily sample different probability distributions than those of
populations and therefore ought to provide information that aids the segmentation of
new serial images.

[008] Some methods propose combining atlas and statistical methods to gain
improved segmentation accuracy. For example, one method bases its on-line
learning and patient-specific classification on location-adaptive image contexts. The
location-adaptive classifiers are trained on static image appearance features and
image context features as well. Such a method has been used on serial prostate
images with the stated goal of refining the patient’s prostate segmentation as

radiotherapy progressed. However, it requires that the data be treated as a three-
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dimensional data object using the spatial distribution of the voxel patch-pairs as
features themselves, and in addition, using a random forest (RF) method.

[009] Alternatively, another method proposes combining bladder volume
metric and landmark locations with conventional deformable registration in a study of
atlas based segmentation of serial CT images of the cervix-uterus. However, the
method can be computationally expensive and error prone since use of landmarks
requires human intervention.

[010] Furthermore, another method uses random forests for brain tissue
segmentation (in a semi-supervised learning mode) such that the decision forest is
trained on anatomy-labeled pre-surgical imagery and unlabeled post-surgical images
of the same patient. However, this approach avoids the registration step and thus,
fails to take advantage of useful information in Atlas-based registration.

[011] In addition, random forest segmentation has been combined with
image registration to perform image segmentation. This allows for inter-patient
segmentation, and through the mechanism of an “atlas forest’, multiple patients’
images were registered to a common coordinate frame, with one image per forest
model. However, the method requires different compositions of training data to
provide resuiting modeis.

[012] Further, methods combining deformable registration and random
forests are used to segment the bones of the face and teeth from dental Cone Beam
CT images. Patientimages are registered to an atlas for an initial prediction or
estimate of the segmentation. This is followed by a sequence of random forest
classifiers that use context features as part of the features to be trained on at each
stage of the sequence. However, to the method requires using deformable
registration and RF classifiers to form RF models based on prior images of the same
patient.

[013] The disclosed methods and systems are designed to solve one or
more problems discussed above, by combining Atlas-based segmentation and
statistical learning, combining population with intra-patient image and structure
information, and enabling convenient updating of a patient segmentation model in
order to improve segmentation performance on medical images in radiation therapy
or related fields.

SUMMARY

-3
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[014] Certain embodiments of the present disclosure relate to a system for
segmenting medical images. The system may include a database configured to
store a plurality of medical images acquired by an image acquisition device. The
plurality of medical images may include at least one first medical image of an object,
and a second medical image of the object, each first medical image associated with
a first structure label map. The system may further include a processor that is
configured to register the at least one first medical image to the second medical
image, determine a classifier model using the registered first medical image and the
corresponding first structure label map, and determine a second structure label map
associated with the second medical image using the classifier model.

[015] Certain embodiments of the present disclosure relate to a computer-
implemented method for segmenting medical images. The method may include the
operations performed by at least one processor. The operations may include
receiving at least one first medical image of an object, and a second medical image
of the object, from a database configured to store a plurality of medical images
acquired by an image acquisition device, each first medical image associated with a
first structure fabel map. The operations may further include registering the at least
one first medical image to the second medical image, determining a classifier model
using the registered first medical image and the corresponding first structure label
map, and determining a second structure label map associated with the second
medical image using the classifier model.

[016] Certain embodiments of the present disclosure relate to a non-
transitory computer-readable medium containing instructions that, when executable
by at least one processor, cause the at least one processor to perform a method for
segmenting medical images. The method may include receiving at least one first
medical image of an object, and a second medical image of the object, from a
database configured to store a plurality of medical images acquired by an image
acquisition device, each first medical image associated with a first structure label
map. The method may further include registering at least one first medical image to
the second medical image, determining a classifier model using the registered first
medical image and the corresponding first structure label map, and determining a
second structure label map associated with the second medical image using the

classifier model.
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[017] Additional features and advantages of the present disclosure will be set
forth in part in the following description, and in part will be obvious from the
description, or may be learned by practice of the present disclosure. The features
and advantages of the present disclosure will be realized and attained by means of
the elements and combinations pointed out in the appended claims.

[018] Itis to be understood that the foregoing general description and the
following detailed description are exemplary and explanatory only, and are not
restrictive of the invention, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[019] The accompanying drawings, which constitute a part of this
specification, illustrate several embodiments and, together with the description, serve
to explain the disclosed principles.

[020] FIG. 1 illustrates an exemplary 3D CT image from a typical prostate
cancer patient.

[021] FIG. 2Ais a block diagram showing an exemplary radiotherapy system
100, according to some embodiments of the present disclosure.

[022] FIG. 2B depicts an exemplary image-guided radiotherapy device,
according to some embodiments of the present disclosure.

[023] FIG. 3 illustrates an exemplary image segmentation system, according
to some embodiments of the present disclosure.

[024] FIG. 4 illustrates an exemplary medical image processing device,
according to some embodiments of the present disclosure.

[025] FIG. 5is a flowchart illustrating an exemplary image segmentation
process, according to some embodiments of the present disclosure.

[026] FIG. 6 is a flowchart illustrating an exemplary training method,
according to some embodiments of the present disclosure.

DETAILED DESCRIPTION

[027] While examples and features of disclosed principles are described
herein, modifications, adaptations, and other implementations are possible without
departing from the spirit and scope of the disclosed embodiments. Also, the words

“comprising,” “having,” “containing,” and “including,” and other similar forms are
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intended to be equivalent in meaning and be interpreted as open ended, such that
an item or items following any one of these words is not meant to be an exhaustive
listing of the item or items, or meant to be limited to only the listed item or items.
And the singular forms “a,” “an,” and “the” are intended to include plural references,
unless the context clearly dictates otherwise.

[028] Systems and methods consistent with the present disclosure are
directed to segmenting a medical image of an object using learning algorithms
trained using mapped atlases derived based on prior images of the same object.
Specifically, embodiments of the present disclosure provide various combinations of
atlas-based auto-segmentation (ABAS) and Random Forest (RF) segmentations of
serial CT images, incorporating patient-specific RF models learned on prior-day
images and their structures.

[029] As used herein, a “learning algorithm” refers to any algorithm that can
learn a model or a pattern based on existing information or knowledge. The learned
model or pattern can be then used to predict or estimate output using input of new
information or knowledge. For example, the learning algorithm may be a machine
learning algorithm or any other suitable learning algorithm. In some embodiments, a
supervised learning algorithm, such as a Support Vector Machine (SVM),
Adaboost/Logitboost, Random Forests, and neural network (e.g., a convolutional
neural network), may be used. In some other embodiments, semi-supervised
learning algorithms may also be used.

[030] Supervised learning is a branch of machine learning that infers a
prediction model given a set of training data. Each individual sample of the training
data is a pair containing a data vector (such as a series of measurements) and a
desired output value. A supervised learning algorithm analyzes the training data and
produces a predictor function. The predictor function is called a classifier or a
classification model when the output is discrete, such as a list of labels identifying
different groups. The predictor function, once derived through training, is capable of
predicting the correct output value for a valid input.

[031] Consistent with the disclosed embodiments, image segmentation may
be formulated as a learning-based classification function, which classifies each
image point of the medical image into one of the anatomical structures. As used

herein, an “image point” refers to an image element in a digital image that
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corresponds to a physical point in the underlying object. For example, the image
point is a pixel in a 2D image or a voxel in a 3D image.

[032] Consistent with the disclosed embodiments, the image segmentation
may also classify image blocks rather than image points. As used herein, an “‘image
block” is a group of image points to be classified together. For example, the image
block may be a super-pixel in a 2D image, or a super-voxel in a 3D image. When
image points within an image block are known to belong to the same anatomical
structure, classifying based on image blocks may be more efficient and accurate.
Accordingly, whenever the term “image point” is used throughout this disclosure, it
intends to cover both the basic “image point” and also the “image block” as defined
above.

[033] The disclosed systems and methods provide an estimated structure
label map for the image. A label map refers to a map of structure labels each
identifying a corresponding image point as being within a particular structure of
interest. Alternatively, consistent with this disclosure, a label map may also be a
probability map, which contains structure labels that each represents the probability
of the image point belonging to the structure. For example, when segmenting an
image including multiple structures, a structure label of an image point may provide a
set of probability values indicting how likely the image poirit belonging to each of the
structures under consideration.

[034] Consistent with the disclosed embodiments, the classifier is trained
using a set of training images. As used herein, a “training image” is an image where
the image points are already classified and labeled. For example, a training image
may be an atlas. As used consistently herein, an “atlas” includes an image and
corresponding structure delineations (annotations) indicating what structure(s) the
image points belong to. The image in an atlas, also referred to as an atlas image,
can be a previous image of the subject patient taken at an earlier time. The structure
delineations can be represented as, for example, structure label maps, structure
surfaces, or structure contours. The description below uses the label maps as an
example of the structure delineations and is similarly applied to the scenarios of
structure surfaces and contours.

[035] Consistent with the disclosed embodiments, the training process uses

features extracted from the atlas image and the corresponding structure delineations
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to train a classifier. Once properly trained using the process discussed in more
detail below, such an algorithm can be used to segment a new image.

[036] Consistent with the disclosed embodiments, the atlases used in the
training process may be derived from prior images of the same object as the new
image to be segmented. Similarity between such training images and the new image
to be segmented can improve the segmentation accuracy and efficiency. In some
embodiments, the atlases used to train a classifier may be obtained by segmenting a
previous image using a previously trained classifier. In some embodiments, the
atlases used may be registered to the current image.

[037] Consistent with the disclosed embodiments, intra-patient images
obtained during the course of radiation therapy are used. The intra-patient images
are typically obtained one or more days between images to check on the patient’s
response to the prescribed therapy. Delineating the anatomy of serial images of the
same patient’s anatomy using the patient’s prior-image information aids in the
segmentation of succeeding images. Accurate serial image segmentation is a
prerequisite for adaptive therapy plan assessment/re-planning and dose
accumulation.

[038] Consistent with the disclosed embodiments, the combination of Atlas-
based auto-segmentation (ABAS) and statistical learning (SL) segmentations of
serial CT images may improve segmented serial images of the same patient during
adaptive planning and determining dose accumulation. This combination may also
improve the prediction accuracy and thus the quality of image segmentation. In
addition, the use of prior days’ images and structures deformably registered to
succeeding days’ images to form statistical models may provide more accurate
segmentations than models based on unregistered images.

[039] Atlas-based segmentation registers an image with anatomy labels
attached to its voxels (the atlas) to a target image, and then assigns the atlas labels
to the corresponding target voxels. Statistical learning assigns target voxel labels
using a classifier program in which labels are associated with regions of a feature
space. The features include voxel intensity, appearance (local variation measures),
and structural properties of the images. The label-feature association is learned by
training the classifier program on labeled images.

[040] In an embodiment, the statistical learning method used is the Random
Forests (RF) method. A random forest is a set of decision trees. Starting with a

-8-
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random sample of the training data (such as voxel average intensities for voxel
patches, and pairs of patches located randomly around the index voxel), and a
random selection of variables embedded in the data, the method determines the best
parameter split of the samples into the label categories, splits the data sample, and
then follows the split data down to the next pair of nodes where the best split is
found. In an embodiment, this method is recursively performed until terminating at
the maximum tree depth, or until a minimum sample size is reached. The terminal
tree nodes (e.g., leaves) provide a label assignment. Trees thus trained perform
classification when new feature data is processed through the trees’ nodes. Multiple
trees increase the discriminative power of the classifier. Random forest classifiers
resist overfitting, and can be used for efficient image segmentations. Segmentation
methods incorporating patient-specific RF models learned on prior-day images and
their structures provide more accurate segmentation than methods than methods
that solely use a population model.

[041] Although the combination of ABAS and RF segmentations is used as
an exemplary combination consistent with the present disclosed, other statistical
learning algorithms and various combinations with ABAS are contemplated, including
those learning algorithms discussed above. Further, the disclosed image
segmentation systems and methods can be applied to segment medical images
obtained from any type of imaging modalities, including, but not limited to X-ray, CT,
CBCT, spiral CT, magnetic resonance imaging (MRI), ultrasound (US), positron
emission tomography (PET), single-photon emission computed tomography
(SPECT), and optical images. Furthermore, the disclosed image segmentation
systems and methods can be adapted to segment both 2D and 3D images.

[042] Exemplary embodiments are now described with reference to the
accompanying drawings. Wherever convenient, the same reference numbers are
used throughout the drawings to refer to the same or like parts.

[043] FIG. 2Ais a block diagram showing an exemplary radiotherapy system
100, according to some embodiments of the present disclosure. Radiotherapy
system 100 may be an IGRT system. As shown in FIG. 2A, radiotherapy system
100 may include a control console 110, a database 120, a radiotherapy device 130,
and an image acquisition device 140. In some embodiments, radiotherapy device
130 and image acquisition device 140 may be integrated into a single image-guided
radiotherapy device 150, as indicated by the dashed box 150 in FIG. 2A. In some

-9-
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embodiments, radiotherapy device 130 and image acquisition device 140 may be
separate devices. In some embodiments, radiotherapy device 130 and image
acquisition device 140 may be physically or communicative connected to each other,
as indicated by a dotted-dashed line between radiotherapy device 130 and image
acquisition device 140 in FIG. 2A.

[044] Control console 110 may include hardware and software components
to control radiotherapy device 130 and image acquisition device 140 and/or to
perform functions or operations such as treatment planning, treatment execution,
image acquisition, image processing, motion tracking, motion management, or other
tasks involved in a radiotherapy process. The hardware components of control
console 110 may include one or more computers (e.g., general purpose computers,
workstations, servers, terminals, portable/mobile devices, etc.); processor devices
(e.g., central processing units (CPUs), graphics processing units (GPUs),
microprocessors, digital signal processors (DSPs), field programmable gate arrays
(FPGAs), special-purpose or specially-designed processors, etc.); memory/storage
devices (e.g., read-only memories (ROMs), random access memories (RAMs), flash
memories, hard drives, optical disks, solid-state drives (SSDs), etc.); input devices
(e.g., keyboards, mice, touch screens, mics, buttons, knobs, trackballs, levers,
handles, joysticks, etc.); output devices (e.g., displays, printers, speakers, vibration
devices, etc.); or other suitable hardware. The software components of control
console 110 may include operation system software, application software, etc. For
example, as shown in FIG. 2A, control console 110 may include treatment
planning/delivery software 115 that may be stored in a memory/storage device of
control console 110. Software 115 may include computer readable and executable
codes or instructions for performing the processes described in detail below. For
example, a processor device of control console 110 may be communicatively
connected to a memory/storage device storing software 115 to access and execute
the codes or instructions. The execution of the codes or instructions may cause the
processor device to perform operations to achieve one or more functions consistent
with the disclosed embodiments.

[045] Control console 110 may be communicatively connected to database
120 to access data. In some embodiments, database 120 may be implemented
using local hardware devices, such as one or more hard drives, optical disks, and/or

servers that are in the proximity of control console 110. In some embodiments,
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database 120 may be implemented in a data center or a server located remotely with
respect to control console 110. Control console 110 may access data stored in
database 120 through wired or wireless communication.

[046] Database 120 may include patient data 122. Patient data may include
information such as (1) imaging data associated with a patient anatomical region,
organ, or volume of interest segmentation data (e.g., MRI, CT, X-ray, PET, SPECT,
and the like); (2) functional organ modeling data (e.g., serial versus parallel organs,
and appropriate dose response models); (3) radiation dosage data (e.g., may include
dose-volume histogram (DVH) information); or (4) other clinical information about the
patient or course of treatment.

[047] Database 120 may include machine data 124. Machine data 124 may
include information associated with radiotherapy device 130, image acquisition
device 140, or other machines relevant to radiotherapy, such as radiation beam size,
arc placement, on/off time duration, radiation treatment plan data, multi-leaf
collimator (ML.C) configuration, MRI pulse sequence, and the like.

[048] Image acquisition device 140 may provide medical images of a patient.
For example, image acquisition device 140 may provide one or more of MRI images
(e.g., 2D MRI, 3D MRI, 2D streaming MRI, 4D volumetric MRI, 4D cine MRI);
Computed Tomography (CT) images; Cone-Beam CT images; Positron Emission
Tomography (PET) images; functional MRI images (e.g., fMRI, DCE-MRI, diffusion
MRI); X-ray images; fluoroscopic images; ultrasound images; radiotherapy portal
images; Single-Photo Emission Computed Tomography (SPECT) images; and the
like. Accordingly, image acquisition device 140 may include an MRI imaging device,
a CT imaging device, a PET imaging device, an ultrasound imaging device, a
fluoroscopic device, a SPECT imaging device, or other medical imaging devices for
obtaining the medical images of the patient.

[049] Radiotherapy device 130 may include a Leksell Gamma Knife, a linear
accelerator or LINAC, or other suitable devices capable of delivering radiation to an
anatomical region of interest of a patient in a controllable manner.

[050] FIG. 2B depicts an exemplary image-guided radiotherapy system 200,
consistent with disclosed embodiments. Consistent with some embodiments, the
disclosed image segmentation system may be part of a radiotherapy system as
described with reference to FIG. 2A. As shown, system 200 may include a couch
210, an image acquisition device 220, and a radiation delivery device 230. System
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200 delivers radiation therapy to a patient in accordance with a radiotherapy
treatment plan.

[051] Couch 210 may support a patient (not shown) during a treatment
session. In some implementations, couch 210 may move along a horizontal,
translation axis (labelled “I"), such that couch 210 can move the patient resting on
couch 210 into and/or out of system 200. Couch 210 may also rotate around a
central vertical axis of rotation, transverse to the translation axis. To allow such
movement or rotation, couch 210 may have motors (not shown) enabling the couch
to move in various directions and to rotate along various axes. A controller (not
shown) may control these movements or rotations in order to properly position the
patient according to a treatment plan.

[052] In some embodiments, image acquisition device 220 may include an
MRI machine used to acquire 2D or 3D MRI images of the patient before, during,
and/or after a treatment session. Image acquisition device 220 may include a
magnet 221 for generating a primary magnetic field for magnetic resonance
imaging. The magnetic field lines generated by operation of magnet 221 may run
substantially parallel to the central translation axis I. Magnet 221 may include one or
more coils with an axis that runs parallel to the translation axis [. In some
embodiments, the one or more coils in magnet 221 may be spaced such that a
central window 223 of magnet 221 is free of coils. In other embodiments, the coils in
magnet 221 may be thin enough or of a reduced density such that they are
substantially transparent to radiation of the wavelength generated by radiotherapy
device 230. Image acquisition device 220 may also include one or more shielding
coils, which may generate a magnetic field outside magnet 221 of approximately
equal magnitude and opposite polarity in order to cancel or reduce any magnetic
field outside of magnet 221. As described below, radiation source 231 of
radiotherapy device 230 may be positioned in the region where the magnetic field is
cancelled, at least to a first order, or reduced.

[053] Image acquisition device 220 may also include two gradient coils 225
and 226, which may generate a gradient magnetic field that is superposed on the
primary magnetic field. Coils 225 and 226 may generate a gradient in the resultant
magnetic field that allows spatial encoding of the protons so that their position can be
determined. Gradient coils 225 and 226 may be positioned around a common
central axis with the magnet 221, and may be displaced along that central axis. The
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displacement may create a gap, or window, between coils 225 and 226. In the
embodiments wherein magnet 221 also includes a central window 223 between
coils, the two windows may be aligned with each other. In some embodiments,
image acquisition device 220 may be an imaging device other than an MRI, such as
an X-ray, a CT, a CBCT, a spiral CT, a PET, a SPECT, an optical tomography, a
fluorescence imaging, ultrasound imaging, or radiotherapy portal imaging device.

[054] Radiotherapy device 230 may include the source of radiation 231, such
as an X-ray source or a linear accelerator, and a multi-leaf collimator (MLC)

233. Radiotherapy device 230 may be mounted on a chassis 235. One or more
chassis motors (not shown) may rotate chassis 235 around couch 210 when couch
210 is inserted into the treatment area. In an embodiment, chassis 235 may be
continuously rotatable around couch 210, when couch 210 is inserted into the
treatment area. Chassis 235 may also have an attached radiation detector (not
shown), preferably located opposite to radiation source 231 and with the rotational
axis of chassis 335 positioned between radiation source 231 and the

detector. Further, device 230 may include control circuitry (not shown) used to
control, for example, one or more of couch 210, image acquisition device 220, and
radiotherapy device 230. The control circuitry of radiotherapy device 230 may be
integrated within system 200 or remote from it.

[055] During a radiotherapy treatment session, a patient may be positioned
on couch 210. System 200 may then move couch 310 into the treatment area
defined by magnetic coils 221, 225, 226, and chassis 235. Control console 240 may
then control radiation source 231, MLC 233, and the chassis motor(s) to deliver
radiation to the patient through the window between coils 225 and 226 according to a
radiotherapy treatment plan.

[056] FIG. 3 illustrates an exemplary image segmentation system 300 for
segmenting medical images, according to some embodiments of the present
disclosure. Image segmentation system 300 may include a medical image database
301, a classifier training unit 302, a structure classification unit 303, and a network
305. In some embodiments, image segmentation system 300 may include more or
less of the components shown in FIG. 3. For example, when an anatomical classifier
is pre-trained and provided, image segmentation system 300 may only include
structure classification unit 303, medical image database 301, and, optionally,
network 305. -
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[057] In some embodiments, the various components of image segmentation
system 300 may locate remotely from each other, and be connected through network
305. In some alternative embodiments, certain components of image segmentation
system 300 may be located on the same site or inside one device. For example,
medical image database 301 may be located on site with classifier training unit 302,
or be part of classifier training unit 302. As another example, classifier training unit
302 and structure classification unit 303 may be inside the same computer or
processing device.

[058] Image segmentation system 300 may be used to segment serial intra-
patient CT images stored in medical image database 301. Consistent with the
disclosure, “serial images” may be images acquired during serial radiotherapy
treatment sessions of a patient. The serial radiotherapy treatment sessions may be
performed at a set frequency (e.g., every day, every week, etc.) or at discrete time
points, according to a radiotherapy treatment plan for the patient. The serial images
may include current images and prior images. In some embodiments, a “current
image” may be a current day medical image of a patient, e.g., an image taken during
the treatment session of a patient that occurred on the present day. As shown in
FIG. 3, classifier training unit 302 may communicate with medical image database
301 to receive one or more “prior images” of the same patient. A “prior image” may
be an image taken during a treatment session of the same patient but occurred on a
previous day. The prior images stored in medical image database 301 may be
obtained from a medical image database, which contain images of previous
radiotherapy treatment sessions.

[059] In some embodiments, the prior images may be pre-segmented. For
example, the prior images may be segmented automatically by image segmentation
system 300, or manually by user 313. User 313 may be an expert, e.g., a radiologist
or another physician familiar with anatomical structures in medical images, who
provides expert structure label maps associated with the prior images. In that case,
the prior images and their corresponding structure label maps become atlases that
can be readily used by classifier training unit 302 to train a structure classifier.

[060] If the prior images are not pre-segmented, they may be sent to
structure classification unit 303 for segmentation. In some embodiments, structure
classification unit 303 may use the most recently trained classifier to segment the
prior images, or a merged classifier of selected previously trained classifiers for the
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segmentation. Structure classification unit 303 may provide a structure label map for
each prior image. Structure classification unit 303 may then provide the atlases,
consisting of the prior images along with their corresponding structure label maps, to
classifier training unit 302, as training images. -

[061] Classifier training unit 302 may use the training images received from
medical image database 301 to generate a structure classifier using learning
algorithms. As shown in FIG. 3, classifier training unit 302 may include an atlas
registration module 321, a feature extraction module 322 and a training module 323.
Classifier training unit 302 may additionally include input and output interfaces (not
shown) to communicate with medical image database 301, network 305, and/or user
312. Consistent with some embodiments, classifier training unit 302 may be
implemented with hardware (e.g., as disclosed in FIG. 4) specially programmed by
software that performs an anatomical classifier training process.

[062] Atlas registration module 321 may register the prior images to the
current images. Image registration is a process that transforms different sets of data
into one coordinate system. Typical image registration algorithms are either
intensity-based or feature-based, or the combination of the two. In particular,
feature-based methods find correspondence between image features such as points,
lines, and contours. In some embodiments, the registration process may include
mapping the image points of an atlas image to the image points of a current image.
In some alternative embodiments, the registration process may include mapping
both the atlas images and the current image to a reference image. In these
embodiments, the reference image can be, for example, an average atlas image or a
common template image. As such, the atlas images are “indirectly” mapped to the
current image. Various image registration methods can be used, such as one or a
combination of any of a linear registration, an object-driven “poly-smooth” non-linear
registration, or a shape-constrained dense deformable registration. By performing
the image registration, an image transformation from the atlas image to the reference
image is calculated for each atlas.

[063] Atlas registration module 321 may further map the delineations (e.g.,
structure labels) of each atlas to the space of the reference image using the
corresponding image transformation for the atlas. The mapped structure labels
represent independent classification data, i.e., independent segmentation results, of
the current image from the corresponding atlas.
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[064] A mapped atlas image and corresponding mapped structure labels
constitute a mapped atlas, also referred to as a “registered atlas.” In some
embodiments, classifier training unit 302 may use the mapped atlases to train the
structure classifier for segmenting the current images. Alternatively, classifier
training unit 302 may use the mapped atlas images along with expert structure label
maps for the training.

[065] Feature extraction module 322 may determine and derive, for each
selected image point, one or more features such as image intensity, image texture,
image patch, and curvature of an intensity profile. This feature extraction process
may repeat for a set of selected image points in a training image until all image
points in the training image have been selected and processed.

[066] Training module 323 may use the selected image points as training
data, to train the classifier. In some embodiments, the training may be based on
learning algorithms, such as supervised machine learning algorithms. For example,
learning algorithms such as Support Vector Machine (SVM), Adaboost/Logitboost,
Random Forests, and Neural Networks may be used. The classifier is trained such
that when the features for a particular image point in the training image are input to
the model, the model outputs a prediction of the anatomical structure that matches
the predetermined structure label of the image point. After being trained using
numerous image points from numerous training images, the classifier becomes
competent enough to predict the anatomical structure of an unclassified image point
in any new image.

[067] Structure classification unit 303 may receive the trained structure
classifier from classifier training unit 302. As shown in FIG. 3, structure classification
unit 303 may include a feature extraction module 331 and a classification module
332. Structure classification unit 303 may additionally include input and output
interfaces (not shown) to communicate with medical image database 301, network
305 and user 313. Consistent with some embodiments, structure classification unit
303 may be implemented with hardware (e.g., as disclosed in FIG. 4) specially
programmed by software that performs an anatomical classifier training process.

[068] Structure classification unit 303 may communicate with medical image
database 301 to receive one or more current images. The current images may be of
a same object as the prior images. Feature extraction module 331 may have similar

hardware and software structures as feature extraction module 322. Feature
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extraction module 331 may identify one or more features on each currentimage
received from medical image database 301. The features extracted by feature
extraction module 331 may be the same or similar to those used during the training
stage by feature extraction module 322. The determined features may be provided
to classification module 332.

[069] Classification module 332 may use the trained structure classifier
received from classifier training unit 302, and the features received from feature
extraction module 331, to predict the structure labels for the respective image points.
When all the selected image points are classified, classification module 332 may
output the segmented image. In some embodiments, the segmented image may be
displayed to user 313, and/or provided to treatment planning/delivery software 115
for further treatment usage. In some embodiments, the segmented image may be
automatically stored in medical image database 301 and become a prior image.

[070] Network 305 may provide connections between any of the above
described components in image segmentation system 300. For example, network
305 may be a local area network (LAN), a wireless network, a cloud computing
environment (e.g., software as a service, platform as a service, infrastructure as a
service), a client-server, a wide area network (WAN), and the like.

[071] FIG. 4 illustrates an exemplary medical image processing device 400,
according to some embodiments of the present disclosure. Medical image
processing device 400 may be an embodiment of classifier training unit 302,
structure classification unit 303, or their combination. In another embodiment,
processing device 400 may be integrated into control console 110 or radiotherapy
device 230, shown in FIGS. 2A-(B). In some embodiments, medical image
processing device 400 may be a special-purpose computer, or a general-purpose
computer. For example, medical image processing device 400 may be a computer
custom built for hospitals to handle image acquisition and image processing tasks.

[072] As shown in FIG. 4, medical image processing device 400 may include
a processor 421, a memory 422, a database 425, a data storage device 426, an
input/output interface 427, a network interface 428, and a display 429. Components
of processing device 400 may be connected via a BUS.

[073] Processor 421 may be one or more general-purpose processing
devices, such as a microprocessor, central processing unit (CPU), graphics
processing unit (GPU), or the like. More particularly, processor 421 may be a
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complex instruction set computing (CISC) microprocessor, reduced instruction set
computing (RISC) microprocessor, very long instruction Word (VLIW)
microprocessor, a processor implementing other instruction sets, or processors
implementing a combination of instruction sets. Processor 421 may also be one or
more special-purpose processing devices such as an application specific integrated
circuit (ASIC), a field programmable gate array (FPGA), a digital signal processor
(DSP), a System on a Chip (SoC), or the like. Processor 421 may be
communicatively coupled to memory 422 and configured to execute the computer
executable instructions stored thereon.

[074] Memory 422 may include a read-only memory (ROM), a flash memory,
a random access memory (RAM), and a static memory, for example. [n some
embodiments, memory 422 may store computer executable instructions, such as
one or more image processing programs 423, as well as data used or generated
while executing the computer programs, such as medical image data 424.
Processor 421 may execute image processing programs 423 to implement
functionalities of anatomical classifier training unit 302 and/or structure classification
unit 303. Processor 421 may also send/receive medical image data 424 from
memory 422. For example, processor 421 may receive prior image data or current
image data stored in memory 422. Processor 421 may also generate intermediate
data such as image features and structure labels, and send them to memory 422.

[075] Medical image processing device 400 may optionally include a
database 425, which may include or in communication with medical image database
301. Database 425 may include a plurality of devices located either in a central or
distributed manner. Processor 421 may communicate with database 425 to read
images into memory 422 or store segmented images from memory 422 to medical
image data 424.

[076] Data storage device 426 may be an additional storage available to
store data associated with image processing tasks performed by processor 421. In
some embodiments, data storage device 426 may include a machine-readable
storage medium. While the machine-readable storage medium in an embodiment
may be a single medium, the term “machine-readable storage medium” should be
taken to include a single medium or multiple media (e.g., a centralized or distributed
database, and/or associated caches and servers) that store the one or more sets of

computer executable instructions or data. The term “machine-readable storage
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medium” shall also be taken to include any medium that is capable of storing or
encoding a set of instructions for execution by the machine and that cause the
machine to perform any one or more of the methodologies of the present disclosure.
The term “machine-readable storage medium” shall accordingly be taken to include,
but not be limited to, solid-state memories, optical and magnetic media.

[077] Input/output 427 may be configured to allow data to be received and/or
transmitted by medical image processing device 400. Input/output 427 may include
one or more digital and/or analog communication devices that allow processing
device 400 to communicate with user or other machines and devices. For example,
input/output 427 may include a keyboard and a mouse for user 312 or user 313 to
provide input.

[078] Network interface 428 may include a network adaptor, a cable
connector, a serial connector, a USB connector, a parallel connector, a high-speed
data transmission adaptor such as fiber, USB 3.0, thunderbolt, and the like, a
wireless network adaptor such as a WiFi adaptor, a telecommunication (3G, 4G/LTE
and the like) adaptor, and the like. Medical image processing device 400 may be
connected to network 305 through network interface 428. Display 429 may be any
display device that suitable for displaying the medical images. For example, display
429 may be an LCD, CRT, or LED display.

[079] In some embodiments, the segmented current image may be displayed
to a user on display 428. In some embodiments, the segmented current image may
be provided to treatment planning/delivery software 115 for future medical usage
and/or stored in medical image database 301 for future image segmentation tasks.

[080] An accurately segmented image, or a well-defined contour of an
anatomical structure may benefit various applications that rely on segmentation
results. For example, structure classification results may also help generate
accurate estimation of volume size of the anatomical structure. For certain
anatomical structures, such as the bladder, volume sizes are important in calculating
the deformation field and dose optimization for treatments. In the example of
bladder, the volume sizes may change significantly at different treatment sessions.
Therefore, accurate estimation of its size will give important prior knowledge about
the relative locations or deformations around the bladder, and thus help calculate the
deformation field or optimize dose distribution on the fly.
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[081] FIG. 5is a flowchart illustrating an exemplary image segmentation
method 500 using combined atlas-based segmentation and statistical learning
segmentation. In some embodiments, method 500 may be performed by
components of image segmentation system 300, such as classifier training unit 302
and structure classification unit 303. It is contemplated that method 500 can be
applied to segment one structure of interest or a group of structures of interest at the
same time, such as a bladder, prostate, and rectum, which are spatially adjacent and
highly correlated. Various machine learning methods, such as RF method, can
handle segmentation of mulitiple structures at the same time. A multi-structure
classifier model may be beneficial when the multiple structures are spatially adjacent
and thus highly correlated.

[082] As shown in FIG. 5, at 501, medical image processing device 400 may
receive an initial day medical image /; from a database, such as medical image
database 301. In some embodiments, medical image /4 represents a prior day
medical image of a patient at day one.

[083] At 502, medical image processing device 400 may identify at least one
feature from the day one image /;. The at least one feature may be identified by
feature extraction module 332 of structure classification unit 303, for example. The
features can be the same types of features used for training the structure classifier,
as will be described in more detail below in connection with FIG. 6. Various methods
may be used to compute the attributes, including using machine learning models
such as convolutional neural network models.

[084] At 503, the day one image /4 is segmented by a population-trained
classifier model M;. For example, the day one image may be segmented by a
random forests model M, trained on training images from a population of patients.
The day one image /1 may be segmented by the population-trained M to produce a
structure label map Sy, e.g., representing the prostate, bladder, rectum, and/or other
organs.

[085] At 504, medical image processing device 400 may receive the j-th
succeeding day medical image /; from a database, such as medical image database
301. Medical image J; represents a succeeding day medical image of the same
patient at day two, or any succeeding j-th day where j=2,.... In some embodiments,
day one image /1 and succeeding day medical image /; are acquired during serial

radiotherapy treatment sessions of the same patient. For example, the medical
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images may be acquired by image acquisition device 220 during successive
treatment therapy sessions delivered by image-guided radiotherapy system 200.

[086] At 505, the prior day image /.1, j =2,... and its corresponding structure
label map S/ from step 603 may be used as an atlas and registered to the current
day image /; to obtain a registered image /%" and a corresponding atlas-based
segmentation structure label map S . For example, /5, Sy is used as an atlas to
deformably register /; to day two image I to obtain the registered image /" and day
two structure label map S2”. The superscript refers to the atlas-day number, and
serves to distinguish the preliminary segmentation result S/ from the full-model
classification S; described below in 508.

[087] At 506, a classifier model Mem, is trained on the image /" and the
structure map S obtained as described above in step 505. In some embodiments,
the model may be trained according to an exemplary training method described in
FIG. 6. For example, a new random forest model Miemp, may be trained on the set l/f‘
Sl

[088] At 507, the trained new classifier model M, is merged with the prior
day classifier model M;.; to obtain a new classifier model M;. Various methods may
be used to merge the models. For example, the model parameters may be
determined based on the model parameters of model Miemp and model M;

[089] At 508, the combined model is used to segment the current day image
I;, to produce the structure label map S;. This Structure label map S;is derived from
the model M; while the structure label map Sf"" is obtained by atlas-based
segmentation using the preceding day data /.4, S;.s. As part of 508, feature
extractions may be performed on the j-th prior day image, similar to 502.

[090] At 509, the method determines whether all succeeding prior day
images for that patient have been used for training the classifier model. If there are
more succeeding prior day images for that patient, medical image processing device
400 repeats steps 504-509 to train model M; (where j represents the j-th treatment
day) until all the succeeding prior day images are processed. At 510, the
segmentation of current image day /; is complete.

[091] The model for any j-th treatment day, M, is obtained by training the
classifier on data that is the union of the registered prior day images and their
corresponding structure label maps /", S/ denoted by
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{U (160,56 )}, j22,j = cument day

i=2

[092] The training is done in stages, one prior day per stage, resulting in a
model Miemp that is then combined with prior day’s models, as the statistical learning
method permits.

[093] In other embodiments the training data ensemble could contain other
forms of the structure label maps than that derived from the atlas-based
segmentation. For example, the structure label map could be atlas-based
segmentation structures corrected by expert programs or by human experts.

[094] In other embodiments, the population based model My (here included
in the resulting model M)) could be dissociated from the models M to M;.

[095] In other embodiments, the composition of the training data could be
varied such that the training data for each j-th treatment day is accumulated from the
beginning of treatment and a model created from all the accumulated training data,
rather than sequential merging successive days’ trained models. This
accommodates statistical learning methods such as neural networks that, unlike
random or decision forests, have models that are not easily decomposed into daily
data-trained increments.

[096] In some embodiments, method 500 may be performed prior to
radiotherapy treatment delivery to a patient, and the determined structure label map
S; may be p\rovided to treatment planning/delivery software 115. This segmentation
result may be used to adjust the radiotherapy treatment plan. For that purpose, the
segmentation (method 500) may be performed immediately prior to the upcoming
radiotherapy treatment session, or one day prior to the upcoming radiotherapy
treatment session.

[097] FIG. 6 is a flowchart illustrating an exemplary training method 600 for
training a structure classifier model using an atlas. In some embodiments, method
600 may be used to implement step 506 of FIG. 5 described above. In some
embodiments, method 600 may be performed by classifier training unit 302. The
structure classifier model may be a Random Forests model, such as the classifier
model M; of FIG. 5.

[098] As shown in Fig. 6, at 601, classifier training unit 302 may receive an
atlas that includes a training image and a corresponding structure label map
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indicating the structures that the image points of the training image belong to. In
some embodiments, the atlas may be a registered atlas, such as atlas /", S/
[099] At 602, feature extraction module 322 may select a plurality of training
samples from the mapped atlas image of each training atlas. Each training sample
can correspond to a single image point or a group of image points (such a group of
image points is also referred to as a super image point). According to the disclosure,
the training samples from a mapped atlas image can include all or a portion of the
image points on the mapped atlas image. When only a portion of the image points
are used for training, a sample selection can be performed to determine what image
points are used. For example, the training samples can be selected fully randomly
over the entire mapped atlas image, or be selected from a region within a certain
distance to the border of the structure of interest. As another example, the sample
selection can be guided by the registration results such that more samples can be
selected from an ambiguous region, i.e., the region where structure labels from
different mapped atlases do not completely agree with each other or the
disagreement is larger than a certain level (for example, three or more out of ten
mapped atlases have a different determination than the other mapped atlases).
[0100] At 603, feature extraction module 322 may determine at least one
image feature for an image point. Various types of features can be extracted, such
as, for example, image intensity value, image location, image gradient and gradient
magnitude, eigen-values of a Hessian matrix of the image, image texture measures
such as energy, entropy, contrast, homogeneity, and correlation of local co-
occurrence matrix, local image patches of varying sizes. Alternatively, attributes or
features may also be automatically and adaptively computed using machine learning
models. For example, a convolutional neural network model may be trained to
extract relevant features from sample images, and the pre-trained model can be
applied to the training samples to produce attributes. A convolutional neural network
typically includes several convolution layers, among other layers, that produce
feature maps of various sizes. The feature maps contain generic features
characterizing the input image (or a selected portion of the input image), and thus
can be used as features in the structure classifier to further improve classification
results. Features from various convolution layers (e.g., top layers, middle layers,
lower layers), or a selection of these layers, may be used. In some embodiments,

computation of attributes can be omitted if the training atlases already include the
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attributes for the atlas image points that are to be used by the machine learning
algorithm.

[0101] At 604, training module 323 may apply a learning algorithm to generate
an anatomical classification model based on the identified image features for the
image point. The machine learning algorithm can be a supervised learning
algorithm, which seeks to infer a prediction model given a set of training data. For
example, the machine learning algorithm for training the structure classifier can be
the random forests (RF) machine learning algorithm, which can naturally handle
multiple classes, i.e., one classifier to classify several structures. The output of an
RF classifier can be a probability estimation of which class the input data belongs to,
i.e., which structure the corresponding image point belongs to. At 605, classifier
training unit 302 may check if all training samples have been process. If so (605:
yes), method 600 may proceed to 606, where classifier training unit 302 outputs the
trained classifier model, e.g., to be used by steps 507-508 of method 500.
Otherwise (605: no), method 600 may return to 601 to process the next training
sample.

[0102] Alternative implementations of methods 500 and 600 are
contemplated.

[0103] In an embodiment, the registered prior day image may be replaced by
the current day image for training purpose. Accordingly, the training can be
described as:

n—1
M, < Train U(IJ,SEH)) ,n > 2,n = current day
Jj=1

[0104] In another embodiments, an exemplary image segmentation process
uses prior day images and expert structures or contours C to segment succeeding-
days images, without utilizing image registration. The expert drawn or edited
contours C are distinguished from the atlas segmentation contours S (e.g., the ABAS
structures have been edited by an expert). The exemplary training process of model
M, from the union of data /, C; at treatment day n is described below:

n—1
M, < Train U(Ij,Cj) ,n > 2,n = current day

J=1
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[0105] In another embodiment, an exemplary image segmentation process
utilizes method 500 disclosed in FIG. 5, but replaces the prior days’ ABAS structures
S with that day’s expert structures C. When the process reaches the last prior day of
the patient’s prior day images, the method uses ABAS structures from the previous
day. The exemplary training process of model RFn is described below:

§ (bacj)ﬂ(ln,Sn(nml)) ,h 2 2,n = current day

1
M <« Train
Jj=1

[0106] Learning algorithms other than RF methods may also be used in
combination with ABAS segmentations in similar manners as described above. For
example, the classifier model may a convolutional neural network model. A
convolutional neural network may include a stack of distinct layers that transform an
input image into an output structure label map. The layers may form two stages: an
encoding stage and a decoding stage. The layers may differ in input size, output
size, and the relationship between the input and the output for the layer. Each layer
may be connected to one or more upstream and downstream layers in the stack of
layers. The performance of a convolutional neural network may thus depend on the
number of layers, and the convolutional neural network’s complexity may increase as
the number of layers increases. A convolutional neural network may be viewed as
“deep” if it has more than one stages of non-linear feature transformation, which
typically means the number of layers in the network is above a certain number. For
example, some convolutional neural networks may include about 10-30 layers, or in
some cases more than a few hundred layers. Examples of convolutional neural
network models include AlexNet, VGGNet, GooglLeNet, ResNet, etc. These
convolutional neural network models can be used at the encoding stage of the full
convolutional neural network model.

[0107] This present disclosure is not limited to the embodiments discussed
above, for other embodiments of training data combinations are possible. Models
could be weighted to de-emphasize the population, for instance, or to delete it all
together. The individual day’s images and structures could be trained in single-
image RF models that could later be merged. Other combinations of registered and
non-registered sets of images/structures may be possible. In addition, context

features may be used in addition to the appearance features described above.
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[0108] Various operations or functions are described herein, which may be
implemented or defined as software code or instructions. Such content may be
directly executable (“object” or “executable” form), source code, or difference code
(“delta” or “patch” code). Software implementations of the embodiments described
herein may be provided via an article of manufacture with the code or instructions
stored thereon, or via a method of operating a communication interface to send data
via the communication interface. A machine or computer readable storage medium
may cause a machine to perform the functions or operations described, and includes
any mechanism that stores information in a form accessible by a machine (e.g.,
computing device, electronic system, and the like), such as recordable/non-
recordable media (e.g., read only memory (ROM), random access memory (RAM),
magnetic disk storage media, optical storage media, flash memory devices, and the
like). A communication interface includes any mechanism that interfaces to any of a
hardwired, wireless, optical, and the like, medium to communicate to another device,
such as a memory bus interface, a processor bus interface, an Internet connection, a
disk controller, and the like. The communication interface can be configured by
providing configuration parameters and/or sending signals to prepare the
communication interface to provide a data signal describing the software content.
The communication interface can be accessed via one or more commands or signals
sent to the communication interface.

[0109] The present disclosure also relates to a system for performing the
operations herein. This system may be specially constructed for the required
purposes, or it may comprise a general-purpose computer selectively activated or
reconfigured by a computer program stored in the computer. Such a computer
program may be stored in a computer readable storage medium, such as, but not
limited to, any type of disk including floppy disks, optical disks, COROMs, and
magnetic-optical disks, read-only memories (ROMs), random access memories
(RAMs), EPROMs, EEPROMSs, magnetic or optical cards, or any type of media
suitable for storing electronic instructions, each coupled to a computer system bus.

[0110] The order of execution or performance of the operations in
embodiments of the present disclosure illustrated and described herein is not
essential, unless otherwise specified. That is, the operations may be performed in
any order, unless otherwise specified, and embodiments of the present disclosure
may include additional or fewer operations than those disclosed herein. For
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example, it is contemplated that executing or performing a particular operation
before, contemporaneously with, or after another operation is within the scope of
aspects of the present disclosure.

[0111] Embodiments of the present disclosure may be implemented with
computer-executable instructions. The computer-executable instructions may be
organized into one or more computer-executable components or modules. Aspects
of the present disclosure may be implemented with any number and organization of
such components or modules. For example, aspects of the present disclosure are
not limited to the specific computer-executable instructions or the specific
components or modules illustrated in the figures and described herein. Other
embodiments of the present disclosure may include different computer-executable
instructions or components having more or less functionality than illustrated and
described herein.

[0112] When introducing elements of aspects of the present disclosure or the

» o

embodiments thereof, the articles “a,” “an,” “the,” and “said” are intended to mean

that there are one or more of the elements. The terms “comprising,” “including,” and
“having” are intended to be inclusive and mean that there may be additional
elements other than the listed elements.

[0113] Having described aspects of the present disclosure in detail, it will be
apparent that modifications and variations are possible without departing from the
scope of aspects of the present disclosure as defined in the appended claims. As
various changes could be made in the above constructions, products, and methods
without departing from the scope of aspects of the present disclosure, it is intended
that all matter contained in the above description and shown in the accompanying

drawings shall be interpreted as illustrative and not in a limiting sense.
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WHAT IS CLAIMED IS:
1. A system for segmenting medical images, the system comprising:

a database configured to store a plurality of medical images acquired by an
image acquisition device, including at least one first medical image of an object, and
a second medical image of the object, each first medical image associated with a
first structure label map; and

a processor, configured to:

register the at least one first medical image to the second medical
image,

determine a classifier model using the registered first medical image
and the corresponding first structure label map; and

determine a second structure label map associated with the second

medical image using the classifier model.

2. The system according to claim 1, wherein the at least one first medical image

includes a set of prior day images of the object.

3. The system according to claim 1, wherein the second medical image is a

current day image of the object.

4, The system according to claim 1, wherein the first structure label map

includes expert structure labels identified for the first medical image.

5. The system according to claim 1, wherein the processor is further configured
to determine the first structure label map for the first medical image using a

population-trained classifier model.

6. The system according to claim 1, wherein the processor is further configured
to register the first structure label map to the second medical image using an atlas-
based segmentation method, and determine a classifier model using the registered
first medical image and the registered first structure label map.
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7. The system according to claim 1, wherein the classifier model is a Random

Forests model.

8. The system according to claim 1, wherein the classifier model is a

convolutional neural network model.

9. The system according to claim 1, wherein the processor is further configured
to identify at least one feature in the second medical image, and apply the classifier
model to the at least one feature.

10.  The system according to claim 9, wherein the at least one feature is computed
using a pre-trained convolutional neural network.

11.  The system according to claim 1, wherein the at least one first medical image
and the second medical image are acquired during serial radiotherapy treatment
sessions of a patient.

12.  The system according to claim 1, wherein the processor is configured to

determine the second structure label map prior to a radiotherapy treatment delivery.

13. A computer-implemented method for segmenting medical images, the method
comprising the following operations performed by at least one processor:

receiving at least one first medical image of an object, and a second medical
image of the object, from a database configured to store a plurality of medical
images acquired by an image acquisition device, each first medical image
associated with a first structure label map;

registering the at least one first medical image to the second medical image;

determining a classifier model using the registered first medical image and the
corresponding first structure label map; and

determining a second structure label map associated with the second medical

image using the classifier model.

14.  The method according to claim 13, wherein the at least one first medical

image includes a set of prior day images of the object.
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15.  The method according to claim 13, wherein the second medical image is a
current day image of the object.

16.  The method according to claim 13, further comprising determining the first
structure label map for the first medical image using a population-trained classifier

model.

17.  The method according to claim 13, the first structure label map is registered to

the second medical image using an atlas-based segmentation method.

18.  The method according to claim 13, further comprising identifying at least one
feature in the second medical image, and apply the classifier model to the at least

one feature.

19.  The method according to claim 13, wherein the second structure label map is
determined prior to a radiotherapy treatment delivery.

20. A non-transitory computer-readable medium containing instructions that,
when executable by a processor, cause the processor to perform a method for
segmenting medical images, the method comprising:

receiving at least one first medical image of an object, and a second medical
image of the object, from a database configured to store a plurality of medical
images acquired by an image acquisition device, each first medical image
associated with a first structure label map;

registering the at least one first medical image to the second medical image;

determining a classifier model using the registered first medical image and the
corresponding first structure label map; and

determining a second structure label map associate with the second medical
image using the classifier model.
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