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(57) ABSTRACT 

A method, apparatus, and computer program product are 
provided to accommodate decision Support and reference 
case management for diagnostic imaging. An apparatus may 
include a processor configured to receive a request for an 
image from a client device. The processor may be further 
configured to retrieve a source image corresponding to the 
requested image from a memory. The processor may addi 
tionally be configured to process the source image to generate 
a second image having a greater resolution than the source 
image. The processor may also be configured to provide the 
second image to the client device to facilitate viewing and 
manipulation of the second image at the client device. Cor 
responding methods and computer program products are also 

31, 2007. provided. 
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METHODS, COMPUTER PROGRAM 
PRODUCTS, APPARATUSES, AND SYSTEMS 
TO ACCOMMODATE DECISION SUPPORT 
AND REFERENCE CASE MANAGEMENT 

FOR DAGNOSTIC MAGING 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This divisional application claims priority from 
U.S. patent application Ser. No. 12/262,668, filed Oct. 31, 
2008, which claims priority from U.S. Provisional Applica 
tion No. 60/984,291, filed Oct. 31, 2007, entitled METHODS 
AND SYSTEMS TO ACCOMMODATE DECISION SUP 
PORT AND REFERENCE CASE MANAGEMENT FOR 
DIAGNOSTIC IMAGING, the contents of which are incor 
porated herein by reference. 

FIELD OF THE INVENTION 

0002 Embodiments of the invention relate generally to 
tools, methods, computer program products, apparatuses, and 
systems for managing medical images and associated text and 
data, and more specifically, to the creation and use of medical 
image knowledge bases for decision Support, reference, train 
ing, consultation, and collaboration. 

BACKGROUND 

0003 Clinicians who interpret images make fewer errors 
when they are able to consult reference images and reference 
texts. When encountering challenging cases, clinicians fre 
quently turn to textbooks or hunt for reference material on the 
web. However, the pressure of heavy workloads makes it 
infeasible for clinicians to consult reference material as often 
as they would like, as it takes a significant amount of search 
ing to find good examples. Ideally, reference material takes 
the form of full diagnostic quality exams of known diagnoses, 
with key images identified and annotated. However, cases in 
textbooks and online often have only a few static images, 
usually too low resolution to be considered ideal for diagno 
sis. Hospital imaging systems and picture archiving and com 
munication systems (PACS) often contain the images that the 
clinician needs for decision support, but the limited nature of 
existing retrieval interfaces makes it hard for clinicians to find 
the right studies. 
0004. Accordingly, it may be advantageous to provide 
methods, apparatuses, computer program products, and sys 
tems to accommodate decision Support and reference case 
management for diagnostic imaging. 

BRIEF SUMMARY OF THE INVENTION 

0005 Methods, apparatuses, computer program products, 
and systems are therefore provided, which may accommodate 
decision Support and reference case management for diagnos 
tic imaging. In this regard, some embodiments of the inven 
tion may provide several advantages to a user of a computing 
device seeking to view and manipulate medical data, Such as 
medical images and medical case files. Embodiments of the 
invention may provide users with medical images of an 
enhanced resolution Such that users may Zoom in on and 
otherwise manipulate images while limiting problems with 
pixelization and distortion of images. Some embodiments of 
the invention may provide users with the ability to generate 
medical case files from an electronic message. 
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0006. In one exemplary embodiment, a method is pro 
vided, which may include receiving a request for an image 
from a client device. The method may further include retriev 
ing a source image corresponding to the requested image 
from a memory. The method may also include processing the 
Source image to generate a second image having a greater 
resolution than the source image. The method may addition 
ally include providing the second image to the client device to 
facilitate viewing and manipulation of the second image at the 
client device. 

0007. In another exemplary embodiment, a method is pro 
vided, which may include receiving an electronic message 
including a medical image from a picture archiving and com 
munication system client. The method may further include 
parsing a Subject line and body of the electronic message to 
extract text data included in the electronic message. The 
method may also include parsing a header associated with the 
medical image to determine one or more properties of the 
medical image. The method may additionally include gener 
ating a medical case file comprising the medical image. The 
method may further include populating one or more fields of 
the medical case file with the extracted text data and the 
determined properties. 
0008. In another exemplary embodiment, a computer pro 
gram product is provided. The computer program product 
includes at least one computer-readable storage medium hav 
ing computer-readable program instructions stored therein. 
The computer-readable program instructions may include a 
plurality of program instructions. Although in this summary, 
the program instructions are ordered, it will be appreciated 
that this Summary is provided merely for purposes of example 
and the ordering is merely to facilitate Summarizing the com 
puter program product. The example ordering in no way 
limits the implementation of the associated computer pro 
gram instructions. The first program instruction is for receiv 
ing a request for an image from a client device. The second 
program instruction is for retrieving a source image corre 
sponding to the requested image from a memory. The third 
program instruction is for processing the source image to 
generate a second image having a greater resolution than the 
Source image. The fourth program instruction is for providing 
the second image to the client device to facilitate viewing and 
manipulation of the second image at the client device. 
0009. In another exemplary embodiment, a computer pro 
gram product is provided. The computer program product 
includes at least one computer-readable storage medium hav 
ing computer-readable program instructions stored therein. 
The computer-readable program instructions may include a 
plurality of program instructions. Although in this Summary, 
the program instructions are ordered, it will be appreciated 
that this Summary is provided merely for purposes of example 
and the ordering is merely to facilitate Summarizing the com 
puter program product. The example ordering in no way 
limits the implementation of the associated computer pro 
gram instructions. The first program instruction is for receiv 
ing an electronic message including a medical image from a 
picture archiving and communication system client. The sec 
ond program instruction is for parsing a subject line and body 
of the electronic message to extract text data included in the 
electronic message. The third program instruction is for pars 
ing a header associated with the medical image to determine 
one or more properties of the medical image. The fourth 
program instruction is for generating a medical case file com 
prising the medical image. The fifth program instruction is for 
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populating one or more fields of the medical case file with the 
extracted text data and the determined properties. 
0010. In another exemplary embodiment, an apparatus is 
provided, which may include a processor. The processor may 
be configured to receive a request for an image from a client 
device. The processor may be further configured to retrieve a 
Source image corresponding to the requested image from a 
memory. The processor may also be configured to process the 
Source image to generate a second image having a greater 
resolution than the Source image. The processor may addi 
tionally be configured to provide the second image to the 
client device to facilitate viewing and manipulation of the 
second image at the client device. 
0011. In another exemplary embodiment, an apparatus is 
provided, which may include a processor configured to 
receive an electronic message including a medical image 
from a picture archiving and communication system client. 
The processor may be further configured to parse a subject 
line and body of the electronic message to extract text data 
included in the electronic message. The processor may also 
be configured to parse a header associated with the medical 
image to determine one or more properties of the medical 
image. The processor may additionally be configured togen 
erate a medical case file comprising the medical image. The 
processor may further be configured to populate one or more 
fields of the medical case file with the extracted text data and 
the determined properties. 
0012. Accordingly, embodiments of the invention make it 
easier for clinicians to consult and augment searchable 
repositories of reference cases for training and just-in-time 
reference for decision-support at the point of care. In various 
embodiments, the consultation and augmentation may be 
interactive and/or web-based. Embodiments of the invention 
may allow clinicians to add to the repository as part of their 
daily practice without disrupting their workflow, including 
techniques to efficiently tag or annotate medical images, 
series, exams, and Subjects with diagnostic information, text, 
graphical annotations, and keywords, either directly from 
their existing medical imaging software (PACS, etc), or via a 
separate interface. Some embodiments of the system may 
automatically integrate the resulting local content with addi 
tional relevant reference content, including differentials, 
descriptions of findings, cases from third party institutions, 
and additional illustrative images. Embodiments of the inven 
tion may provide an interface for rapidly scanning through 
large collections of candidate images from multiple patients, 
and comparing these images side-by-side to a Subject being 
diagnosed. Embodiments of the invention may give clinicians 
control over editing, sharing, retrieving, and interacting with 
the content from any browser. Fine-grained access control 
and versioning allows the content to be collaboratively 
evolved in a controlled fashion. The resulting system may 
provide convenient access to diagnostic-quality reference 
cases, both local and from third parties, organized by pathol 
ogy and enhanced with discussions of findings and differen 
tials. 
0013 The above summary is provided merely for pur 
poses of Summarizing some example embodiments of the 
invention so as to provide a basic understanding of some 
aspects of the invention. Accordingly, it will be appreciated 
that the above described example embodiments are merely 
examples and should not be construed to narrow the scope or 
spirit of the invention in any way. It will be appreciated that 
the scope of the invention encompasses many potential 
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embodiments, some of which will be further described below, 
in addition to those here Summarized. 

BRIEF DESCRIPTION OF THE DRAWING(S) 

0014 Having thus described embodiments of the inven 
tion in general terms, reference will now be made to the 
accompanying drawings, which are not necessarily drawn to 
scale, and wherein: 
0015 FIG. 1 illustrates a block diagram of a system for 
transmitting, viewing, and manipulating medical data accord 
ing to an exemplary embodiment of the present invention; 
0016 FIG. 2 illustrates a screenshot of a medical image, 
Such as may be accessed, viewed and manipulated using 
embodiments of the present invention: 
0017 FIG. 3 illustrates a block diagram of a computing 
architecture Suitable for practicing aspects of embodiments of 
the present invention; 
0018 FIG. 4 is a flowchart according to an exemplary 
method for processing a source image corresponding to a 
requested image at a data server to generate a higher resolu 
tion image and providing the higher resolution image to a 
client device according to an exemplary embodiment of the 
present invention; 
0019 FIG. 5 is a flowchart according to an exemplary 
method for generating a medical case file from an electronic 
message according to an exemplary embodiment of the 
present invention; 
0020 FIG. 6 illustrates a medical case viewer that may be 
embodied in JavaScript according to an exemplary embodi 
ment of the present invention; 
0021 FIG. 7 illustrates a substage navigator according to 
an exemplary embodiment of the present invention; 
0022 FIG. 8 illustrates a text editor according to an exem 
plary embodiment of the present invention; 
0023 FIG. 9 illustrates an annotator according to an exem 
plary embodiment of the present invention; 
0024 FIG. 10 illustrates an email alert according to an 
exemplary embodiment of the present invention; 
(0025 FIG. 11 illustrates a DICOM queue manager 
according to an exemplary embodiment of the present inven 
tion; 
0026 FIG. 12 illustrates case abstracts according to an 
exemplary embodiment of the present invention; 
0027 FIG. 13 illustrates a medical case viewer that is not 
embodied in JavaScript according to an exemplary embodi 
ment of the present invention; 
0028 FIG. 14 illustrates a DICOM stack viewer in the 
editor according to an exemplary embodiment of the present 
invention; and 
0029 FIG. 15 illustrates an attribute editor according to an 
exemplary embodiment of the present invention. 

DETAILED DESCRIPTION OF THE INVENTION 

0030 Some embodiments of the present invention will 
now be described more fully hereinafter with reference to the 
accompanying drawings, in which some, but not all embodi 
ments of the invention are shown. Indeed, the invention may 
be embodied in many different forms and should not be 
construed as limited to the embodiments set forth herein; 
rather, these embodiments are provided so that this disclosure 
will satisfy applicable legal requirements. Like reference 
numerals refer to like elements throughout. 
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0031 FIG. 1 illustrates a block diagram of a system 100 
for viewing and manipulating medical data, such as, for 
example, medical images, diagnostic data, medical training 
data, other medical data, and/or the like according to an 
exemplary embodiment of the present invention. An example 
of a medical image that may be viewed and manipulated by 
the system 100 is illustrated in FIG.2. As used herein, “exem 
plary' merely means an example and as such represents one 
example embodiment for the invention and should not be 
construed to narrow the scope or spirit of the invention in any 
way. It will be appreciated that the scope of the invention 
encompasses many potential embodiments in addition to 
those illustrated and described herein. As such, while FIG. 1 
illustrates one example of a configuration of a system for 
viewing and manipulating medical data, numerous other con 
figurations may also be used to implement embodiments of 
the present invention. 
0032. As used herein, “general purpose viewing agent' 
refers to any means, such as may be embodied in Software, 
hardware, firmware, or some combination thereofthat may be 
used to access, view, and interact with content. Such content 
may be located remotely from the computing device on which 
the general purpose viewing agent is embodied and may be 
accessed by the general purpose viewing agent over a net 
work, Such as the internet. In an exemplary embodiment, a 
general purpose viewing agent may be a web browser. Fur 
ther, a general purpose viewing agent as used herein may 
implement one or more general graphics/animation services, 
which are generically described to be included as part of a 
'general purpose viewing agent' as used herein. A "general 
graphics/animation service' refers to any markup or scripting 
language that may be implemented by a general purpose 
viewing agent as well as any plug-in that may be installed in 
a general purpose viewing agent that is generally configured 
for a wide range of content viewing purposes and not specifi 
cally configured for a limited purpose or application. Such 
general graphics/animation services may include, for 
example, Adobe R. Flash R, Adobe R. Flex(R), and Microsoft(R) 
SilverlightTM, as well as markup and Scripting languages, 
such as pure HTML, Javascript, Ajax, and/or related tech 
nologies for managing, Viewing, and manipulating images 
over the web and communicating with a data server. Thus, 
general graphics/animation services do not include special 
purpose ActiveX components or Java applets. 
0033 Referring again to FIG. 1, the system 100 may 
include a client device 102 and data server 104 configured to 
communicate over a network 106. The client device 102 may 
be embodied as any computing device, mobile or fixed, and 
may be embodied as a server, desktop computer, laptop com 
puter, mobile terminal, and/or the like configured to commu 
nicate with the data server 104 over the network 106. The data 
server 104 may be embodied as any computing device or 
plurality of computing devices configured to provide data, 
such as medical data, to a client device 102 over a network 
106 as will be described further herein below. In this regard, 
the data server 104 may be embodied, for example, as a server 
cluster, rack of blade servers, and/or may be embodied as a 
distributed computing system, Such as may be distributed 
across a plurality of computing devices. Although referred to 
herein as a “server, it will be appreciated that the data server 
104 may be embodied as a computing device other than a 
server. In an exemplary embodiment, the data server 104 may 
comprise a Picture Archiving and Communication System 
(PACS) and/or a PACS client. Further, although only a single 
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client device 102 and data server 104 are illustrated in FIG. 1, 
the system 100 may comprise a plurality of client devices 102 
and data servers 104. 

0034. The client device 102 and/or data server 104 may 
comprise an architecture 300 as illustrated in FIG. 3. In this 
regard, the computing architecture 300 represents an archi 
tecture Suitable for practicing aspects of embodiments of the 
present invention. The architecture 300 may include various 
means, such as micro-controller/processor 302, digital signal 
processor (DSP) 304, non-volatile memory 306, display 308, 
input keys 310 (e.g., 12 keypad, select button, D-unit), and/or 
transmit/receive unit (TX/RX) 312, coupled to each other via 
bus 314, which may be a single bus oran hierarchy of bridged 
buses. Further, non-volatile memory 306 may include oper 
ating logic 320 adapted to implement operations for practic 
ing various embodiments of the present invention for manag 
ing, Viewing, manipulating, sharing, and annotating images 
in a general purpose viewing agent, such as a web browser. 
The implementation of the operating logic 320 may be via any 
one of a number programming languages, assembly, C, and so 
forth. 

0035) Returning to FIG. 1, the network 106 may be any 
network over which the programmer device 102 and data 
server 104 are configured to communicate. Accordingly, the 
network 106 may comprise one or more public and/or private 
wireless networks, wireline networks, or any combination 
thereof, and in some embodiments may comprise the interne. 
The network 106 may further comprise a structured network, 
ad hoc network, or some combination thereof. The network 
106 may further utilize any communications protocol or com 
bination of communications protocols that may facilitate 
inter-device communication between the client device 102 
and data server 104. 

0036. The client device 102 may include various means, 
Such as a processor 110, memory 112, communication inter 
face 114, user interface 116, and data viewing unit 118 for 
performing the various functions herein described. These 
means of the client device 102 may communicate over a bus, 
such as the bus 314, and may be embodied as, for example, 
hardware elements (e.g., a Suitably programmed processor, 
combinational logic circuit, and/or the like), computer code 
(e.g., Software or firmware) embodied on a computer-read 
able medium (e.g. memory 112) that is executable by a Suit 
ably configured processing device, or some combination 
thereof. The processor 110 may, for example, be embodied as 
various means including a microprocessor, a coprocessor, a 
controller, or various other processing elements including 
integrated circuits such as, for example, an ASIC (application 
specific integrated circuit) or FPGA (field programmable gate 
array). Accordingly, the processor 110 may comprise the 
microcontroller 302 and/or the DSP 304 of the architecture 
300. In an exemplary embodiment, the processor 110 may be 
configured to execute instructions stored in the memory 112 
or otherwise accessible to the processor 110. Although illus 
trated in FIG. 1 as a single processor, the processor 110 may 
comprise a plurality of processors operating cooperatively 
and/or in parallel. Such as in a multi-processor system. 
0037. The memory 112 may include, for example, volatile 
and/or non-volatile memory, Such as the non-volatile memory 
306. The memory 112 may be configured to buffer input data 
for processing by the processor 110. Additionally or alterna 
tively, the memory 112 may be configured to store instruc 
tions for execution by the processor 110. The memory 112 
may comprise one or more databases that store information in 
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the form of static and/or dynamic information. The memory 
112 may store, for example, operating logic for applications, 
Such as, for example, a general purpose viewing agent as well 
as locally cached data, Such as images or other medical data, 
received from the data server 104. The memory 112 may 
additionally or alternatively store medical case files, such as 
may be locally created and/or received from a remote device, 
such as from the data server 104. This stored information may 
be stored and/or used by the data viewing unit 118 during the 
course of performing its functionalities. 
0038. The communication interface 114 may be embodied 
as any device or means embodied in hardware, software, 
firmware, or a combination thereof that is configured to 
receive and/or transmit data from/to a network and/or any 
other device or module in communication with the client 
device 102. In one embodiment, the communication interface 
114 may be at least partially embodied as or otherwise con 
trolled by the processor 110. The communication interface 
114 may include, for example, an antenna, a transmitter, a 
receiver, a transceiver and/or Supporting hardware or soft 
ware for enabling communications with other entities of the 
system 100, such as a data server 104 via the network 106. 
Accordingly, the communication interface 114 may be 
embodied as or comprise elements of the TX/RX 312. The 
communication interface 114 may be configured to receive 
and/or transmit data using any protocol that may be used for 
communications between the client device 102 and data 
server 104 over the network 106. The communication inter 
face 114 may additionally be in communication with the 
memory 112, user interface 116, and/or data viewing unit 
118. 

0039. The user interface 116 may be in communication 
with the processor 110 to receive an indication of a user input 
and/or to provide an audible, visual, mechanical, or other 
output to the user. As such, the user interface 116 may include, 
for example, a keyboard (e.g., input keys 310), a mouse, a 
joystick, a display (e.g., display 308), a touch screen display, 
a microphone, a speaker, and/or other input/output mecha 
nisms. Accordingly, the user interface 116 may be configured 
to display data, Such as medical images, received from a data 
server 104 and facilitate user interaction with and manipula 
tion of displayed data by receiving from a user of the client 
device 102 commands and/or queries related to viewing and 
manipulation of data. The user interface 116 may further be in 
communication with the memory 112, communication inter 
face 114, and/or data viewing unit 118. 
0040. The data viewing unit 118 may be embodied as 
various means, such as hardware, Software, firmware, or 
Some combination thereof and, in one embodiment, may be 
embodied as or otherwise controlled by the processor 110. In 
embodiments where the data viewing unit 118 is embodied 
separately from the processor 110, the data viewing unit 118 
may be in communication with the processor 110. In an 
exemplary embodiment, the data viewing unit 118 may com 
prise and/or control general purpose viewing agent config 
ured to implement one or more general graphics/animation 
services. The data viewing unit 118 may additionally or alter 
natively comprise and/or control a specific purpose medical 
application, Such as, for example, a medical case viewer, a 
medical image viewer, a medical diagnostic program, a medi 
cal diagnostic training program, a medical examination sys 
tem (e.g., for Continuing Medical Education (CME) credit), 
and/or the like. The data viewing unit 118 may comprise 
elements of operating logic 320. 
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0041. The data viewing unit 118 may be configured to 
request data from the data server 104. The requested data may 
be stored remotely in a format in accordance with the Digital 
Imaging and Communications in Medicine (DICOM) stan 
dard data format. It will be appreciated, however, that 
embodiments of the present invention are not limited to 
operations using data or images in DICOM format and may 
operate on data and images in any appropriate format. Fur 
ther, where reference is made to medical images, it will be 
appreciated that embodiments of the present invention have 
applications to other fields as well and thus any type of image 
may be substituted where a medical image is used for pur 
poses of example. In this regard, the data viewing unit 118 
may be configured to send a request for a medical image to the 
data server 104. The request may be generated in response to 
actions taken by a user of the client device 102. In this regard, 
a user may generate a request for a medical image by brows 
ing medical case data, taking medical examinations, interact 
ing with medical teaching files, searching for medical images 
(e.g., medical images relating to a particular diagnosis, 
patient demographic, imaging modality, images of a certain 
part of the anatomy, and/or the like), and/or the like. 
0042. The data viewing unit 118 may be configured to 
receive an image corresponding to the requested medical 
image from the data server 104. In this regard, the data view 
ing unit 118 may receive an image that has been processed 
from a source image by the data server 104. For example, 
medical images captured by many modalities may often be 
captured and stored in a relatively low resolution. The data 
server 104 may process a stored source image corresponding 
to the requested medical image to generate an image corre 
sponding to the source medical image and having a greater 
resolution than the Source image. This processing may be 
performed by the data server 104 using a special algorithm so 
that the higher resolution image is Smoothed and pixelization 
that might otherwise result from enhancing the source image 
is reduced. Accordingly, data server 104 side processing may 
be particularly advantageous, as a user of the client device 
102 may be able to view the received higher resolution medi 
cal image using the data viewing unit 118 and manipulate the 
received image, such as by Zooming in on a section of the 
image, rotating the image, and/or the like without causing the 
distortion, blurring, and/or other negative effects that might 
occur if the user manipulated the original lower resolution 
Source image at the client device 102. For example, general 
purpose viewing agents, such as web browsers, may be con 
figured to magnify an image to fill a display viewing area. 
However, general purpose viewing agents may perform this 
image magnification without processing the image to gener 
ate a true higher resolution image and thus a larger, albeit 
blurrier and more pixilated version of the original low reso 
lution image may result. Accordingly, this data server 104 
side processing may facilitate manipulation of the received 
image at the client device 104 while reducing any blurring, 
pixelization, distorting, loss of detail, and/or the like that 
might otherwise result from Zooming in on a portion of the 
image. 
0043. In some embodiments, the data viewing unit 118 
may be configured to send an indication of a display resolu 
tion associated with the data viewing unit 118 and/or client 
device 102 to the data server 104. This display resolution may, 
for example, comprise the resolution of a display device 
coupled to the client device 102, the resolution of a viewing 
area of an application that may be embodied on and/or con 
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trolled by the data viewing unit 118, a display resolution 
setting of an application or operating system executed by the 
processor 110, a requested resolution (e.g., user requested, 
application default, and/or the like) for the requested image, 
and/or the like. The source medical image may then be pro 
cessed by the data server 104 based at least in part upon the 
sent indication of the display resolution. For example, the 
data server 104 may process the low resolution source medi 
cal image Such that the resulting processed image received by 
the data viewing unit 118 may be of a resolution equivalent to 
the display resolution. 
0044. In some embodiments, the received image may be in 
a different format from the source image from which the data 
server 104 processed the received image. For example, the 
source image may beformatted in a DICOM format that is not 
compatible with the data viewing unit 118. The received 
processed image may be in a different format, Such as, for 
example, the Joint Photographic Experts Group (JPEG) for 
mat, that is compatible with the data viewing unit 118. 
0045. The data viewing unit 118 may further be configured 
to facilitate manipulation of the received medical image by a 
user of the client device 102. Such manipulation may be 
facilitated by a general graphics/animation service. Such as 
FlashR) that may be included in or otherwise supported by the 
data viewing unit 118 as previously described. For example, 
a user may Zoom in on the image by providing input to the 
data viewing unit 118 over the user interface 116. The input 
may comprise a user selecting to Zoom in on the entire image 
and/or a selected portion of the image using a graphical user 
interface (GUI) displayed by the data viewing unit 118. Addi 
tionally or alternatively, the input may comprise a user drag 
ging a cursor across a display screen, Such as with a mouse, 
horizontally, vertically, or some combination thereof to 
manipulate the displayed image. Such as by Zooming in on or 
panning away from the displayed image. 
0046. Manipulation of the image, such as by Zooming or 
magnifying the image, may be limited by the resolution of the 
image received from the data server 104. In an exemplary 
embodiment of the invention, if the user wants to manipulate 
an image beyond the limits of the resolution of the received 
image and/or beyond some predefined threshold (Such as may 
be defined by a user, coded into the data viewing unit 118, 
defined by the data server 104, and/or the like), the user may 
cause a new higher resolution version of the previously 
received medical image to be processed by the data server 104 
from the original Source image. In this regard, a user may 
manually select from a GUI displayed by the data viewing 
unit 118 to have a new higher resolution image processed by 
the data server 104. The data viewing unit 118 may be con 
figured to then send the new request to the data server 104 and 
receive the newly processed higher resolution image from the 
data server 104. Additionally or alternatively, the data view 
ing unit 118 may be configured to automatically request a new 
higher resolution image from the data server 104 when a user 
attempts to manipulate the previously received image beyond 
the ranges allowable by the presently displayed image and/or 
beyond a predefined threshold within the ranges provided by 
the presently displayed image. In Such an embodiment, the 
data viewing unit 118 may be configured to send the request 
with an indication of a requested resolution level. The data 
viewing unit 118 may then receive the newly higher resolu 
tion image and replace the existing image with the newly 
received image so as to allow the user to then manipulate the 
new image as described previously. Accordingly, the data 
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viewing unit 118 may be configured to seamlessly replace the 
existing image with the new image so as to provide the user an 
approximation to a full range of adjustment that would be 
permissible if the data viewing unit 118 were to locally have 
access to an image having a Sufficient level of resolution to 
permit manipulation of the image beyond the range of the first 
received image. 
0047. In some embodiments, the requested medical image 
may be a member of a series of medical images that may be 
accessed by the data server 104. For example, a requested 
medical image may be a member of a diagnostic series, a 
series of images of a single patient, a series of images relating 
to a certain diagnosis, a series of images captured by a single 
modality, and/or the like. The data viewing unit 118 may be 
configured to request the additional images belonging to the 
same series as the original requested image from the data 
server 104. This request for the additional images in the series 
may be a default request that is made whenever a requested 
image is a member of a series. Additionally or alternatively, 
the data viewing unit 118 may be configured to make the 
request in response to user input, such as a user selection of a 
request for additional images in a series on a GUI provided by 
the data viewing unit 118. The data viewing unit 118 may then 
receive the additional images in the series from the data server 
104. The received additional images may be in their original 
resolution and format or may be processed by the data server 
104 similarly to the previously requested image. Accordingly, 
a user may view the series of images together, so that the user 
may view each image in the context of the series. 
0048. In some embodiments, the requested image may be 
related to other medical images that may be accessed by the 
data server 104. For example, a related image may be cap 
tured from the same patient, related to the same diagnosis, 
captured using the same modality, captured image of the same 
body part, have similar patient demographic data s the 
requested image, and/or the like. The data viewing unit 118 
may be configured to request images related to the original 
requested image from the data server 104. This request for the 
related images may be a default request that is made whenever 
a request for an image is made. Additionally or alternatively, 
the data viewing unit 118 may be configured to make the 
request in response to user input, such as a user selection of a 
request for related images on a GUI provided by the data 
viewing unit 118. The data viewing unit 118 may then receive 
the related images from the data server 104. The received 
related images may be in their original resolution and format 
or may be processed by the data server 104 similarly to the 
previously requested image. A user may benefit from viewing 
the related images, as the related images may aid a user in 
making a diagnosis, such as by comparing a medical image 
having an undetermined diagnosis to a plurality of related 
images having a known diagnosis. 
0049. In an exemplary embodiment, the data viewing unit 
118 may be configured to generate a medical case file from an 
electronic message. Such as, for example, an email message. 
A medical case file may comprise an application specific file 
format, such as may be viewed in a medical case file viewer, 
a medical diagnostic program, and/or the like. Additionally or 
alternatively, a medical case file may comprise a file storing a 
medical image and associated information (e.g., diagnostic 
information, patient demographic information, image 
attributes, diagnostic attributes, associated text and notes 
about image and/or diagnosis, and/or the like) about the 
image. A medical case file may comprise one or more data 
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fields, which may define diagnostic data, medical image 
modality data, patient demographic data, and/or the like that 
are associated with the particular medical case and/or medical 
image. In this regard, the data viewing unit 118 may be 
configured to receive an electronic message that includes at 
least one medical image, which may be attached to the elec 
tronic message. The data viewing unit 118 may receive the 
electronic message from a PACS client, such as, for example, 
the data server 104. 

0050. The electronic message may include text data in 
addition to the medical image(s). The text data may be con 
tained within a subject line of the electronic message and/or a 
body of the electronic message. In an exemplary embodi 
ment, the text data may be at least partially formatted in a 
markup language. In this regard, one or more segments of the 
text data may be delimited by one or more tags that define 
fields of a medical case file with which each delimited seg 
ment of text data is associated. Accordingly, each tag or set of 
tags may be associated with a particular field of a medical 
case file and may explicitly associate the segment of text data 
delimited by the tag(s) with a field. The markup language may 
be a proprietary markup language used for generation of 
medical case files from an electronic message or may be a 
common markup language. Such as, for example, hypertext 
markup language. The data viewing unit 118 may be config 
ured to parse the subject line and/or body of the electronic 
message to extract the included text data. In embodiments 
wherein the text data is formatted in a markup language, the 
data viewing unit 118 may be configured to parse the text data 
to extract one or more delimited segments of text data and to 
determine a field of the medical case file with which each 
extracted delimited segment of text data is associated based at 
least in part upon the tag(s) delimiting each segment of text 
data. 
0051. The data viewing unit 118 may additionally be con 
figured to parse aheader associated with the medical image(s) 
included in the electronic message. In this regard, for 
example, the medical image(s) included in the electronic 
message may be formatted in DICOM format or other format 
that specifies a header file including data and/or attributes 
about the image. This header file may describe properties of 
the medical image, such as, for example, patient demographic 
information, information about a modality used to capture the 
image, diagnostic information, and/or the like. Accordingly, 
for example, the data viewing unit 118 may be configured to 
parse the header to extract one or more attribute values and/or 
attribute data from the header. 
0052. The data viewing unit 118 may be configured to 
generate a medical case file comprising the medical image(s) 
included in the received electronic message. The data viewing 
unit 118 may be configured to populate one or more fields of 
the medical case file with text data extracted from the elec 
tronic message and/or properties determined from the image 
header(s). For example, a field of the medical case file may be 
populated with a segment of text data associated with the field 
as determined by one or more tags that delimit the segment of 
text data in the electronic message. The data viewing unit 118 
may store the generated medical case file. Such as in memory 
112. 

0053 Referring now to the data server 104, the data server 
104 may include various means, such as a processor 120, 
memory 122, communication interface 124, user interface 
126, and/or data provision unit 120 for performing the various 
functions herein described. These means of the data server 
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104 may communicate over a bus, such as the bus 314, and 
may be embodied as, for example, hardware elements (e.g., a 
Suitably programmed processor, combinational logic circuit, 
and/or the like), computer code (e.g., Software or firmware) 
embodied on a computer-readable medium (e.g. memory 
122) that is executable by a suitably configured processing 
device, or some combination thereof. The processor 120 may, 
for example, be embodied as various means including a 
microprocessor, a coprocessor, a controller, or various other 
processing elements including integrated circuits such as, for 
example, an ASIC (application specific integrated circuit) or 
FPGA (field programmable gate array). Accordingly, the pro 
cessor 120 may comprise the microcontroller 302 and/or the 
DSP 304 of the architecture 300. In an exemplary embodi 
ment, the processor 120 may be configured to execute instruc 
tions stored in the memory 122 or otherwise accessible to the 
processor 110. Although illustrated in FIG. 1 as a single 
processor, the processor 120 may comprise a plurality of 
processors operating cooperatively and/or in parallel, such as 
a multi-processor system. These multiple processors may be 
embodied on a single computing device or may be distributed 
across multiple computing devices, such as, for example, a 
server cluster, rack of blade servers, or a distributed comput 
ing System. 
0054 The memory 122 may include, for example, volatile 
and/or non-volatile memory, Such as the non-volatile memory 
306. The memory 122 may be configured to buffer input data 
for processing by the processor 120. Additionally or alterna 
tively, the memory 122 may be configured to store instruc 
tions for execution by the processor 120. The memory 122 
may comprise one or more databases that store information in 
the form of static and/or dynamic information. The memory 
122 may store, for example, operating logic for applications, 
as well as medical data, Such as images (e.g. DICOM files), 
that may be requested by and/or provided to a client device 
102. This stored information may be stored and/or used by the 
data provision unit 128 during the course of performing its 
functionalities. 

0055. The communication interface 124 may be embodied 
as any device or means embodied in hardware, software, 
firmware, or a combination thereof that is configured to 
receive and/or transmit data from/to a network and/or any 
other device or module in communication with the data server 
104. In one embodiment, the communication interface 124 
may be at least partially embodied as or otherwise controlled 
by the processor 120. The communication interface 124 may 
include, for example, an antenna, a transmitter, a receiver, a 
transceiver and/or supporting hardware or software for 
enabling communications with other entities of the system 
100, such as a client device 102 via the network 106. Accord 
ingly, the communication interface 124 may be embodied as 
or comprise elements of the TX/RX312. The communication 
interface 124 may be configured to receive and/or transmit 
data using any protocol that may be used for communications 
between the client device 102 and data server 104 over the 
network 106. The communication interface 124 may addi 
tionally be in communication with the memory 122, user 
interface 126, and/or data provision unit 128. 
0056. The user interface 126 may be in communication 
with the processor 120 to receive an indication of a user input 
and/or to provide an audible, visual, mechanical, or other 
output to the user. As such, the user interface 126 may include, 
for example, a keyboard (e.g., input keys 310), a mouse, a 
joystick, a display (e.g., display 308), a touch screen display, 
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a microphone, a speaker, and/or other input/output mecha 
nisms. The user interface 126 may further be in communica 
tion with the memory 122, communication interface 124, 
and/or data provision unit 128. However, in embodiments 
wherein the data server 104 functions solely to receive data 
requests from a client device 102 and provide data to a client 
device 102, the user interface 126 may be limited or even 
eliminated. 
0057 The data provision unit 128 may be embodied as 
various means, such as hardware, Software, firmware, or 
Some combination thereof and, in one embodiment, may be 
embodied as or otherwise controlled by the processor 120. In 
embodiments where the data provision unit 128 is embodied 
separately from the processor 120, the data provision unit 128 
may be in communication with the processor 120. The data 
provision unit 128 may be configured to receive a request for 
medical data, Such as an image from a client device 102. The 
data provision unit 128 may further be configured to retrieve 
the requested data from a memory (e.g., memory 122 and/or 
a remote memory that is accessible by the data server 104) in 
response to the received request. 
0058. In this regard, the data provision unit 128 may be 
configured to receive a request for a medical image from the 
client device 102. The data provision unit 128 may then 
retrieve a source image corresponding to the requested medi 
cal image from the memory 122. The data provision unit 128 
may be configured to process the Source image to generate a 
second image having a greater resolution than the Source 
image. The data provision unit 128 may perform this process 
ing using a special algorithm so that the higher resolution 
second image is Smoothed and pixelization that might other 
wise result from magnifying or otherwise enhancing the 
Source image is reduced. 
0059. In some embodiments, the data provision unit 128 
may be configured to determine a display resolution associ 
ated with the client device 102. In this regard, the data provi 
sion unit 128 may be configured to receive an indication of a 
display resolution associated with the data client device 102 
with the request for a medical image and may determine the 
display resolution from the request. Additionally or alterna 
tively, the data provision unit 128 may be configured to send 
an explicit request for a display resolution to the client device 
102 and may receive a response thereto. The data provision 
unit 128 may then process Source medical image based at 
least in part upon the sent indication of the display resolution. 
For example, the data provision unit 128 may process the low 
resolution source medical image such that the resulting pro 
cessed image received by the data viewing unit 118 may be of 
a resolution equivalent to the display resolution. 
0060. In some embodiments, the data provision unit 128 
may be configured to process the Source image to generate a 
second image having a different format than the retrieved 
Source image. For example, the Source image may be format 
ted in a DICOM format that may not be compatible with 
software and/or hardware embodied on the client device 102. 
The processed second image may be in a different format, 
Such as, for example, the Joint Photographic Experts Group 
(JPEG) format, that may be compatible with software and/or 
hardware embodied on the client device 102, such as, for 
example, a general purpose Viewing agent. 
0061. Once the data provision unit 128 has processed the 
Source image to generate the second image having a greater 
resolution than the source image, the data provision unit 128 
may be configured to provide the second image to the client 

Jul. 26, 2012 

device 102. In this regard, the data provision unit 128 may 
send the second image to the client device 102. The second 
image may then be viewed and manipulated at the client 
device 102. 

0062. The data provision unit 128 may be further config 
ured to receive an indication from the client device 102 of user 
manipulation of a property of the second image beyond a 
threshold value. In this regard, a user of the client device 102 
may desire an image having an even higher resolution than 
that of the second image that the data provision unit 128 
previously provided. Accordingly, the data provision unit 128 
may be configured to receive a request for a higher resolution 
version of a previously provided image from the client device 
102. The data provision unit 128 may then process the source 
image to generate a third image having a greater resolution 
than the previously provided second image. In some embodi 
ments, the request for a higher resolution image may include 
an indication of a requested resolution level and the data 
provision unit 128 may be configured to process the source 
image to generate a third image having the requested resolu 
tion level. The data provision unit 128 may then provide the 
third image to the client device 102 to facilitate viewing and 
manipulation of the third image at the client device 102. 
0063. In some embodiments, the requested medical image 
may be a member of a series of medical images that may be 
accessed by data provision unit 128. For example, a requested 
medical image may be a member of a diagnostic series, a 
series of images of a single patient, a series of images relating 
to a certain diagnosis, a series of images captured by a single 
modality, and/or the like. The data provision unit 128 may be 
configured to receive a request for the additional images 
comprising the series from the client device 102. The data 
provision unit 128 may then retrieve one or more of the 
additional images comprising the series, such as from the 
memory 122. Additionally or alternatively, the data provision 
unit 128 may be configured to automatically retrieve addi 
tional images comprising a series to which the original 
requested medical image belongs, such as upon receiving a 
request for an image. The data provision unit 128 may then 
provide one or more of the additional images comprising the 
series of which the original requested image is a member to 
the client device 102 so that the additional images may be 
viewed and manipulated at the client device 102. The data 
provision unit 128 may provide the additional images in their 
original resolution and format or may process the additional 
images similarly to the previously requested image. 
0064. In some embodiments, the requested image may be 
related to other medical images that may be accessed by the 
data server 104. For example, a related image may be cap 
tured from the same patient, related to the same diagnosis, 
captured using the same modality, captured image of the same 
body part, have similar patient demographic data as the 
requested image, and/or the like. The data provision unit 128 
may be configured to receive a request for images related to 
the original requested image from the data server 104. The 
data provision unit 128 may be configured to retrieve related 
images, such as from memory 122 in response to the request. 
Additionally or alternatively, the data provision unit 128 may 
be configured to automatically retrieve images that are related 
to a requested image. 
0065. In an exemplary embodiment, the data provision 
unit 128 may be configured to determine related images to 
retrieve based at least in part upon one or more attributes 
associated with each image. For example, an attribute may 
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comprise diagnostic criteria, Such as, for example, patient 
demographic information (e.g., age, sex, location, and/or the 
like), information about a modality from which the image was 
captured, a body part which the image is of a diagnosis 
associated with the image, and or the like. The data provision 
unit 128 may be configured to compare the attributes of a 
reference image (e.g., the originally requested image) to one 
or more other images and determine a relevancy of the other 
images so as to determine related images. For example, the 
data provision unit 128 may be configured to map the 
attributes of an image to a coding system wherein an identi 
fication code may be extrapolated and a matching score 
between images may be determined by comparing identifica 
tion codes of two images. A related image may comprise an 
image having a matching score above a predefined threshold 
or may comprise a predefined number of images having the 
highest matching scores. In this regard, the data provision unit 
128 may be configured to determine images related to a 
reference image through a structured analysis even when an 
image is not pre-flagged as being related to the reference 
image. 
0066. The data provision unit 128 may be configured to 
provide the one or more determined related images to the 
client device 102 so as to facilitate viewing and manipulation 
of the related images at the client device 102. The received 
related images may be in their original resolution and format 
or may be processed by the data server 104 similarly to the 
previously requested image. 
0067 FIGS. 4-5 are flowcharts of a system, method, and 
computer program product according to an exemplary 
embodiment of the invention. It will be understood that each 
block or step of the flowcharts, and combinations of blocks in 
the flowcharts, may be implemented by various means, such 
as hardware, firmware, and/or Software including one or more 
computer program instructions. For example, one or more of 
the procedures described above may be embodied by com 
puter program instructions. In this regard, the computer pro 
gram instructions which embody the procedures described 
above may be stored by a memory device of a mobile termi 
nal, server, or other computing device and executed by a 
processor in the computing device. In some embodiments, the 
computer program instructions which embody the proce 
dures described above may be stored by memory devices of a 
plurality of computing devices. As will be appreciated, any 
Such computer program instructions may be loaded onto a 
computer or other programmable apparatus to produce a 
machine, such that the instructions which execute on the 
computer or other programmable apparatus create means for 
implementing the functions specified in the flowchart block 
(s) or step(s). These computer program instructions may also 
be stored in a computer-readable memory that can direct a 
computer or other programmable apparatus to function in a 
particular manner, such that the instructions stored in the 
computer-readable memory produce an article of manufac 
ture including instruction means which implement the func 
tion specified in the flowchart block(s) or step(s). The com 
puter program instructions may also be loaded onto a 
computer or other programmable apparatus to cause a series 
of operational steps to be performed on the computer or other 
programmable apparatus to produce a computer-imple 
mented process Such that the instructions which execute on 
the computer or other programmable apparatus provide steps 
for implementing the functions specified in the flowchart 
block(s) or step(s). 
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0068 Accordingly, blocks or steps of the flowcharts Sup 
port combinations of means for performing the specified 
functions, combinations of steps for performing the specified 
functions and program instruction means for performing the 
specified functions. It will also be understood that one or 
more blocks or steps of the flowcharts, and combinations of 
blocks or steps in the flowcharts, may be implemented by 
special purpose hardware-based computer systems which 
perform the specified functions or steps, or combinations of 
special purpose hardware and computer instructions. 
0069. In this regard, one exemplary method for processing 
a source image corresponding to a requested image at a data 
server to generate a higher resolution image and providing the 
higher resolution image to a client device according to an 
exemplary embodiment of the present invention is illustrated 
in FIG. 4. The method may include the data provision unit 128 
receiving a request for a medical image from a client device 
102, at operation 400. Operation 410 may comprise the data 
provision unit 128 retrieving a source image corresponding to 
the requested image from a memory, Such as from memory 
122. The data provision unit 128 may then process the source 
image to generate a second image having a greater resolution 
than the source image, at operation 420. Operation 430 may 
comprise the data provision unit 128 providing the second 
image to the client device 102 to facilitate viewing and 
manipulation of the second image at the client device 102. 
0070 FIG. 5 illustrates an exemplary method for generat 
ing a medical case file from an electronic message according 
to an exemplary embodiment of the present invention. The 
method may comprise the data viewing unit 118 receiving an 
electronic message including a medical image from a picture 
archiving and communication system client, at operation 500. 
Operation 510 may comprise the data viewing unit 118 pars 
ing a Subject line and body of the electronic message to 
extract text data included in the electronic message. The data 
viewing unit 118 may then parse aheader associated with the 
medical image to determine one or more properties of the 
medical image, at operation 520. Operation 530 may com 
prise the data viewing unit 118 generating a medical case file 
comprising the medical image. The data viewing unit 118 
may then populate one or more fields of the medical case file 
with the extracted text data and the determined properties, at 
operation 540. 
0071. The above described functions may be carried out in 
many ways. For example, any Suitable means for carrying out 
each of the functions described above may be employed to 
carry out embodiments of the invention. In one embodiment, 
a suitably configured processor may provide all or a portion of 
the elements of the invention. In another embodiment, all or a 
portion of the elements of the invention may be configured by 
and operate under control of a computer program product. 
The computer program product for performing the methods 
of embodiments of the invention includes a computer-read 
able storage medium, Such as the non-volatile storage 
medium, and computer-readable program code portions, such 
as a series of computer instructions, embodied in the com 
puter-readable storage medium. 

Example Advantageous Embodiments of the System 100 
0072 The above described system may accordingly pro 
vide several embodiments that may be advantageous for 
users, particularly users who may be involved in medical 
diagnostics. Some of these embodiments are Summarized for 
purposes of example, below. 
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0073. In one embodiment of the invention, the system may 
include a tagging system, which allows clinicians to easily 
assign diagnoses and keywords to reference cases in real time. 
The tagging interface may be built into the PACS, Radiology 
Information System (RIS), and/or patient record system, and 
may be accessible via abutton, menu or key combination. The 
tagger may pop up a text box in which the user types key 
words. The system may suggest relative keywords and com 
plete typing, e.g. type “ast’ and the system may suggest 
'astrocytoma'. Suggestions may be context-sensitive, e.g., 
only suggest keywords/diagnoses that are relevant for the 
given exam context (e.g. if it is a chest exam, don’t suggest 
brain tumors). Suggestions may come from user-defined lists, 
plus common Vocabularies (such as radlex, Snomed, umis, 
mesh, iccd), which may be augmented with "folkSonomies'. 
Suggestions by users (fellow clinicians). Suggestions may be 
retrieved by searching a knowledge base with the prefix typed 
in by the user, in real time between key strokes. 
0074 Embodiments may further offer a feature in which 
the system includes diagnosis-centric case organization inte 
grated with third party evidence-based medicine. Each diag 
nosis may have its own page, whose content is constructed as 
a “mashup' from content modules that the institution sub 
scribes to (e.g. acr learning files, digitized reference texts, 
discussions from other institutions). Differentials are listed, 
and each is a hyperlink to other disease pages and findings 
pages, each type of finding has its own page, with links to all 
diseases suggested by the finding. The user is enabled to 
select a subset of findings to narrow the possible diagnoses. A 
diagnosis page lists all cases of that diagnosis, which the user 
can then filter through faceted drill-down (e.g. narrow to 
specific demographics or anatomic involvement). At each 
level, the user is presented with a list of differentiators, which 
when clicked filter the candidate list according to that differ 
entiator. The differentiators are determined by the attribute 
space. The user may decide what order to perform the filtering 
by selecting from the attribute space at each level. 
0075 Embodiments may further include functionality to 
Support clinician recertification and continuing medical edu 
cation. In one embodiment, the system may assist in assign 
ing CME credits for time spent using the system. The system 
will create a Learning Manager (LM) Report which presents 
in table form (for all users) for a specific date range, details 
Such as how many unique cases each user visited, how many 
of those cases were viewed with training mode on, and how 
much total time accumulated during active sessions. The sys 
tem is managed by privileged users who are able to specify a 
start date and end date for the report, as well as choose from 
a popup of preset ranges: Past Month, Past Year, Entire 
History. Various embodiments allow three global settings for 
tracking visit time, controlled by admin: 1) disabled (do not 
track visit time), 2) always on (always track everyone's visit 
times), 3) timer-controlled: only track visit time when user 
explicitly turns on timer. For the third option, various embodi 
ments provide a “Timer On''/"Timer Off toggle similar to 
training mode. To avoid cluttering the screen of users who 
don't want a timer control, the timer control only appears for 
users who opt for it. A Preferences screen may allow users to 
enable or disable the timer toggle for their account. This 
enable/disable preference and the timer itself will only appear 
if the admin chooses the global timer-controlled setting. 
0076 Embodiments may further offer a feature in which 
the System, such as through the data viewing unit 118 may 
enable a user to Zoom in on images and pan around in real 
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time. High resolution images may load automatically when 
Zooming in to reveal additional detail. Panning and Zooming 
may be performed using Ajax and/or Flash mechanisms. 
(0077. Embodiments may further offer a feature in which 
the system is adapted to enlarge images beyond their native 
resolution and smoothed on the data server 104 side, so they 
do not appear pixelated when viewing at high resolution on 
the client device 102. These enlarged images may be brought 
in on demand when the viewing space is larger than a thresh 
old, or when the user Zooms in beyond a threshold. 
0078 Embodiments may include social-collaborative 
functionality that allows medical images and related informa 
tion to become focal points for communication and collabo 
ration within and across departments. Functionality includes 
being able to see which cases are most popular, tagging cases 
for quick retrieval using dynamic keyword lists, Subscribing 
to Image Alerts in the form of email notification whenever a 
new case is created that matches their interests, and case 
centric collaborative editing interfaces in which authorized 
users can easily edit content directly in their web browsers. 
(0079 Embodiments may further offer a feature in which 
the system includes DICOM series converted for display in a 
generic viewing agent, Such as a web browser, and the stack of 
images is loaded into a stack viewer, which the user can scroll 
with a mouse wheel or slider bar. When key images are 
selected for inclusion in a reference case, the data provision 
unit 128 may make the entire series available for seeing the 
context from which the key images came. The series viewer 
may be embodied as and/or controlled by the data viewing 
unit 118 and may be integrated into the case viewer, or appear 
as a popup. 
0080 Embodiments may further offer a feature in which 
the case viewer, which may be embodied as and/or controlled 
by the data viewing unit 118, is adapted so it can be easily 
switched between full screen mode and full case mode by 
clicking a button. By using ajax techniques to hide panels in 
the document object model, the switch between modes is 
rapid and does not require the page to be reloaded. 
I0081 Embodiments may further offer a feature in which 
image manipulation is controlled by a toolbar which can be 
collapsed or expanded by clicking on a handle icon on the 
edge of the toolbar. When the toolbar is collapsed, the image 
may be automatically resized, such as by the data viewing unit 
118, to use the vertical space that was occupied by the toolbar, 
with just the handle remaining (floating over the image). 
When the toolbar is expanded, the data viewing unit 118 may 
resize image so that the expanded toolbar does not obscure the 
top of the image. 
I0082 Embodiments may further offer a feature in which 
image annotations can be turned on or off by clicking on a 
button on a graphical user interface that may be provided by 
the data viewing unit 118. Multiple annotation layers may be 
controlled this way, and they can be labeled, either automati 
cally or through user-defined text labels. Annotations by mul 
tiple authors can be distinguished by showing the author's 
name as part of the annotation label. Annotations may either 
be represented as transparent layers, or as separate images 
that are swapped with the non-annotated image. 
I0083. Embodiments may further offer a feature in which 
the system enables users to step through iterative case pre 
sentation with a convenient interface, similar to VCR con 
trols. The cases may have a presentation mode in which the 
user simply clicks a centralized “Forward” or “Backward 
control, stepping through the case text and full-screened 
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images in a scripted order, thus removing any unnecessary 
interaction with the individual controls for the cases. The user 
may clickabutton to advance or rewind, or may use the scroll 
wheel or keyboard strokes. An example of an iterative pre 
sentation is: show history, show FIG. 1 in full screen, show 
FIG. 1 caption, show FIG. 2 in full screen, show FIG. 2 
caption, show findings subsection 1, show FIG. 3 in full 
screen, show FIG. 3 caption and annotations, show findings 
subsection 2, show FIG. 4 in full screen, show FIG. 4 caption 
and annotations, show differentials, show diagnosis, show 
discussion, show references, show next case. There may be 
multiple levels of advancing: 1) next minor step (e.g. Subpage 
or reveal caption), 2) medium step (e.g. next text section), or 
3) major step (e.g. next case). This configuration may be 
useful for training and conference presentation. When 
advancing steps through the presentation of text in stages, 
each image may be displayed in turn in full screen mode, with 
captions turning on after the image is displayed. Case authors 
may break text into Sub pages, which are displayed in stages. 
Breaking text into Sub pages may be achieved with a page 
break' button. Authors can also control when images get 
displayed (e.g. display always, hide until findings stage, hide 
until diagnosis is revealed, hide until discussion stage). That 
control can be achieved via dropdown menus. The dropdown 
menus may be tied together to avoid inconsistencies and 
preserve image ordering. For example, if the user specifies 
that FIG. 3 should be hidden until the Findings stage, then 
Subsequent figures will inherit that specification. 
0084 Embodiments may further offer a feature in which 
the system further enables users to adjust window/level set 
tings of images using a dropdown or buttons, or entering in 
new values manually. The new images may generated on the 
client device 102 or retrieved from the data server 104. 
0085 Embodiments may further include functionality for 
interdisciplinary collaboration and sharing of content across 
and within departments, and between institutions. 
I0086 Embodiments may further include functionality for 
heterogeneous document management. 
0087 Embodiments may further offer Enterprise Group 
ware functionality, with user-definable roles and policies and 
fine-grained access control. 
I0088 Embodiments may further offer a Collaborative 
Publishing Model, in which users may create, submit, edit, 
certify, share, and/or annotate cases. 
I0089 Embodiments may further offer an Ajax DICOM 
interface with a pure JavaScript/HTML stack viewer and 
queue manager. 
0090 Embodiments may further offer a Document Man 
agement System that handles any kind of file, and in particu 
lar may handle and/or convert between 100+ types of images. 
0091 Embodiments may further offer Intelligent Search 
& Retrieval, including Such features as relevancy ranking and 
structured queries over any combination of attributes. 
0092. Embodiments may further offer Flexible Presenta 
tion (including Training Mode (TM)), and Interactivity for 
CME, Training for Boards, as well as a conference presenta 
tion mode for grand rounds. 
0093 Embodiments may further offer collection manage 
ment in the form of hierarchies, shared folders, and tagging. 
0094. Embodiments may further offer customizable tem 
plates, such as for medical case files, aimed at pathologists, 
oncologists, cardiologists, and other image workers. 
0095 Embodiments may further offer context synchroni 
Zation, and automated retrieval of similar cases. In this regard, 
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the data provision unit 128 may be configured to retrieve 
similar cases and/or images based upon attributes of the cases 
and/or images. Thus, attributes of a reference case or image 
may be compared to other cases or images to determine 
similar cases or images. The data provision unit 128 may be 
configured to use a structured analysis by mapping attributes 
to a coding system and comparing cases and/or images to 
generate a matching score, as previously described in the 
context of medical images. 
0096 Embodiments may further offer a video generation 
service: sequences of images or cine loops can be added to a 
case (either via dicom or upload), and they will be turned into 
streaming videos (e.g. Flash) embedded in the case viewer. 
Such embodiments may be useful for ultrasound and cardi 
ology, as well as other fields. 
(0097 Embodiments may further offer third party e-librar 
ies to the point of care. 
0.098 Embodiments may further offer an annotation inter 
face. 

0099 Embodiments may further offer multi-resolution 
ZOO. 

0100 Embodiments may further offer a smart parser that 
turns text into hyperlinks that control actions. For example, 
“Image 2 may become a hyperlink to focus image #2. 
“Image. 2a may become a hyperlink to focus on the anno 
tated version of image #2. Various synonyms for the word 
“Image' should be used, e.g. “Figure'. Also, reference to 
another case by case number may automatically become a 
hyperlink to that case, e.g. “Case 23234. 
0101. In one embodiment of the present invention, Ajax 
and Flash techniques may be leveraged to provide a richer 
user experience without relying on Applets and ActiveX tech 
nology to break out of the limitations normally associated 
with web-based apps. For example, using these techniques, 
the system enables users to draw annotations, or Zoom in and 
pan around on images, user interface functionality normally 
associated with desktop applications or Java programs. 
Images may be dynamically resized to fit the resolution of the 
viewing window, and higher resolution images may be auto 
matically retrieved from the server when the image is 
enlarged. These types of features rely on user interface func 
tionality that is not usually found in pure web applications, 
e.g. drag and drop, dynamic image manipulation, and instan 
taneous updates to the current web page without requiring a 
browser refresh. To circumvent these limitations in web 
based software, vendors have traditionally relied Java applets 
or ActiveX components. However, both of these technologies 
have major drawbacks, as clinicians and hospital IT staff can 
readily attest. Java applets Suffer from slow downloads, poor 
performance, and require the bulky Java runtime environment 
be installed on every client machine. ActiveX components are 
limited to Internet Explorer on a Windows PC and do not 
support alternative browsers such as Firefox, or platforms 
such as the Apple Mac. Furthermore, ActiveX components 
represent a security compromise, and many hospitals disal 
low them on diagnostic workstations. Embodiments of the 
invention may avoid these problematic technologies by 
employing only pure HTML and JavaScript. These embodi 
ments may rely on a technique known as “Asynchronous 
JavaScript and XML (Ajax) to manipulate the browser and 
communicate with the server asynchronously. Ajax-based 
Solutions offer no compromise in security and ubiquity—they 
can be run on any hardware/browser combination, without 
requiring changes to default browser. 
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0102 Embodiments may further offer a wide range of 
methods for getting images into a case: DICOM send, file 
upload, Integrating the Healthcare Enterprise (IHE), Medical 
Imaging Resource Center (MIRC) publishing, image 
prefetching, and email. Each PACS may offer its own pre 
ferred method for exporting images, so the system can Sup 
port them all. 
0103 Embodiments may further offer the ability to create 
cases via email. Such as previously described. This generation 
of cases via e-mail may be performed by the data viewing unit 
118. From the PACS workstation, users have a menu option to 
email selected images, which opens an email editor with the 
images attached. They just enter some text and press “send'. 
and the case is automatically created in the teaching file 
server. The embodiment of the invention parses the email text 
to create the case title, findings, diagnosis, and discussion, 
and populates the case with DICOM properties embedded in 
the images. 
0104 Embodiments may further offer the ability to create 
cases via the IHE Teaching File Clinical Trial Export profile. 
0105 Embodiments may further offer the ability to create 
cases via MIRC publishing. 
0106 Embodiments may further offer a streamlined case 
authoring process that uses image prefetching from a pre 
defined prefetch directory, which may be polled continuously 
for files by the server. When images are saved to the prefetch 
directory, they will automatically be imported into the sys 
tem. Each user may have their own destination directory in 
the prefetch directory. Images saved to a specific user's direc 
tory will be added to cases owned by that user. 
0107 Embodiments may further offer a feature in which 
users may retrieve related cases by clicking on keywords, and 
anatomy and pathology links, or see a list of all cases with a 
given diagnosis, or select from a list of findings and see all 
diagnoses that exhibit those findings, or select from a list of 
differential diagnoses and see cases matching those diag 
noses. The system may use automatic cross-referencing to 
find key terms and phrases in the text and automatically turn 
them into hyperlinks to lists of related cases characterized by 
those key terms and phrases. Key terms and phrases may be 
identified by full-text parsing of case text and matching 
against a database of significant terms & phrases. 
0108 Embodiments may further offer a feature in which 
the system enables contributors to edit text using rich text 
editor, with full control over fonts and formatting. They may 
insert hyperlinks, bullets, etc. The text editor can be tabs 
based with one tab for each subsection. The text editor may be 
integrated with case viewer, so users with editing privileges 
may simply click in a text area of the viewer and begin editing 
the text. When text becomes editable, the viewing window 
should change color and/or present a cursor to alert the user 
that they can edit that area. While editing, user may edit case 
properties through a structured form, and structured values 
can be selected via checkbox lists, radio buttons, scrollable 
lists, dropdown menus, or navigating a tree menu. 
0109 Embodiments may further offer asynchronous/in 
situ editing of teaching file content. Any datum of a case that 
can be represented in hypertext markup language (HTML) 
(textually-encoded) can be similarly edited and the changes 
submitted to a web server asynchronously via IFRAME, 
Xml HttpRequest or Window submission techniques. If nec 
essary, the HTML entities representing the datum can be 
transformed into HTML form fields or what you see is what 
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you get (WYSIWYG) editors (including plug-in based edi 
tors) to be edited and submitted to the web server. 
0110 Embodiments may further offer a feature in which 
the system enables content to be protected from piracy using 
browser cache management. 
0111 Embodiments may further offer a feature in which 
the system inserts watermarks into images as a piracy protec 
tion mechanism. 

0112 Embodiments may further offer a feature in which 
the system automatically logs out user sessions after an expi 
ration interval. 

0113 Embodiments may further offer a feature in which 
logins can be integrated with hospital single-sign on, either 
via Lightweight Directory Access Protocol (LDAP), WSL, or 
Some other mechanism. 

0114 Embodiments may further offer a feature in which 
the system enables users to save searches and re-execute 
saved searches with a single click. 
0115 Embodiments may further offer a feature in which 
the system enables users to sign up foremail alerts. Whenever 
cases matching their saved search criteria are created or modi 
fied, the user will receive an email with a link to the case(s). 
0116 Embodiments may further offer a feature in which 
the system enables contributors to Solicit comments or assis 
tance through a form element and other users who have Sub 
scribed to alerts will receive notification that a new case is 
awaiting their feedback, and they may add comments directly 
to the case and/or email the author. 

0117 Embodiments may further offer a feature in which 
the system enables users to practice on random cases in 
unknown mode. A button on a GUI may retrieve a random 
case that the user hasn’t seen before. Users may constrain the 
random case to specific properties, folders or categories. 
0118 Embodiments may further offer a feature in which 
multiple accounts may own the same case. The original 
author may select additional owners or authors of the case. 
Authors are the named users who are credited with authoring 
the case, whereas owners are the accounts that control the 
CaSC. 

0119 Embodiments may further offer a feature in which 
case collections (saved searches, folders, etc) may be 
assigned RSS feeds, e.g. “case of the day” can be served as an 
RSS feed. 

I0120 Embodiments may further offer a feature in which 
the system enables users to be able to add their own structured 
attributes to cases to Support their unique requirements. 
I0121 Embodiments may further offer a feature in which 
the system enables users to assign their own drill-down 
anatomy and pathology hierarchies, or import a standard like 
RadLex. 
0.122 Embodiments may further offer a feature in which 
there can be multiple access-controlled DICOM queues. 
Each queue may be assigned to a user or group. It is feasible 
for each user to have their own queue, or each subspecialty 
group. Queues can be differentiated by AE TITLE and/or 
port number. 
I0123 Embodiments may further offer a feature in which 
the system enables key images to be added to a case with a 
single click. DICOM header info may be automatically cop 
ied into the case. 

0.124. Embodiments may further offer a feature in which 
the system automatically reclaims disk space wherein unused 
DICOM series are freed up after an expiration interval. 
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0.125 Embodiments may further offer a feature in which 
the system includes a graphical user interface to provide all 
DICOM configuration and maintenance functionality. An 
administrator may see at a glance which DICOM studies are 
used in cases. 

0126 Embodiments may further offer a feature in which 
the system includes an ontology alignment tool to convert 
between two arbitrary coding systems, e.g. from ACR codes to 
another coding system, using some form of declarative map 
ping. This will be useful for import projects like Dr. Banner's 
cases, as well as for migrating customer systems from an old 
category system to a new one, and ultimately for doing que 
ries across divergent category systems. 
0127 Embodiments may further offer a feature in which 
the system enables users to drill down to cases via anatomy 
and pathology, or via folders. At each level, the number of 
cases for each Sub-branch are indicated in parentheses (mag 
nitude indicators). 
0128 Embodiments may further offer a feature in which 
search results may be ranked using intelligent ranking, with 
the most relevant cases listed first. Relevancy may be deter 
mined by exactness criteria on search terms, and some fields 
are rated higher than others (e.g. title, diagnosis, keywords are 
all higher than discussion). 
0129. Embodiments may further offer a feature in which 
the system enables users to turn on “training mode” to view 
cases as unknowns. When training mode is on, abstracts/ 
listings do not reveal title or diagnosis, and in the case viewer, 
case text and captions are revealed iteratively instead of all at 
OCC. 

0130 Embodiments may further offer a feature in which 
the system enables users to define their own customattributes. 
Attributes are assigned a label and a type. The type may be a 
standard type (free text, date, number, Boolean) or map to a 
structured Vocabulary. Type may also specify a form element 
to be used and cardinality (many, single). Users may create 
new vocabularies and assign them names, to be re-used for 
multiple attributes. Attributes may appear in the editor and 
search forms. Attributes can be scoped by group, and users 
may 'subscribe' to various attribute groups, having those 
attributes appear in the case editor. 
0131 Various embodiments, as described above, or other 
wise, can exhibit some or all of the following innovations: 

Content Viewer Innovations 

0132 Asynchronous HTTP Submission: a submission of 
data via HTTP not requiring the originating webpage to 
refresh its contents or be redirected to another location. If a 
relevant response is generated from the processing of the 
Submission, the originating webpage (or any other related 
webpage) can be updated programatically without need for 
fully refreshing its contents or being redirected to another 
location. 

0133. In situ “WYSIWYG text editing: editable text 
areas allowing the user to add format and style to their text 
input and having that style and formatting may be reflected 
immediately in the text area. 
0134) Tabs-based content display: the content of a view 
port may be controlled by the clicking of various labeled tabs, 
each tab presenting associated content. The content can be 
forms, which can be submitted either synchronously or asyn 
chronously. An additional tab/button can submit all tabs/form 
content in a predefined order. 
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0.135 Annotated image swapping: in situ client-side 
Swapping of images controlled by a hyperlink or button, e.g., 
replacement of an image with a similar image highlighting 
important/relevant information or changes. 
0.136 AJAX search: asynchronous submission of a search 
query allowing the display of previous results until new 
results have been returned and presenting the results in an 
optionally scrollable hierarchical representation, which 
allows for a compact representation of the entire result set that 
can be expanded by selecting a particular level of the hierar 
chy until a final result items are revealed. 
0.137 Asynchronous window/level adjustment: an 
explicit (arbitrary or context-dependent) or implicit (referring 
to context-dependent parameters) window/level settings for 
an image/image set are selected and Submitted asynchro 
nously to a remote imaging service. The images may be 
returned asynchronously as available and replace the respec 
tive original image(s) in the image (set). 
0.138 Image set viewer: an image set may be viewed one 
image at a time and controlled either via GUI widgets and/or 
mouse or keypress events. The images are loaded asynchro 
nously so that the set can be viewed in a partially loaded state 
(e.g., displaying only those images that have become avail 
able). 
0.139. Automatic metadata inclusion: automatic inclusion 
offile metadata to an aggregation when that file is added to the 
aggregation. Any client-side representation of the aggrega 
tion is updated instantly, e.g., inclusion of DICOM header 
information upon addition of a DICOM file to a teaching file. 
0140. Resizeable window divisions: window divisions 
that are dynamically resizable via drag-and-drop operations 
and/or window resizing events. Certain divisions may be 
deemed to be offixed size or proportional to another and may 
only be resized within predefined limits or dynamically cal 
culated contextually-based limits. 
0141 Control toolbar overlay: a set of controls superim 
posed over another entity may be minimized, moved and/or 
hidden optionally. The controls may be located outside of the 
boundaries of the entity when maximized and the minimiza 
tion process may resize the entity and Superimpose the con 
trols. 
0.142 Asynchronous message posting: messages related 
to an entity can be created and/or edited via a form and 
asynchronously posted. The new and updated messages may 
be displayed immediately. 
0.143 Object highlighting: objects of certain criteria may 
have multimedia effects applied to them when a user posi 
tions the cursor within their vicinity, Suggesting their rel 
evance/applicability/candidacy/etc. For a particular action/ 
operation; attach an event listener to the mouse events for a 
particular HTML object that triggers the relevant multimedia 
effect (eg: adding a colored border around the object or 
changing the color of the existing border, so as to draw atten 
tion to it while the cursor is over it). 
0144. Image Zooming and panning: viewed through a 
statically sized (but independently resizable) viewport, an 
image can be magnified or demagnified and repositioned by 
drag-and-drop, button and/or keypress events; an IFRAME 
element can be used as a viewport, wherein an image is the 
single significant element within that window. Using a drag 
and-drop toolkit (such as Yahoo's YUI), the image can be 
moved around within the window, but may be automatically 
clipped by the browser to the dimensions of that IFRAME. the 
image can be magnified via JavaScript by adjusting the width 
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and height proportionally in relation to the original dimen 
sions of the image. The drag operation may be nullified if the 
destination of the image would place any of its boundaries 
within the boundaries of the viewport, thereby constraining 
the drag operation to display only the image contents within 
the viewport (and not any margins outside the image). 
0145 Dynamic image resolution: an image that has been 
magnified beyond a predefined or dynamically calculated 
contextually-based threshold may be substituted in situ with 
a higher-resolution rendering of the same image; once an 
image has been magnified beyond its native dimensions, it 
can be replaced by a higher-resolution rendering of the same 
image. This can be done either ad hoc, by means of either a 
pre-existing URL, or an AJAX (IFRAME or 
Xml HttpRequest) request to a URL-based web service that 
Supplies the URL for the replacement image, optionally cre 
ating the image at that URL on-demand. 
0146 Fitted object sizing: an object may be dynamically 
resized to the size of its container when that container is itself 
resized (e.g.: an image will be resized to the size of its parent 
window or container when the parent is resized). Whenever 
an event occurs which changes the size of the container, 
whether it be the user dragging the borders of the container, or 
the browser window itself being resized, JavaScript may be 
used to calculate the new size of the container and then set the 
width & height properties of the image in the document to fit 
the new container size—unless the image has already been 
manually Zoomed in, in which case the image may not be 
resized until the user clicks the Fit button. 

0147 Hover menus: hidden menus that appear when the 
cursor is positioned over a particular target that allow various 
actions to be made either synchronously or asynchronously. 
0148 Lookahead data loading: when accessing a member 
of any set of data, the remainder or any Subset of that remain 
der of the data set may be asynchronously loaded via AJAX 
techniques to remove access latencies associated with on 
demand data loading. An example of this would be asynchro 
nously pre-loading the remainder of search results for instant 
access when accessing any particular search result in a result 
set or asynchronously pre-loading the images of a teaching 
file regardless of how many images can be viewed simulta 
neously. 
0149 Integrated DICOM stack viewer: if an image within 
a teaching file originates from a DICOM series, the remainder 
of the images in the series may be made available by the data 
provision unit 128 to replace the currently displayed image. 
The images of the series may be pre-loaded (such as by the 
means described in “lookahead data loading') and a set of 
widgets (buttons, hyperlinks, sliders, etc) may be provided, in 
addition to keypress and mouse events, to control the cur 
rently displayed image, simply replacing the source attribute 
of the image with the URL of the replacement image. The 
pre-loading scheme combined with a in-memory buffering 
system wherein references to JavaScript Image instances (re 
ferring to the URLs of the images in the series) are created and 
maintained will ensure that the replacement of images will be 
of the most minimal latency. 
0150 Pop-up DICOM stack viewer: if an image within a 
teaching file originates from a DICOM series, the remainder 
of the images in the series may be available to replace the 
currently displayed image. The series may be viewed in a 
separate window, rather than in situ, as described in “inte 
grated DICOM stack viewer'; the implementation of this is 
nearly identical to “integrated DICOM stack viewer.” except 
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that a window may be created in which the image is displayed 
and updated (rather than being updated in situ). 
0151. Printer-friendly mode: the content object will have a 
display mode optimized for printing, either outputting a Por 
table Document Format (PDF) file or a plain HTML file with 
printer-friendly dimensions. The printer-friendly display may 
be constructed using any combination of cascading style 
sheets (CSS) media selectors, Extensible Stylesheet Lan 
guage Transformations (XSLT), dynamic HTML (DHTML) 
markup, and JavaScript scripting. 
0152 Resizable images: dragging on any image (espe 
cially thumbnail images) to grow or shrink the image size if 
the image is a member of a collection that is displayed (such 
as thumbnail renderings of the images of a case). All members 
of that collection may be resized to the dimensions of the 
manipulated image, either dynamically or upon completion 
of the resizing operation on the manipulated image. 
0153. Permission/rule-based drag and drop in browser: 
attach events to document object model (DOM) elements 
mouseover event. While dragging DOM elements, compute 
intersection of elements and compare to a static JavaScript 
Object Notation (JSON) representation of intersection rules. 
If session configuration indicates permission to drag element 
over the other element, signal by changing the appearance of 
the dragged image with decoration (i.e., red border for no. 
green border for yes, “X” background for no) to signify 
whether or not the user are allowed to drop the item. When 
mouseup event is fired, consult same rules to Verify that user 
has permission to drag. Similarly, re-enforce rules on the 
backend to prevent users from communicating drag event to 
server from Some other application. 
0154 Creating dynamic attributes in web-based applica 
tion: while selecting styles for attributes (dropdown, radio, 
free text, text area, etc) events are fired that may cause an 
asynchronous update of a hidden iframe embedded in the 
application page. The iframe may contain the very same 
template that is later used to render the attribute, thus provid 
ing the user with an exact representation of the future 
attribute. 
0155 Web-based Distributed Authoring and Versioning 
(WebDAV) access to an object database with access control: 
create an interface between back-end framework (i.e., Cata 
lyst) and incoming hypertext transport protocol (HTTP) traf 
fic. Interface may be responsible for translating all incoming 
DAV requests into corresponding object accessors. Permis 
sions from objects may be translated in reverse to DAV error 
messages indicating whether or not a user is allowed to access 
the object. Furthermore, interface may allow for translation of 
file names into arbitrary names, giving the user the appear 
ance that they are seemlessly interacting with a file system 
when they are truly querying a relational or object database. 
0156 Live upload & download indicators in browser with 
out plugin: upload indicator—when a user has selected mul 
tiple files for upload, an event may be attached to the form 
Submission Such that when the form is Submitted, a dynamic 
iframe appears on the page which polls server with a small 
(1-5 second) period to see what the status of the temporary file 
being uploaded is. This status may be displayed on the 
webpage giving the user an indicator of their upload progress. 
This is a completely novel application of AJAX. A timeout 
may also be setup upon form Submission so as to periodically 
Verify that upload is still in progress (computed by comparing 
browser and server side checksums), alerting the user if it is 
interrupted for any reason. A Download indicator may also be 
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provided in browser without plugin and may be embodied as 
a hidden iframe with periodic polling to server updates a 
DOM element that represents the state of the downloaded 
object. 
015.7 Integrated case editor: The case can be edited 
directly from the viewer. This provides a “WYSIWYG edi 
tor, which is more convenient than a separate editor. When 
viewing a case that is editable by the user, all text fields may 
be replaced with editable regions when they are clicked (us 
ing JavaScript). These editable regions may include clickable 
text tabs such as "Findings' as well as image captions. Addi 
tionally, a “Case Properties” tab may appear in the case 
viewer, for editing properties. 
0158 Next to the thumbnails appears a button for upload 
ing images, which pops up an upload form. Uploaded images 
may immediately appear as thumbnails. Another button may 
pop up a form to add images from the DICOM queue(s). 
0159. Display of images may be controlled as follows: 
each text section exhibits a selector (e.g. checkbox) in the 
upper right corner of each thumbnail. Activating the selector 
means that the corresponding image should display during 
that stage (or Subsection). Furthermore, thumbnails may be 
dragged and dropped to reorder image sequence, or dragged 
to a trashcan for deletion. 
0160 Auto image focusing: if training mode (TM) is on, 
when Switching to a new text section, if new thumbnails 
appear, the image pane may be automatically focused on the 
first new image. This will call extra attention to the new 
images, and save the user the step of having to click on a new 
thumbnail. However, it may have the drawback of something 
unexpected happening. 
0161 Case comparison viewer: from search results list, 
user can select a bunch of cases using checkboxes, and then 
click “Compare Cases”. This may load all the selected cases 
in a single modified version of the case viewer without tabs. 
Three panels may be displayed with the thumbnail panel in 
the upper left hand position (e.g., above text panel instead of 
below). Show ALL thumbnails of all loaded cases, labeled 
FIG.1.1.1.2.1.3.2.1.2.2, etc. The case text panel (lower left) 
may show all the case text associated with the case of the 
currently displayed image. Case text may be concatenated 
into a single scrollable pane, starting with title and history 
(similar to how it appears in the classic viewer). The data 
viewing unit 118 may enable scroll wheel or slider for the 
right-hand panel, allowing user to treat all the combined 
images as a stack. The idea is that users may quickly scan up 
and down through all the case images until they see one that 
looks like the Subject they are trying to diagnose. 
0162 Enhancement: allow the user to split the right-hand 
panel into a grid of 2 or 4 image panels, each of which can be 
an independent 'stack viewer of case images. Click one of 
the grid squares to focus that Sub panel, then scroll that Sub 
panel independently, to be able to see selected images side 
by-side. 
0163. Manual merging of cases: from the bottom of search 
results list, or case listing in folder, next to the link "copy one 
or more cases to a folder, add another link “merge cases” 
similar to the "copy cases’ function, it may bring up a list of 
cases with checkboxes next to each, with instructions “Select 
cases to merged using checkboxes below, and then press 
Merge Selected Cases.” Submit the form to see a new form 
listing the cases to be merged, with a radio button next to each, 
and instructions: “Specify the destination case and press 
Merge Cases.” Beneath the submit button should be a 
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checkbox (default=checked) saying “Delete source cases 
after merge.” When pressing submit, if “delete source cases” 
is selected, prompt the user with “Is the user sure?' Then 
perform the merge and delete the originals (or not). 
0.164 Merging may result in the destination case being 
augmented as follows: add images from all the other cases. If 
the source cases are being deleted, the user can reuse the Case 
Image objects, otherwise the user can copy the images. Be 
sure this is compatible with the used feature of the DICOM 
queuebe Sure to also copy captions. Text fields: append values 
of text fields from all the source cases; separate appended text 
with new lines. Avoid duplication of text: if a text field is 
identical to a previously appended text field, skip it. Case 
properties: add modalities from sources to destination case. 
All other fields may be ignored. 
0.165 Case lookahead loading: when viewing a case, after 
loading all its images, load the next case and all images in the 
background; 
0166 Magnifying glass to view a portion of the image 
larger without Zooming in: 
0.167 Private notes: should be a text area that is always 
editable and displays the viewing user's private notes for the 
case; let all users make their own private notes on any case, 
not just the author; editor will open in a new window and 
when clicking save changes the case viewer will automati 
cally update; when holding down mouse button to move 
image the pointer should change to a different icon td signify 
when panning. 
0168 Integrated DICOM stack viewer: if a stack is avail 
able for a case image, provide a stack-slider in the image 
button panel, allowing the user to Scroll through Zoomed-to 
fit stacks without a new popup window. 
0169 Slideshow mode: have a presentation mode in which 
the user simply clicks “Forward” or “Backward', stepping 
through the case text and full-screened images in a scripted 
order, taking away any need to “think about where to click 
neXt. 

0170 Printer-friendly mode: have a display mode opti 
mized for printing, either outputting a PDF file or a plain 
HTML file with printer-friendly dimensions. 
0171 Resizable thumbnails: click drag diagonally on any 
thumbnail to grow or shrink the thumbnail size. All thumb 
nails, such as in a series of images, may be simultaneously 
resized, such as by the data viewing unit 118 and/or data 
provision unit 128. 

Some Embodiments May Contain the Following Features: 
(0172 DICOM query/retrieve client interface: May allow 
users to query/retrieve DICOM studies from DICOM sources 
such as the PACS. The “search for series' interface in the case 
editor may allow the user to search available DICOM servers 
as well as the Teaching File (TF) queue. The client interface 
may use query/retrieve to Submit the query to the selected 
sources, then show the results list from each source. The user 
can retrieve a series from an external source by clicking on it. 
This will retrieve the images via query/retrieve, import them, 
convert them to jpegs, and load it into the browser all in one 
step. There should also be an admin option that allows the 
admin to specify DICOM sources (address, port, 
AE TITLE). 
0173 Hierarchical ontology editor: An interface may 
allow users to define custom attribute hierarchies (e.g. 
anatomy, pathology, etc) and structured keyword lists for 
annotating cases. The customized attributes will then appear 
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in the case authoring, editing, and retrieval interfaces. Cat 
egory editor interfaces may look a lot like folder editors. The 
interface may include the following operations: view cat 
egory, delete category, rename category, move category 
(move it to a different place in the hierarchy), add subcat 
egory, merge category to another category. 
0174. In one embodiment, a special group (e.g. “Category 
Editors') may exist whose members are allowed to edit the 
category hierarchy. 
0.175. In one embodiment, each top level category of the 
pathology tree may be associated with a specific top level 
category of the anatomy tree. This is used to control a context 
sensitive popup when assigning pathologies to cases. When 
editing atop level pathology category, the interface may allow 
users to specify which top level anatomy category the pathol 
ogy category is associated with. When creating or editing a 
case, or when performing advanced search, there may be at 
least three popup menus: Anatomy, Specific Anatomy, and 
Pathology. The latter two popups will depend on the selected 
value of the Anatomy popup. Anatomy: popup of top level 
anatomy categories only; Specific Anatomy: popup of Sub 
categories of chosen anatomy category, arbitrarily deep; 
Pathology: popup of Subcategories of Pathology associated 
with chosen top-level anatomy category. 
0176) Age/gender display: context-sensitive omission: if 
History text mentions the patient's age and sex, the interface 
can omit redundant display of patientage & Sex in the history 
tab. For example, if one of the following space-separated 
words exists: old, year-old, y.o., yo, y/o and one of the fol 
lowing exists: male female man woman then omit the redun 
dant age and gender display. 
0177 Save case histories: keep a history of all edits to 
cases. One way to do this is to create two tables: MedCase 
History and CaseImageHistory these may be identical to 
MedCase and CaseImage, with two added columns to keep 
track of the user making the change and the date-time of the 
change. Whenever a case is saved (including initial creation), 
store a copy of it in the MedCaseHistory and CaseImageHis 
tory tables (copy every field including OIDs), Another 
approach would be to store only the differences from the prior 
version of the case. 

0.178 Automatic space reclamation (enhanced auto 
purger): have an automated procedure to reclaim disk space 
when the disk reaches a predetermined capacity (X%). In one 
embodiment, first clear out studies which are not associated 
with any case images. Clear them out in the order of studies 
least recently PUSHED to the DICOM queue. Do not clear 
out any studies which were pushed within the past 48 hours. 
Clear out the DICOM images as well as the jpeg images that 
were created from them, and all associated repo objects in the 
database. 

0179. In another further embodiment, if the disk is still not 
5% below the threshold, start clearing out studies which are 
associated with case images. Clear them out in the order of 
cases that were least recently VISITED by end-users. For 
these studies, do NOT clear out the associated JPEG images 
(just clear out the DICOM images). Case visitors will still be 
able to view the stacks behind the case images, but they will 
lose the ability to adjust the windows/levels. 
0180. In another embodiment, once every N hours, check 
disk usage. If it is higher than X%, send an email alert to the 
admin, and clear out DICOM series until usage goes down to 
Y%. use a procedure such as the following to reduce disk 
usage. Check disk usage after every stage and stopping when 
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usage falls below Y%: clear out all unused series that are over 
a week old; clear out all unused series that are over 1 day old; 
clear out all USED series which take up lots of space if the 
cases have not been visited in a long time; clear out all USED 
series which take up lots of space if the cases have not been 
visited recently; clear out all USED series regardless of size if 
the cases have not been visited in a long time; clear out all 
USED series regardless of size if the cases have not been 
visited recently. An admin option can enable or disable this 
script, and specify the thresholds (90%/80%) and specify 
values for “recently”, “long time', and “lots of space'. 
0181 PowerPoint importer: may allow users to submit 
cases via PowerPoint presentations. use win32::ole to parse 
the contents of the presentation. Create one case per presen 
tation. Create a case image for each image in the presentation. 
If a slide contains an image and some text, use the text as the 
caption. If the slide contains multiple images and text, try to 
figure out which images should get captions if the user can 
think of a way to do this, or just combine all the text as the 
caption of one of the images. If a slide contains only text and 
no images, Stick the text in “discussion' (discussion will 
contain concatenated text from multiple slides). The Power 
Point importer may further try to preserve some of the text 
formatting (bullets, etc) as HTML within the discussion text, 
but this is not a strict requirement if it is hard to accomplish. 
In one embodiment, the title of presentation (or text of first 
slide) becomes title of case, and slide text converted to case 
fields if easily parseable. 
0182 PowerPoint exporter: Allow users to export their 
cases as PowerPoint presentations. In one embodiment, the 
conversion is done on the server, and the user can simply 
download the PPT file. In another embodiment, a client-side 
executable may convert exported case content (in mire format 
or other format) into PPT. Automatically extract content from 
any container (e.g. a Zip file), convert the text content and 
images into a PowerPoint file, save the new PPT to a default 
location, and then automatically launch PowerPoint on the 
presentation. Default of one image per slide is reasonable, and 
allow user to control how many images appear per slide. The 
server that generates mirc-ppt can include an optional direc 
tive which will contain parameters for the user's converter, 
e.g.: <display-parameters>, <images-per-page-2-/images 
per-page: {/display-parameters>. 
0183 Images may be resized if they are too large, so they 
always fit on the slide. The image size may depend on how 
many images are on a slide. Also, the font sizing may be 
handled such that the font may be decreased in size if neces 
sary to fit all text on the slide. 
0184. In one embodiment, the feature can allow exporting 
multiple cases at once, either into a single presentation or 
multiple presentations. For example, handle a Zip file that 
contains multiple XML files. A “table of contents’ slide is 
created that lists all the cases, then append the output of each 
case to the presentation. 

Quiz, Authoring, Viewing and Tracking 

0185 Allow case authors to attach multiple choice ques 
tions and answers to their cases. Keep track of users’ perfor 
mance when they take quizzes. Allow instructors to lock 
certain cases as unknowns for specific users until quizzes 
have been performed. 
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0186. A quiz is a set of questions, each of which consists of 
the following attributes: 
0187 Question sequence number 
0188 Question prompt (text) 
(0189 List of answers 

0.190 Answer sequence number 
0191 Answer correctness (correct/incorrect) 
0.192 Answer explanation (optional text to appear after 
the user has selected that answer) 

Creating/Editing Quizzes: 

0193 A link to case editor prompts user to Add Quiz or 
Edit Quiz. Clicking on this launches the Quiz, Editor. The 
form contains a question prompter: 
Prompt: textfield 

Answers: 

0194 Answer 
Prompt: textfield 

(0195 Explanation: textfield 
0196) (repeat the answer prompt several times) 

it textfield Popupcorrect/incorrect 

Add New Question 
0.197 Pressing button to Add New Question creates the 
question and then reloads the form, prompting for a new one. 
Existing questions should appear beneath the new question 
prompt, with each question and answer set having their own 
form elements with the fields filled in, followed by a Submit 
Changes button at the very bottom of the form. Each question 
prompt should include a Question it textfield that can be 
edited to reorder questions (similar to how case images have 
sequence numbers in the case editor) Also each question 
should have a link next to it add more answers which creates 
Some extra blankanswer slots under the question (using Java 
Script or form reload). 

Viewing Quizzes 
0198 Cases with quizzes are visually identifiable from the 
case abstract level (e.g. marked with a quiz icon). When 
Training Mode is turned on, if a case has a quiz, the training 
mode navigator (at the top of the case) prompts user to Take 
Quiz. When user takes quiz, reload the case view with the first 
quiz question appearing under the images (in a section 
labeled Quiz): 
(0199 Question 1: prompt-text 
A. answer-text 
B. answer-text 
C. answer-text The answer letters are hyperlinks. If the user 
clicks on the wrong answer, reload the page with text in the 
quiz section, e.g.: 
0200 Question 1: prompt-text 
0201 The user chose: A. answer-text 
(0202 Sorry, that's WRONG. 
0203 Explanation-text 

0204 <try agains 
0205 If the answer is right, display a different message in 
the quiz section, e.g.: 
0206 Question 1: prompt-text 

0207. The user chose: B. answer-text 
0208 CORRECT! 
(0209 Explanation-text 
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0210 <next question> 
0211 When the user has correctly answered all the ques 
tions, finish with a message, e.g.: 

0212 Congratulations. The user have completed the 
quiz. 

0213 And repeat the training mode navigator at the bot 
tom of the case. 
0214. If training mode is not on, have a link Take Quiz 
appear at the top of the case, which will turn training mode on 
and go directly to the quiz stage. 
0215 Keep track of which quizzes a user has completed 
(using a mechanism similar to the visit tracker). If a user has 
completed a quiz, use a different icon in the case abstract than 
if the user has not completed a quiz. Also, display the date/ 
time that the quiz was completed by that user. 
0216. Other embodiments may include these additional 
features: 
0217 Support the creation of multiple quiz sections which 
can be assigned to different stages of training mode (e.g. have 
one set of questions occur before findings are revealed and 
another set of questions occur after findings are revealed.) 
0218 Allow authors to lock cases so the quiz must be 
taken before the full case is revealed. 
0219 Allow interleaving of quiz questions and display of 
images. 

Custom Attribute Manager 
0220 Under Options, admins may have access to the fol 
lowing additional System Commands: Manage Custom 
Attributes 

Options >Manage Custom Attributes 
0221 Show a table of all the custom attributes, including 
their Name, Type, whether or not they allow Multiples, and 
what is the preferred Form Field. Possible types are Text, 
Date, Boolean, Number, or Vocabulary. 
0222 Vocabulary names are not required to use capital 
letters. 
0223) Every attribute should belong to an attribute group. 
Case authors may add attribute groups to their cases. there 
should also be a way to add a new attribute group (just name 
it). 
0224. When displaying the table, ifa Type is a Vocabulary, 
just show the Vocabulary name, e.g.: 

Name Type Multiples Form field 

Language LANGUAGES No dropdown menu 
Primary DX PATHOLOGIES No dropdown menu 
Other Dx PATHOLOGIES Yes multi-select dropdown 

le 

Stained YES NO Yes radio buttons 
Procedures PROCEDURES Yes checkboxes 
Magnification Text NA narrow text field 
Special Keywords NA wide text field 
Text 
Differential Text NA text area 
Recruit Date Date NA date 

To edit or delete an attribute, click on its name. 
Also display links for: 
0225. Add New Attribute 
0226 Reorder Attributes 
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Options >Manage Custom Attributes >Add New Attribute 

0227 Name: textfield 
Group: dropdown containing attribute groups 
Type: dropdown containing all Vocabularies, plus Date, 
Text 
Multiples: radio buttons for true or false 
Form field: context-sensitive dropdown containing possible 
choices based on type, as follows: 
0228 If Type=Vocabulary & Multiples=True: 
multi-select dropdown menu, checkboxes 
0229 
single-select dropdown menu, radio buttons 

If Type=Vocabulary & Multiples=False: 

0230. If Type=Date: 
date 

0231. If Type=Text: 
narrow text field, wide text field, text area 

Submit: Create Attribute 

0232 - - - 

Options >Manage Custom Attributes >Edit Attribute 

Editing Attribute: 

0233 Name: textfield 
Type: dropdown containing all vocabularies, plus Date, 
Text 
Multiples: true/false radio button 
Form field: context-sensitive dropdown containing possible 
choices based on type 

Submit Changes Delete Attribute 

0234 
0235 Changing the type will cause all existing cases to 
lose their current value for this attribute. A prompt may 
appear asking, "Is the user Sure the user wants to do this? 
0236. If changing a form field from multi to single (e.g. 
from checkboxes to radio buttons), warn user: “Changing the 
form field from multi to single may cause cases with multiple 
values assigned to that field to lose some of their values. Is the 
user sure the user wants to do this?' 

If changing type, warn user: 

Case Edit Modifications: 

0237. Once a new attribute has been created, it may appear 
in both the case view and case edit pages. Also, the attribute 
must be searchable. 

0238 1. View: additional attributes should appear in the 
additional details section in alphabetical order right before 
Case. An example of an additional attribute is “has been 
viewed n times.” 

0239 2. Edit: additional attributes should appear in alpha 
betical order before the images. 
0240. 3. Navigation 
0241. Selected embodiments may include the notion of an 
Attribute Group—each attribute may be assigned to one 
attribute group. User can add multiple attribute groups to a 
case. The extra attributes for each added attribute group will 
then be available in the case editor/case view for that case. In 
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the editor, Text area attributes will appear at the bottom of the 
text tab; others will appear toward the bottom of the properties 
tab. 

Create Attribute: 

0242. After submitting, instead of loading the "edit 
attribute” form, print “Create another'?” and reload the “create 
attribute” form, blanking out the name field but keeping the 
other values sticky. embed multiples as choices in the form 
field, e.g., for structured vocabularies: 
dropdown menu (single choice) 
dropdown menu (multiple choices allowed) 
radio buttons (single choice) 
checkbox list (multiple choices allowed) 
0243 Change the label “Form field” to “Form Element:” 
0244. Omit the phrase “Options determined by Type/Mul 
tiples selections”. 
0245 Add a link in small font “Create new group' to the 
right of the Group dropdown, which links back to attribute 
manager.pl. 

Case Editor: 

0246. Instead of having a scroll list & submit button for 
setting Attribute Groups, use checkboxes, e.g.: 
0247. Additional Attributes: 

0248 Pathology Cardiology Numerology 
0249 Use JavaScript to make the checkboxes behave like 
form submissions so the user don't need a "Set Attribute 
Groups' button, e.g., each time the user checks or unchecks a 
box, behave as if "Set Attribute Groups' was pressed. 
0250 
0251. The Additional Attributes' section does not appear 
at all if there are no attribute groups. 

Use a four-column lathe usert for the checkboxes. 

0252 Selective embodiments may also include 

Ordering Attributes: 

0253 Allow adminto control order of attributes within an 
attribute group, using sequence numbers. 
0254. Also, allow admin to control order of attribute 
groups themselves, as they appear in case viewer and case 
editor. 

Special “all Cases Attribute Group: 

0255 Allow admin to designate that certain attributes 
should be part of every case. To the end user, these special 
attributes may appear just like default case attributes, and the 
fact that they are “custom' may be transparent. To support 
this, a pre-existing special attribute group called "All Cases” 
may be used, whose attributes may always be displayed in the 
case editor. Users may not be able to hide these attributes. 
Properties belonging to “All Cases' may appear just above 
the “Additional Attributes' section, without being contained 
in a group box, and text areas belonging to "All Cases' won't 
show “(All Cases) in label. Finally, add the “All Cases” 
attributes to admin-config-fields.pl, so the admin can specify 
optional/required/disabled. 
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0256 Custom Category Drill-Down 
0257 Create a private top-level system folder owned by 
admin, called “Cases”. Admin may be able to populate it with 
an arbitrary category hierarchy. 

Case Editor 

0258. In the Properties tab of the Case Editor, under 
Anatomy and Pathology, add a new case attribute “Category: 
whose dropdown menu contains the contents of the Cases 
folder. This provides a controlled interface to the private 
0259 Category folder: even though the Cases folder hier 
archy is private, the case author may be able to assign the case 
to a subfolder in the hierarchy using this controlled mecha 
nism. 
0260 Like other case attributes, the Category attribute 
may be subject to disabling/enabling/requiring. 
0261 The dropdown menu for the Category attribute may 
be slightly different from adding a case to a folder. First of all, 
the contents may include the entire Category folder hierarchy, 
regardless of whether or not the end user has write permission 
to any of the subfolders. Also, rather than use the 
“Food-Bard Baz' syntax, for each node, display only the name 
of the current node, indented, as follows: 
0262 Chest: 

0263. Normal Variants: 
0264 Chest wall—soft tissue 
0265 Chest wall—osseous structures 
0266 Diaphragm 

0267 Neoplasms: 
0268 Bronchial carcinoma 
0269 Bronchial carcinoid 

0270 Vascular: 
0271 Foo: 
0272 Baz1 
0273 Baz2 

0274. Only leaf nodes may be selectable. Non-leaf nodes 
may be appended with a colon (:) to give a visual clue that they 
are different from leaf nodes. 
0275 Changing the Category attribute for a case should 1) 
create a new FolderCase record, and 2) fill in the MedCase. 
category attribute with the oid of the new FolderCase, 3) if the 
attribute previously contained a different FolderCase oid, 
delete the old FolderCase. 

Advanced Search 

0276. Adda Category constraint underneath Anatomy and 
Pathology. Unlike the dropdown menu in the case editor, 
non-leaf nodes may be selectable. A case matches a Category 
constraint if it is filed at or beneath the selected node. 

Administrative Options 
0277 Add configuration option called “Configure Case 
Manager. Currently, it will have only one choice: 
(0278 Primary Drill-Down: 
(0279 (*) Use Anatomy >Pathology 
0280 () Use Custom Categories 

Case Manager 
0281. If the drill-down is configured to use custom catego 

ries, then under Shared Cases and My Cases, show the top 
level of the Cases folder instead of the Anatomy categories. 
For the My Cases drill-down, the case counts should be cus 
tomized to only show number cases owned by the user. 
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0282. The Cases drill-down should behave similar to drill 
ing down through any folder, except that the “Top >Folders 
>Cases' prefix of the breadcrumb should be replaced with 
“Top >Shared Cases” or “Top >My Cases”. 
0283 For dropdown menu, allow non-leaf nodes to be 
selectable. Get rid of the colons. If indenting is viable, use it 
for all folder dropdowns. 
0284. When drilling down, keep track of the context of 
whether or not the usercame from Shared Cases or My Cases, 
and then hack the Folder code so that in the special case of 
“My Cases, it filters out cases not owned by the user. 
0285 Create a subfolder under Cases called “Unas 
signed. Put all unassigned cases there. Whenever a case is 
assigned, be sure to remove it from Unassigned. 
0286. If the Cases hierarchy is edited using the Folder 
Options, be sure to update the Category attributes for all 
affected cases. This applies whenever a subfolder is moved or 
deleted, or whenever a case is manually moved or removed. 
e.g. if a folder is deleted, all cases within the subtree may be 
added to “Unassigned’. 
0287. The selector in the editor may be made up of 2 
HTML SELECTS 

Categories: Subcategories: 
0288 Choosing a category may cause Subcategories to be 
populated with the relevant Subcategories. 
(0289 Controlling “when to Display” 
0290 Users may be able to incrementally view text by 
clicking on tabs for each text section. Certain features may be 
dependent on whether TM is on or off. For example, the title 
may not be displayed if TM is on. Also, if TM is on, certain 
thumbnails may not appear until certain text sections are 
revealed. The author will still be able to control when thumb 
nails appear through a dropdown menu in the Case Images tab 
of the case editor, but we are changing the values for that 
dropdown menu. Use the following prompt: 
0291 During Training Mode: Display Always 
0292. The dropdown menu may default to DISPLAY 
ALWAYS, with the following additional choices: 
0293 Display Always 
0294. Hide Until History 
0295 Hide Until Findings 
0296 Hide Until DDx 
0297 Hide Until Diagnosis 
0298 Hide Until General Disc. 
0299 Hide Until Specific Disc. 
0300 Omit any labels which correspond to disabled 
attributes. If “Specific Disc. is disabled, then change the 
label of “General Disc to “Discussion. 
0301 “when to display” settings for existing cases may be 
converted, using the following mappings: 

“Always'-->"Display Always' 

“Always Except During View as Unknown'-->"Hide Until 
Findings’ 
“Only During View as Unknown'-->"Display Always' 
“Only During Display Findings & Captions'-->"Hide Until 
Findings’ 

(0302 “Only During Reveal Full Case'-->“Hide Until 
Discussion' (general) 
0303. The delta may be run prior to use of this new form, 
so the user don't have to worry about legacy data breaking the 
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user's form. Some of the legacy values do not map well to the 
new system, but we are going to justbite the bullet on that one. 

Constraining Image Display to "Append Only'. 

0304 Text sections may have an implicit “ordering in 
time, from left to right. E.g. “Display Always' has a time 
value of T=0, “History' has T=1, and Findings T-2. Images 
can be hidden to “append only’: as the user steps forward in 
time (clicking on tabs), images with higher figure numbers 
can be appended to the list of visible images, but they may not 
be allowed to appear in an arbitrary order. 
0305. It is not required that this constraint be enforced. 
0306 Dropdown menus may be tied together, so that when 
the user sets a time value T-X for figure N, the other figures 
may be adjusted as follows for each figure: 
0307 if figure number >N 
0308 if selected value <X 
0309 set selected value to be X 

0310 if figure number <N 
0311 if selected value >X 
0312 set selected value to be X 

0313 For newly added images, the dropdown menu 
choices and default value may be copied from the previous 
image, e.g., a newly added Image 5 may copy the form ele 
ment from Image 4. (e.g., whatever the maximum display is 
for the case, use that stage for new images) When new images 
are added, have the case images tab scroll to the next-to-last 
image. The images in the case images tab may no longer be in 
reverse order. 
0314. Ifcase images are reordered, adjust display stages so 
that they are appended only. 
0315 Display stage form fields are to be removed from the 
File Upload tab. They can only be edited from the Case 
Images tab. 

Search Abstracts Show Matching Search Terms in Context 

0316 For search results, matched search terms may 
appear in each abstract, boldfaced in the context of Surround 
ing words. 
0317 Boldfacing may be used to show the matched text 
within the abstract. As a prerequisite, all existing boldfacing 
may be eliminated from the abstract, including the title, 
anatomy >pathology, and image info. If it is a title match, 
boldface the matched word within the title. 

0318) If it is not a title match, change the line of the 
abstract which currently shows history and diagnosis to 
instead show the context of the match, as follows: 
0319 Show the name of the matching field (e.g. “Find 
ings:'). Display up to N characters (N=25?) which precede 
the matched text, and up to N characters which follow the 
matched text. Only show whole words (if the boundary falls 
within a word, chop out the word). Use ellipses if there are 
more than N characters within the field preceding or follow 
ing the matched text, e.g.: 
0320 Findings: ... blah blah blab blah <b>test anim-/b> 
blah blah blah blah blab . . . 

0321) If it is an AND match, show the context for each of 
the terms, e.g.: 

0322 Findings: . . . blah blah blah blah <b>test</b> 
blah blah blah blah...foo foo foo foo<b>anim-b> foo 
foo foo foo. 

Jul. 26, 2012 

0323 or if the words appear in different fields: 
0324 Findings: ... blah blah blah <b>test<br> blah blah 
blah... 
0325 Discussion: ...foo foo foo foo<b>anim-/b>foo foo 
foo foo. . . 
Note: if training mode is on, the context may not be shown. 

Create Multiple Folders Using Tab-Delimited Text Hierarchy 
0326 Make a “Create Multiple Folders” form, which is 
like the Create Folder form except the “Folder Name” field is 
a large text area (20 rows) which allows users to enter multiple 
folders, one per line, tab-delimited. Parent-child relationships 
defined by indentation, e.g. 

Breast 

0327 Juicy 
0328 Perky 

Abdomen 

0329 Bulging 
0330 Flat 

0331 Six Pack 
0332. Two Pack 

0333 Underneath the text area, print in small font: 
0334. Note: the user must use <b>tabs</b> for indenta 
tion, not spaces. 
0335 The user may enter text directly, or cut and paste 
from a document. 
0336 Use Javascript to EnableTabs. 
0337 As with the single folder creation form, the Location 
field may specify where the folders are created. It will apply 
to the top level folders specified in the text area. 
0338. The Description and Permissions fields will apply to 
all folders (i.e. the user can create a single permission entry to 
propagate to all folders in the hierarchy). 

Allow Users and Cases to be Grouped by Location 
0339. This feature may be designed to be toggleable on 
customer installations from the admin page. 
0340. If “multiple locations' is enabled, may allow admin 
to specify a set of locations (similar to Institution on MyPAC 
S.net). Each Location may consist of a text label, but not 
necessarily a state & country. 
0341 Users may be prompted to select their location from 
a drop-down menu when signing up or editing their member 
info (similar to Institution in mypacs.net). 
0342 Case abstracts and views should include location as 
part of author info (similar to Institution in mypacs.net) 
0343 Allow cases to be filtered by location. For basic 
search, add radio button “My Location” between “My Cases” 
and “All Cases’; may add location filter to Advanced Search 
as well. 
0344 Searching should be efficient for filtering cases by 
location. Consequently, it may be necessary to add an Object 
Metadata field Location which propagates to all objects 
owned by a user at a given location. 

Rating Cases 
0345 Support may be provided for rating of cases. For 
example, a link in case title bar may be displayed that says 
Rate. 
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0346 Clicking the link may display rating criteria near the 
top of the case, each with one to five stars. Examples of rating 
criteria are: 
0347 Level of Interest (1 star-ho-hum, 5 star very cool) 
(0348 Text quality 
0349 Image quality 
0350 Usefulness for Board Exams 
0351. The rating interface may include a star system, 
where the rating is sent to the server without requiring the user 
to click submit, and criteria which have been rated may show 
up as yellow stars. Once a user turns on the rating form for a 
case, “rating mode' may be sticky for the rest of the session, 
with the rating form appearing at the top of every case. The 
rating form may have a “hide' link which will turn off rating 
mode. User can toggle rating mode back on by clicking 
"Rate' in the title bar of any case. 
0352 Ratings may be shown in the abstract view. To avoid 
information overload because of the multiple criteria, an 
“Overall Rating may be displayed, which represents the 
composite average rating of all accumulated votes for the 
case. Show the overall rating in the case abstract, along with 
the number of votes, e.g.: (***, 3 votes). Average ratings may 
be shown using red stars, including fractions of stars. If a user 
has rated a case, their composite average rating for that case 
may appear as well, usingyellow stars, e.g.: (***, 3 votes, the 
user gave it **). 
0353. In the full case view, show all rating criteria (includ 
ing composite average) under “additional details'. 
0354 Add the various rating criteria to “Sort By’. Include 
each criteria separately, as well as “Overall Rating, which 
will be the composite average. 
0355. Add rating filter to advanced search: 
0356 Rated At Least: 1-5 star in criteria type 
0357 with a minimum of textbox votes. 

0358 Criteria-type should be a popup of all criteria, 
including "Overall Rating. Cases which have been rated by 
less than N users may not be considered hits. 
0359 Rating criteria may be editable and extensible by 
admin. Have a form called “Manage Rating System”, which 
may allow the adminto globally enable or disable ratings in 
general, as well as to enable or disable each criteria indepen 
dently, to edit the label for a rating criteria, and to add new 
rating criteria. 
0360 Assigning stars to multiple variables might be too 
tedious. Furthermore, some users may be discouraged from 
Submitting cases if they receive low ratings. 
0361. In alternate embodiments, the “rating system may 
be removed in favor of a non-quantitative multivariable “rec 
ommendation' system. E.g.: 
0362 Recommend this case: 

0363 Good for Board Exams Unusual/Challeng 

0364 Excellent Images Good Discussion 
0365. Then users may be able to filter search results based 
on number of recommendations in the variables they care 
about. 
0366. Add a comment box next to the rating interface, so 
users can explain their rating with a “review”. this type of 
comment is different than the general discussion comment 
currently offered. 
User Manager Role 
0367 The system may have a special “user manager' role 
(group) whose membership is controlled by the admin. User 
Managers may have a Subset of admin privileges. For 
example, they can: 
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0368 Modify a user's password 
0369 Modify a user's account information 
0370. Suspend a user's account 
0371 Restore a user's account 
0372 Limit private cases 
0373) Reassign cases 

Demotion of Zero-Image Cases 
0374 For searches: Zero-image cases may be demoted to 
the end of the list when sorting by relevance. However, they 
may not be demoted when re-sorting by date, title, etc. The 
current behavior may be interpreted as a bug by most users 
who try to resort their search results. 
0375 For folders: Zero-image cases may never be 
demoted. They may be demoted when resorting by title, etc. 
0376 For category drill-down: Zero-image cases may be 
demoted in the default view. An additional sort choice may 
provide for a category drill-down wherein Zero-image cases 
are not demoted. Such as if resorting by date. 
Windows/levels: controls for relative adjustment 
0377 Directly under the W. and L: textboxes, add image 
buttons “- contrast +” and “brightness + as follows: 
0378 W:223 L:445 

0379 -contrast +-brightness + 
0380 Apply to: (*) This slice only () Entire Series 

0381 Clicking on"- for contrast should have the follow 
ing automatic effect: 
0382 if “Apply to” is on “Entire Series', switch to “this 
slice only' 
0383 compute new window value=120% of its current 
value 
0384 show the new numeric value in the W: textbox 
(0385) submit the “Adjust W/L button 
0386 Clicking on the "+' next to contrast should have the 
same effect, except it should REDUCE window to be 80% of 
its current value. 
0387 For brightness, the direction is reversed: “-” should 
reduce level to 80% and “-- should increase level to 120%. 

Change Tracking & Version Control 

0388 Basic version control may be provided for cases. 
Every time case text, properties, or captions are edited, a 
historical record of previous version of the case record (and 
caption record) may be updated. 
(0389 Under “Additional Details', provide a link “revision 
history' (for owner or admin) which shows a list of all revi 
sions ordered by date. Each revision may list fields that have 
changed, including the old value and the new value. Next to 
each revision, provide a link “revert to this version” which 
rolls back the changes to that point. 

Structured Diagnoses 

0390 Diagnoses can adhere to a structured keyword list. A 
keyword may be a key phrase (can contain spaces). An author 
can select from dropdown menu or enter a free-text value. 
0391. In addition to structured searching and automatic 
cross-referencing of related cases, an automatic quiz-mode 
may be provided in which the user can try to guess the diag 
nosis (this will be especially powerful when combined with a 
differential database that automatically suggests a list of alter 
native diagnoses). 
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0392 The keyword database may start with a list of all 
diagnoses from an authoritative source. The dropdown menu 
may be filtered by anatomy/pathology choices to only show 
relevant diagnoses. 
0393. The system may allow any number of diagnoses per 
case, not just one. 

Multiple DICOM Queues 
0394 Provide admin interface for creating new queues 
with their own AE TITLE, and controlling access to these 
queues using group membership. Images sent to one queue 
may not be accessible from any other queues. Only members 
of the group associated with a queue may be able to browse 
that queue when assigning images to cases. Users may be able 
to select which queue they want to search from the DICOM 
tab. 
0395 add new admin option: manage DICOM queues 

Manage DICOM Queues 
0396 create new queue named: textfield for name Sub 
mit 
0397) <queue1> 
0398 <queue2> 
0399 <queue3> 
0400 ... list all dicom queues (hyperlink to each queue 
management page, labeled by AE TITLE) 
04.01 Clicking “Submit to create a new queue may create 
the new queue using all default settings, with a hyperlink to 
the queue added to the list, so the user can just click the link 
to go to the queue management page and customize it. 
0402. Each queue management page may look like this: 
breadcrumb: Manage DICOM Queues >Sae title 
0403 Disk space used: show disk space used by this 
queue 
04.04 Total available: . . . 
04.05 <delete selected dicom studies.>(hyperlink to Delete 
page) 
0406 Allow this queue to be accessed by: dropdown 
menu of all groups 

0407. Default choice: All Users 
0408 “Delete Selected DICOM Series' may be aforest of 

all DICOM queues. Specify disk space used for each queue 
separately. An optional URL parameter may be provided to 
specify the AE TITLE of a particular queue, so the user does 
not have to populate the whole forest if the user is navigating 
here from the “Manage DICOM Queue' page. 
04.09 For DICOM tab of case editor, for each DICOM 
queue group that a user is a member of include a checkbox 
with the ae title allowing them to control which queues to 
search over. Default to all checked. 
0410 Enhance automatic purger to handle multiple 
queues. In some embodiments, there may be a single purge 
policy for all queues. 
0411 Add a section at the top of the page (above the Disk 
Usage section): 

Dicom Queues: 
0412 AETITLE PORT ACCESS DELETE 
0413 title 12222 dropdown set to: ALL USERS 
0414 title23333 dropdown set to:TUMOR BOARD 
0415 SAVE CHANGES 
0416. Add Another Queue: 
0417 AETITLE: Port: Access: dropdown ADDI 
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0418 Clicking ADD reloads the page with the new 
queue appearing in the table. 
0419. In the table, the titles and ports can be text fields, 
which is a convenient way for the adminto edit these values. 
0420. The “delete checkbox may be used to remove a 
queue. If the admin tries to delete a queue that is not empty, 
print a message"The user may not delete the queue unless the 
user empties it first.” A queue may be considered “empty” if 
it was cleared out using the “Manually remove selected stud 
ies’, even if there are some undeleted images in cases that 
originated from the queue. Deleting the queue may not affect 
these images. 
0421 Change the name of the space reclaim page back to 
“Manage DICOM Queues’, and change the label of the link 
on the options page. 

DICOM Search Pane 

0422 Preload the form with the most recent N patients, 
opened to the first page. So if the user's exam was recently 
pushed it may be visible immediately. If the search form is 
submitted with all empty values in the “match on fields, treat 
it like “get everything. 
0423. Folder Search 
0424 ability to constrain search to a folder. 
0425 in advanced search, constraint: 
0426 Look in Folder: popup menu of folder choices, 
default ANY search should include subfolders. 
0427. This should also be accessible from folder options 
page: “Search for Cases Under this Folder. 
0428 Lock as Unknown 
0429 Give case authors the option of locking their case in 
unknown mode, which will Support quizzes (user can unlock 
it after the quiz, date is over). Add a checkbox in case editor 
“lock case in unknown mode'. 
0430. Keep Track of Visited Cases 
0431 Keep track of every case a user visits. Have an open 
book icon appear in case abstracts next to those which have 
already been visited. Provide a “markas unread option at the 
case view level. Provide a user option to “mark all cases as 
unread'. 

Additional Info to Explain Some of the Features in One 
Embodiment 

0432 Category Drill-Down 
0433. The system enables users to access cases by drilling 
down through anatomy and pathology categories. At each 
level of the hierarchy, all sub-levels are displayed as links, 
with a magnitude indicator showing how many combined 
cases are available at that Sublevel. Magnitudes may be com 
puted on the fly using a database query, or cached. If cached, 
the cached values may be updated whenever a case is created 
oran existing case is reassigned to a new category or folder. In 
response to clicking a Sublevel while browsing categories, 
each user may be presented a listing of cases which are 
accessible to that user, but not cases which are inaccessible 
(e.g., due to access control settings). This may include cases 
the user owns, cases that are public, and cases that are view 
able by a group the user belong to. Cases which are private or 
shared with groups that the user does not belong to may be 
hidden from view. 
0434. The user may drill down to cases by Anatomy and 
Pathology categories. 
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0435 To the right of each category is a number in paren 
theses, specifying the total number of accessible cases under 
that category. The “Other category lists cases which do not 
match any of the predefined categories. The All' category 
lists all cases by pathology, regardless of anatomy. If there are 
no accessible cases under a particular category, that category 
is omitted from the list. 
0436 The user may click on one of the Anatomy catego 
ries to see a list of Pathology Categories under that anatomy. 
0437. To the right of each pathology subcategory is a num 
ber in parentheses, specifying the total number of accessible 
cases under that category. The "All' category lists all cases 
matching the anatomy, regardless of pathology. If there are no 
cases under a particular category, that category is omitted 
from the list. 
0438. The user may then click on one of the Pathology 
Subcategories to see a list of cases matching both the anatomy 
and pathology. 
0439 For each case in the result list, an abstract may be 
displayed showing the title, case number, patient demograph 
ics, number and modality of images, history, diagnosis, 
author, and date created or last edited. Some of these fields 
may be hidden if the user is in Training Mode. 
0440 By default, cases may be ordered by date. Newest 
and most recently edited cases appear first. The user can 
reorder search results using the “Sort By drop-down menu 
that appears to the right of the results list. The user can order 
results by title, case number, author, or certification status. If 
the user is logged in, an open book icon means that the user 
has previously visited the case, whereas a closed book icon 
means that the user has never visited the case before. The user 
can reset the user's visitation stats from the Options menu. 
0441. A visual indicator (e.g., a green checkmark) next to 
a case title may indicate that the case has been Certified. 
0442. The search results may only include cases which are 
accessible by the user. Cases which are private or shared with 
groups that the user does not belong to may not be returned. 
0443) The user may then click on one of the cases abstracts 
to see the full case view. 
0444. A breadcrumb trail above the case title may show 
the full path to the case. Clicking on any of the links in the 
breadcrumb trail will take the user back to the category list 
ing. Clicking on the Prey and Next links may cycle through 
the cases in the list. 
0445. The case view displays all fields associated with the 
case, including author, patient history, images and captions, 
findings, diagnosis, discussion, and references. If there is no 
text for a particular field, that field may be omitted from the 
case view. The user can also see comments left by users who 
have visited the case. The Additional Details section at the 
bottom of the case includes the case number, date that the case 
was last updated, anatomy and pathology categories, modali 
ties, exam date, access level, keywords, and number of times 
the case has been viewed. 
0446 Basic Search may allow the user to perform a full 
text query on any of the text fields in the case, including the 
case number, title, keywords, history, findings, diagnosis, 
discussion, references, image captions, and comments. To 
limit a user's search to only specific fields, or to filter cases on 
properties such as modality, author, age, gender, or exam date, 
see the section on Advanced Search. To perform a basic 
search, the user may enter a case number or search terms in a 
text box. The system may return the case matching the case 
number, or a list of all cases matching the search terms or that 
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was entered. Cases which contain the search String embedded 
in a larger word are also returned. For example, “endo' will 
match cases containing "endometrial.” “endosteal.” and even 
“tendons. To limit the user's results to cases matching an 
exact phrase, Surround the user's search terms in quotes. For 
example, "left lung with quotes will not match a case con 
taining the text masses in the left and right lung, whereas left 
lung without quotes will match the case, even though the 
words are not immediately adjacent. If the user is logged in, 
choose whether to search in All Cases or My Cases. Choosing 
“My Cases’ will constrain the search to only those cases 
which the user own. The default is "All Cases”. 
0447 The Advanced Search form may allow the user to 
construct a query over any combination of attributes. The 
Advanced Search Form may contain a large number of 
parameters that allow the user to constrain the search by 
various case attributes. If a parameter does not appear in the 
user's search form, it is because that attribute has been dis 
abled by the administrator. All parameters are optional, and if 
the user leaves a specific parameter in its default setting, it 
will not affect the user's search. The search engine may per 
form a Logical AND over the user criteria, search, meaning 
that a candidate case must match ALL specific criteria or it 
will not be included in the search results. 
0448 Example elements are: 
0449 Text match Enter a word or phrase to look for. 
0450 Match on. If performing a text match, use the 
checkboxes to select which case elements to include in the 
search. Uncheck those boxes which the user does not want to 
match. This gives the user more control than the Basic Search. 
For example, if the user wants cases whose diagnosis is pneu 
monia but not cases which happen to mention pneumonia 
Somewhere in the text, enter pneumonia in the text matchbox 
and uncheck all the checkboxes except Diagnosis. Use the 
“Select all checkbox as a shortcut for selecting or deleting all 
the elements at once. 
0451) Owned by Enter the login ID of a user to constrain 
the user's search to cases owned by that user's account. Note: 
if the user is looking for cases authored by a specific user, the 
user should leave this field blank and use the Authored by 
field instead. If the user does not know the user's login ID, the 
user can use the “Find User' link to look up the user by name 
(in a different window), then enter the login ID here. 
0452 Authored by Enter the login ID of a user to con 
strain the user's search to cases by a specific author. If the user 
doesn't know the user's login ID, the user can use the “Find 
User' link to look up the user by name. 
0453 Last Updated To find cases which were created or 
updated on a specific date, choose 'ON' in the first drop-down 
list, and specify a day, month, and year. The user may also find 
older cases using BEFORE and newer cases using AFTER. 
0454 Anatomy. To constrain the search to a specific 
anatomy, select a category from the drop-down list. These 
categories correspond to the top-level categories in the Case 
Manager. 
0455 Pathology. To constrain by pathology, select a cat 
egory from the drop-down list. If the user specifies a Pathol 
ogy without an Anatomy, the user can find cases matching 
that pathology regardless of anatomy. 
0456 ACR Code(s)—If the user's institution uses Ameri 
can College of Radiology (ACR) codes, the user can enter 
them here. These may not be widely used, and the user might 
get more hits by using the Anatomy and Pathology drop-down 
CUS. 
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0457 Modalities—Click one or more checkboxes to con 
strain the search to cases containing specific modalities. If the 
user specifies more than one modality, the search results will 
include cases containing any of the selected modalities. For 
example, if the user clicks “MR'' and “CT, the user will get 
cases containing either an MR image, a CT image, or both. 
0458 Patient Information. The user may constrain the 
search to patients in a specific age range or gender. If the 
user's system is configured to allow patient names and medi 
cal record numbers, the user can enter those attributes to look 
up cases associated with a specific patient. This feature may 
be disabled by the user's administrator. 
04.59 Exam Date This field allows the user to search for 
cases based on the date of the exam (if it was entered by the 
case author). To find cases whose exam occurred on a specific 
date, choose 'ON' in the first drop-down list, and specify a 
day, month, and year. The user may also find cases whose 
exam occurred BEFORE or AFTER the specified date. 
0460 Certification Status To find only cases that have 
been approved by an authority, select Certified from the 
drop-down menu. To find only uncertified cases, select 
Uncertified. For more information, see Certifying Cases. 
0461) Private or Shared Search in “All Cases” or “My 
Cases 

0462. If the user is logged in, choose whether to search in 
All Cases or My Cases. Choosing “My Cases will constrain 
the search to only those cases which the user owns. The 
default is “All Cases. 
0463 Training Mode allows the user to view cases as 
unknowns, and sequentially reveal case text in stages, for 
example: 
0464 1. View as Unknown Patient demographics and 
history are displayed, but the case title and other fields are 
withheld. Images are displayed with no captions. The user can 
study the images and try to identify the findings. 
0465 2. Reveal Findings & Captions—The use can read 
the findings text and try to predict the diagnosis. If the case 
contains annotated images showing the findings, they will 
appear as well. This stage is skipped if the case contains no 
captions or findings text. 
0466 3. Reveal Full Case The entire case is displayed, 
revealing the diagnosis and discussion. 
0467 Training Mode is useful for self testing, as well as 
for conferences, allowing the presenter to control the infor 
mation displayed to the audience. 
0468. To turn training mode on, use the control on the right 
side of the screen above the navigation bar: 
0469. With training mode is on, whenever the user per 
forms a search or drill down to a list of cases, the case titles 
may be replaced by case numbers, allowing them to be 
explored as unknowns: 
0470 When the user navigates to a case with training 
mode on, it is first displayed in Unknown mode. The training 
stage controller appears above the case, allowing the user to 
traverse to the next stage. 
0471) If the case has findings and/or captions, the user can 
click on “Reveal Findings & Captions' to view them. Cap 
tions may appear beneath each image, and Findings text may 
appear at the bottom of the case. If the author included anno 
tated images showing the findings, they may also appear at 
this stage. 
0472 Click on “Reveal Full Case' in the training stage 
controller above the case to see the title, diagnosis, and dis 
cussion. 

Jul. 26, 2012 

0473. If there are more cases, the user can visit the next 
case by clicking on “Next to the right of the breadcrumb trail, 
and the next case will appear in Unknown mode. Training 
mode will stay on until the user click “Turn Off in the 
controller above the navigation bar. 

Posting Comments 

0474 The user can post comments to any case. Comments 
can be either public (viewed by anyone) or private (viewable 
by only the comment author). Comments are useful for leav 
ing searchable notes about a case, leaving feedback for the 
case author, starting a general discussion, pointing out addi 
tional findings, or questioning the validity of the case. 
Depending on how the system is configured, the owner of a 
case may receive an email every time a comment is posted to 
his case. 
0475. In an example embodiment, to post a comment: 
0476 1. Be sure that the user is logged in and Training 
Mode is turned off. 
0477 2. Click on “post a comment” which appears near 
the end of the case, above “Additional Details': 
0478. 3. The comment form appears, allowing the user to 
enter text and select Public or Private. If the user chooses 
Public, all users visiting the case will see the comment. 
0479. 4. Click “Submit Comment. The comment is now 
attached to the case. 

Method for Presenting Cases at Conferences or Rounds 
0480 Institutions often have weekly conferences where 
residents and staff meet to go over educational cases. Rather 
than creating PowerPoint presentations, the user may present 
cases directly from the teaching file system. By using the 
teaching file manager to host the conferences, the user avoids 
incurring the overhead of creating PowerPoint presentations, 
and the user may have a historical record of all case presen 
tations. 

0481 1. Have the administrator create a top level folder 
called “Conferences'. 
0482 2. Under the Conferences folder, create a subfolder 
for each conference date. 

0483 3. During the week, whenever someone encounters 
an interesting case, they can copy it into the folder for pre 
sentation at the weekly meeting. 
0484. 4. When the conference begins, project the teaching 

file system directly on the display Screen, turn on Training 
Mode, and navigate to the conference folder. 
0485 5. If the user's cases contain patient identifiers, the 
user may want to keep them hidden for the conference. They 
are hidden by default. The user can toggle identifiers by 
clicking “hide/show identifier to the right of the patient 
information. 
0486 6. During the meeting, each participant can come 
forward in turn and click on their case. With training mode on, 
the presenter can discuss the case as an unknown and quiz the 
audience on the findings. 
0487 7. The presenter may use Full Screen mode for opti 
mal presentation of images. 
0488. If a user's PACS workstation or modality is config 
ured to send studies to the teaching file server, then the user 
can avoid having to export files and upload them as separate 
steps. Once a study is in the teaching file's DICOM queue, the 
user can access the study from within the Enhanced Case 
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Editor, browse the stack of images, adjust window/levels, and 
add selected images to the case. 
0489. Because of the asynchronous nature of the case edi 

tor, the user does not have to wait for some parts of the 
application to finish loading before doing workin other parts. 
For example, while waiting for the DICOM tab to finish 
loading, a user can enter Some case properties (such as a title). 
When the “DICOM' lettering turns black, the user will be 
able to click on it to access the DICOM tab. 

0490 A user can search by first name, last name, patient 
number, or accession number. The user doesn't need to enter 
the entire search String—a user can search by prefix. For 
example, “Jo” in the last name field will match “Jones' and 
“Johnson’. Note that a user may not be able to query the 
PACS directly—the user must first push a study to the teach 
ing file's DICOM queue before the user can access it here. 
0491. The DICOM interface may automatically show 
patients in the queue. Results may be listed by patient in the 
order they were received in the queue (most recent appearing 
first). Under each patient is a list of exams, showing the 
accession number, exam description, and exam date. Under 
each exam is a list of series, showing series number, size, and 
the date and time the series was pushed to the teaching file 
SeVer 

0492. The DICOM viewer may support the following 
operations: 
0493 Scroll up and down through the image stack: posi 
tion the mouse over the image and use the user's Scroll wheel. 
A user can also click prev/next or drag the slider control. 
0494 Adjust the window/level: enter new numeric win 
dow/level values in the textboxes and press Adjust W/L. To 
increase contrast, entera narrower window value. To increase 
brightness, enter a higher level value. Use the radio buttons to 
specify whether to apply the new W/L to the current slice or 
the entire series. If the series is large, it may take several 
seconds for the entire series to be adjusted. A user can also use 
the presets in the dropdown menu if any are available (cur 
rently, only CT presets are Supported). A user can return to the 
original W/L settings using the “Image Defaults’ preset. 
0495 Add an image to a case: scroll to the image the user 
want to add, adjust the W/L if desired, then press Add to 
Case'. The Editor may immediately switch to the Case 
Images tab. After a few seconds, the new image will appearin 
the tab above any existing images. A user can then enter a 
caption. See Managing Case Images for more options. If the 
user wants to add additional images, click on the DICOM tab 
and repeat the process. 
0496 When an image is first added to the case, the 
DICOM header information is automatically imported into 
case properties. For Subsequent images, if there are any con 
flicts in DICOM properties from the currently populated val 
ues, a popup window appears which shows values extracted 
from the DICOM header, including patient name, patient 
number, sex, age, study date, and modality. The right column 
shows the current value of the properties in the case, if they 
exist. If a user wants to avoid overwriting any existing case 
properties, uncheck those fields the user want to keep 
unchanged. When the resolver is submitted, the editor may 
switch to the Case Properties tab, with the new property 
values filled in where appropriate. 
0497. Once a user has added images to the case using the 
upload method or the DICOM method, a user can edit image 
captions, reorder images in the case, delete images, and con 
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trol when each image is displayed during training mode. For 
each image, a user may edit the following properties: 
0498 Caption: enter a new caption, or edit the existing 
caption. Caption text is indexed by the search engine just like 
other case text fields. The user can choose to entera paragraph 
of image findings here, or limit captions to descriptive labels 
(e.g. “Axial T2). Captions will not be displayed when the 
case is being viewed in Unknown Mode, so it is safe to 
describe findings here if the user choose to do so. The user 
does not need to enter figure numbers, as they will be auto 
matically generated when the user save the case. 
0499 Display: control when an image is displayed. The 
default value is Always, which means that the image will 
appear regardless of what stage of training mode the user is in. 
Other choices are to hide until various stages of the case are 
revealed (e.g. Findings, Diagnosis, Discussion). 
0500 Order: enter a different sequence number to change 
the order of an image. A user may enter a fractional number to 
move an image between two other images. For example, a 
user can enter "2.5" to have the image appear between current 
images 2 and 3. The system will automatically adjust the 
figure numbers to accommodate the new ordering. 
0501) Delete: click the checkbox to remove an image from 
the case. When a user submits the form, the image will be 
irrevocably deleted from the repository. 

Certifying a Case 

0502 Cases can be certified by qualified personnel to con 
firm their accuracy and quality. In search results, certified 
cases may appear before non-certified cases, and they are 
marked with a visual icon (e.g. a green checkmark). The 
identity of the person who certified the case appears in the 
case. Depending on an institution's teaching file certification 
policy, the administrator may be able to grant the user Certi 
fier privileges. If a user has been assigned the role of Certifier, 
the user will see a “Certify” link on the right side of the title 
bar of every non-certified case. After reviewing the case to 
determine its accuracy and quality, if a user decides to certify 
the case, simply click the Certify link and then confirm the 
user's intent to certify the case by clicking CERTIFY. The 
case will now appear as certified to all users who view it. If the 
case is ever edited, the certification status may reset to uncer 
tified. If a certified case is edited, it may lose its certification 
status. Depending on the policy configured by the system 
administrator, ownership of certified cases may be automati 
cally transferred away from the author to preserve certifica 
tion status. 

Shared Folders 

0503 Users may store references to cases in hierarchical 
folders, and share these folders with other users using the 
group-level access control. Each user may have an individual 
home folder. There may also be a top level folder controlled 
by the administrator. Folders may have user-assignable 
names and text descriptions, which can be searched on. If a 
user keeps the folder Readable By “Owner Only', then 
nobody else will be able to view the folder (if they visit the 
parent folder, they will see a message explaining that there is 
a “hidden subfolder). If a user makes a folder Readable By 
“All Users” (or a group), then other users may be able to view 
the contents of the folder. Note: if a user chooses to share the 
folder, it is located in a folder which is accessible by its 
intended users. For example, if a user makes the folder read 
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able by All Users', but it resides in a folder that is readable 
by “Owner Only', no one will be able to access it. If a user 
keeps the folder Writable By “Owner Only', then nobody else 
will be able to alter the contents of the folder. If a user makes 
a folder Writable By other users, they may be able to perform 
the following actions: 

0504 
0505 
0506 
folder 

0507 However, they may not be allowed to performany of 
these operations: 

Add and remove cases from the folder 
Add subfolders to the folder 

Remove subfolders that they have added to the 

0508 Delete the folder or move it to a different location 
(0509 Rename the folder or edit its description 
0510 Change the folder's permission settings 
0511 Reorder the folder contents 

0512 Only the owner or the administrator may be able to 
perform those privileged operations. 
0513. When sharing folders, a user may share with all 
users, or members of a group. The dropdown menu may 
display all groups that the user is a member of See Managing 
Groups for more information on creating and participating in 
groups. 

0514. A user may add cases to any folder that is writable 
by the user's account. This includes folders the user has 
created, publicly writable folders, and folders that are writ 
able by groups the user belongs to. 
0515 Removing a case from a folder or deleting the folder 
may have no effect on the case itself. A particular case may be 
referenced from any number of folders. 
0516. When a user adds cases to a folder that is owned by 
another user, the folder's owner may remove the user's cases 
if he or she wants to. 

0517. A user may add multiple cases at a time to a folder 
whenever a user is viewing a list of cases, including: 

0518 search results 
0519 a list of cases by category (e.g. “Lung >Neo 
plasm) 

0520 the contents of another folder 
0521. Once the reference to a case is added to a folder the 
Additional Details section of the case view will provide links 
to all the folders the case is referenced in. 

0522. When changing properties of a folder, if the folder 
contains cases and/or subfolders, specify whether the new 
permissions should apply to this folder only (default), or to 
the contents of the folder. If a user chooses to apply the 
changes to Subfolders, it may recursively change the permis 
sions of all folders owned by the user which reside underneath 
this folder. Subfolders owned by other users will not be 
affected (unless the user is an administrator). If a user applies 
the changes to cases as well, the permissions of all the cases 
that a user owns which are referenced by any of the subfolders 
may be recursively changed. Other user's cases will not be 
affected. 

Groups 

0523 End-users may create a new group. From the Create 
New Group form, enter a name for the new group, and click 
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the checkboxes next to the users who the user wants to add to 
the group. A user can now share cases and share folders with 
the new group. 

Publishing Cases to a Public Teaching File Server 
0524 Publishing allows a user to send copies of the user's 
cases to other teaching file servers that reside outside the 
hospital firewall so they can be viewed by the public. When a 
user publishes a case, patient identifiers may be withheld 
from the case fields (althoughauser still need to be careful not 
to publish screen shots containing patient identifiers). The 
system may be configured to allow publishing to one or more 
destinations, including possibly a publicly accessible teach 
ing file server managed by the user's institution. To determine 
whether or not a user account is enabled for publication, visit 
one of the user's cases and look for the "Publish’ link in the 
case title bar. If it does not appear, it means that a user does not 
have publication privileges, in which case the user may con 
tact the administrator for help publishing. A user may publish 
a case if (1) a user has write permissions on that case and (2) 
a user's account has been granted publication privileges. To 
publish a case visit the case a user wants to publish, and click 
the “Publish’ link in the case title bar. From the publication 
form, a user may be prompted to select from a menu of 
possible destinations. If a user does not see a destination 
menu, it means that there is only one possible destination. 
Enter the login credentials of an account on the destination 
server, and submit. The published cases are available on the 
destination server. They may be owned by the account which 
the user specified in the publication form. 
0525) To publish multiple cases at once, add them to a 
folder, and then publish the contents of the folder, using an 
interface similar to that described for publishing a single case. 

Exporting Cases as HTML for Viewing Offline 
0526 Auser can export cases as standalone HTML, which 
the user can save to a disk for accessing when the user is not 
connected to the intranet. For example, a user can use this to 
save cases for presenting at a conference, or to study at home. 
A user may only export cases which are writable by the user's 
account. Exported cases may be packaged in a container, Such 
as a Zip file, which enables a user to download multiple files 
in a single operation. Once published, click on the case link to 
view a user's offline copy of the exported case. To export 
multiple cases at once, add them to a folder, and then export 
the contents of the folder. This may export all cases in the 
folder that are writable by the user's account. If the folder 
contains cases which are not writable by the user, they will be 
skipped. The published cases are contained in a zip file. The 
Zip file contains an HTML index page with links to all the 
published cases. 

Special Privileges 

0527 Certification this feature may allow an admin 
istrator to designate users as certifiers (reviewers). Users 
who have become certifiers may see a “Certify” link in 
the title bar of cases that they view. Certifiers can click 
the option to designate that the case meets the institu 
tion's quality standards. The case may be marked with a 
green checkmark to indicate that it has been certified 
(and the name of the certifier will appear at the bottom of 
the case). If a certified case is Subsequently edited, it 
loses its certified status and must be recertified. To grant 
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certification privileges to users, the admin selects the 
checkbox next to each user. Deselect a checkbox to 
remove certification privileges. To make the certification 
workflow more useful the administrator can automati 
cally set up a change of ownership once a case is certi 
fied. Ownership can be transferred to the user who is 
actually certifying the case, or ownership can be trans 
ferred to a designated user. To set the change of owner 
ship status select one of the radio buttons and click the 
Update Policy button. Enter the user login ID in the free 
text field to designate a specific user. The current owner 
of the case will get an email announcing the case has 
been certified and ownership has been transferred. 

0528 Publication this feature may allow the admin 
istrator to control which users are able to publish cases 
outside the user's institution to the World Wide Web. 
There are three policy options: 

0529 Disable Publication 
0530 Enable All Users to Publish 
0531. Allow Members of Publishers group to publish 

0532. If the administrator selected the third option, then 
the administrator can control which users are able to publish 
by checking the box next to the user's name and clicking 
UPDATE MEMBERSHIP 

0533. An administrator can use the “Grant Special Privi 
leges: Authors' option to transfer authorship privileges 
between accounts. For example, if some residents rotate out 
of the department, the user can transfer their privileges to new 
residents. Accounts which lose authorship do not lose their 
cases or login ability, they just lose the ability to create or edit 
CaSCS. 

0534. To remove author privileges from one account and 
assign it to another, simply uncheck the checkbox next to the 
account losing authorship, and check the checkbox next to the 
account that an administrator wants to have authoring privi 
leges. Click UPDATE MEMBERSHIP to save the user's 
changes. The administrator will not be able to save changes if 
the number of checked accounts exceeds the author limit. 

System Commands: 

0535 Reclaim Space from the DICOM Queue The 
administrator can manually clear out unused studies 
from the queue or have the system automatically purge. 
To automatically set purging, under 'Automatic Purg 
ing, enter the number of days a study shall remain in the 
queue before it gets deleted. If a study has an image 
being used in a teaching file case then the system will not 
delete any of the images from that study. Automatic 
purging only deletes Studies where none of the images 
are being used in a teaching file case. The automatic 
purge can also be turned off. 

0536 Under “Manual Purging, the administrator can 
manually purge unused studies by setting the number of days 
a study has been in the queue and then clicking PERFORM 
PURGE NOW. Like for automatic purging, if a study has an 
image being used in a teaching file case then the system will 
not delete any of the images from that study. Manual purging 
may only delete studies where none of the images are being 
used in a teaching file case. 
0537. The administrator can also manually delete studies 
under “Manually Delete Selected Series”. Use the tree menu 
to select the study to delete, and then click DELETE 
SELECTED SERIES. When the user manually delete a study 
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all images not contained in a teaching file case will be 
removed. This is different from purging where all images 
from a used study remain. 

0538 Configure Case Fields—this feature may give the 
user fine-grained control over each of the fields associ 
ated with a case. To configure case fields select from the 
drop down menus next to the field names and click 
SUBMIT when finished. For each field, the user can 
choose one of the following settings: 

0539. Optional Field appears in case edit form and 
advanced search form. Case authors may choose to leave 
it blank. 

0540 Required Field appears in the case edit form and 
advanced search form. Case authors must Supply a 
value. Submitting a case with a required field left blank 
will result in an error message to the case author. Case 
Edit form identifies required fields with a red asterisk. 

0541 Disabled Field does not appear in case edit form 
or advanced search form. Field is omitted from case 
views (even if the field is already populated for existing 
cases). 

0542 Export All Cases—Clicking this option may 
cause a Zip file containing all cases in the repository to be 
created. The zip file may contain static html versions of 
the cases in MyPACS. 

0543 View Schemas—Provides a view of the database 
tables that are used by MyPACS to model the user's data. 

(0544 View Stored Deleted Cases. This option will 
only show up if the option to store deleted cases for 
review is checked under Other Configuration Settings 
(see below). If the option is turned on, deleted cases are 
added to a queue which the administrator can review by 
clicking on this option. To reclaim space, the user can 
use the checkbox control to irrevocably purge deleted 
cases from the system. To undelete a case, click on the 
case and click Restore in the case title bar. 

(0545) System Information Provides 
about the current version, including: 

0546 Version number and License information 
0547 Number of Cases, Images, and Users in the 
Repository 

information 

0548 Author limit and number of author slots currently 
assigned. 

0549. Accounts which have Administrator privileges 
0550 All user sessions that have been logged for the 
current day 

0551. Other Configuration Settings—This form allows 
the user to control several local configuration settings, 
including: 

0552. Set the local contact email, which will appear in 
several places such as the Account Registration page. 

0553 Activate the signup alert emailer, which sends an 
email to the local contact address whenever a new user 
signs up. 

0554 Set the validation password, which users must 
enter to sign up for a new account. By unchecking the 
require box, users can sign up without using the pass 
word. 

0555 Suppress display of source institution for cases 
published to this installation. If the user open the user's 
system for receiving published cases, checking this box 
will cause the source institution to be hidden (this is 
useful if all the user's published cases are coming from 
a single institution). 
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0556 Store deleted cases for administrative review. 
Checking this option may cause cases to be saved in a 
special queue when they are deleted. The administrator 
can undelete or purge cases using the View Stored 
Deleted Cases system command (see above). 

0557. Automatically grant author privileges to new 
users if under the author limit. This may allow all new 
users to begin creating cases immediately. Uncheck this 
box to require the adminto assign authorship privileges 
tOneWuSerS. 

0558 As such, then, some embodiments of the invention 
may provide several advantages to a user of a computing 
device seeking to view and manipulate medical data, Such as 
medical images and medical case files. Embodiments of the 
invention may provide users with medical images of an 
enhanced resolution Such that users may Zoom in on and 
otherwise manipulate images while limiting problems with 
pixelization and distortion of images. Some embodiments of 
the invention may provide users with the ability to generate 
medical case files from an electronic message. 
0559. Many modifications and other embodiments of the 
inventions set forth herein will come to mind to one skilled in 
the art to which these inventions pertain having the benefit of 
the teachings presented in the foregoing descriptions and the 
associated drawings. Therefore, it is to be understood that the 
embodiments of the invention are not to be limited to the 
specific embodiments disclosed and that modifications and 
other embodiments are intended to be included within the 
Scope of the appended claims. Moreover, although the fore 
going descriptions and the associated drawings describe 
exemplary embodiments in the context of certain exemplary 
combinations of elements and/or functions, it should be 
appreciated that different combinations of elements and/or 
functions may be provided by alternative embodiments with 
out departing from the Scope of the appended claims. In this 
regard, for example, different combinations of elements and/ 
or functions than those explicitly described above are also 
contemplated as may be set forth in some of the appended 
claims. Although specific terms are employed herein, they are 
used in a generic and descriptive sense only and not for 
purposes of limitation. 
What is claimed is: 
1. A method comprising: 
receiving an electronic message including a medical image 

from a picture archiving and communication system 
client; 

parsing a Subject line and body of the electronic message to 
extract text data included in the electronic message; 

parsing a header associated with the medical image to 
determine one or more properties of the medical image: 

generating a medical case file comprising the medical 
image; and 

populating one or more fields of the medical case file with 
the extracted text data and the determined properties. 

2. A method according to claim 1, wherein the one or more 
fields of the medical case file define one or more of diagnostic 
data, medical image modality data, or patient demographic 
data. 

3. A method according to claim 1, wherein the text data of 
the electronic message is at least partially formatted in a 
markup language, wherein one or more segments of the text 
data are delimited by one or more tags defining fields of the 
medical case file with which each delimited segment of text 
data is associated; and wherein: 

27 
Jul. 26, 2012 

parsing the body of the electronic message comprises pars 
ing the body of the electronic message to extract the one 
or more delimited segments of text data and to determine 
a field of the medical case file with which each extracted 
delimited segment of text data is associated based at 
least in part upon the tags that delimit each segment of 
text data; and 

populating one or more fields of the medical case file 
comprises populating each field with which an extracted 
delimited segment of text data is associated with the 
associated segment of text data. 

4. A computer program product comprising at least one 
non-transitory computer-readable storage medium having 
computer-readable program instructions stored therein, the 
computer-readable program instructions comprising: 

a program instruction for receiving an electronic message 
including a medical image from a picture archiving and 
communication system client; 

a program instruction for parsing a subject line and body of 
the electronic message to extract text data included in the 
electronic message; 

a program instruction for parsing a header associated with 
the medical image to determine one or more properties 
of the medical image; 

a program instruction for generating a medical case file 
comprising the medical image; and 

a program instruction for populating one or more fields of 
the medical case file with the extracted text data and the 
determined properties. 

5. A computer program product according to claim 4. 
wherein the one or more fields of the medical case file define 
one or more of diagnostic data, medical image modality data, 
or patient demographic data. 

6. A computer program product according to claim 4. 
wherein the text data of the electronic message is at least 
partially formatted in a markup language, wherein one or 
more segments of the text data are delimited by one or more 
tags defining fields of the medical case file with which each 
delimited segment of text data is associated; and wherein: 

the program instruction for parsing the body of the elec 
tronic message comprises instructions for parsing the 
body of the electronic message to extract the one or more 
delimited segments of text data and to determine a field 
of the medical case file with which each extracted delim 
ited segment of text data is associated based at least in 
part upon the tags that delimit each segment of text data; 
and 

the program instruction for populating one or more fields 
of the medical case file comprises instructions for popu 
lating each field with which an extracted delimited seg 
ment of text data is associated with the associated seg 
ment of text data. 

7. An apparatus comprising a processor configured to: 
receive an electronic message including a medical image 

from a picture archiving and communication system 
client; 

parse a Subject line and body of the electronic message to 
extract text data included in the electronic message; 

parse a header associated with the medical image to deter 
mine one or more properties of the medical image: 

generate a medical case file comprising the medical image: 
and 

populate one or more fields of the medical case file with the 
extracted text data and the determined properties. 
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8. An apparatus according to claim 7, wherein the one or delimited segments of text data and to determine a field 
more fields of the medical case file define one or more of of the medical case file with which each extracted delim 
R medical image modality data, or patient ited segment of text data is associated based at least in 
Saccording to claim 7, wherein the text data E. upon the tags that delimit each segment of text data; 

of the electronic message is at least partially formatted in a al 
markup language, wherein one or more segments of the text populate one or more fields of the medical case file by popu 
data are delimited by one or more tags defining fields of the lating eachfield with which an extracted delimited segment of 
medical case file with which each delimited segment of text text data is associated with the associated segment of text 
data is associated; and wherein the processor is configured to: data. 

parse the body of the electronic message by parsing the 
body of the electronic message to extract the one or more ck 


