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(57) ABSTRACT 

A System and method for providing on-line, real-time, 
transparent data migration from an existing Storage device to 
a replacement Storage device. The existing and replacement 
Storage devices are connected as a composite Storage device 
that is coupled to a host, network or other data processing 
System. The replacement Storage device includes a table 
which identifies data elements that have migrated to the 
replacement Storage device. When a host System makes a 
data transfer request for one or more data elements, the 
replacement Storage device determines whether the data 
elements have been migrated. If the data elements have 
migrated, the replacement Storage device responds to the 
data transfer request independently of any interaction with 
the existing Storage device. If the data elements have not 
migrated, the replacement Storage device migrates the 
requested data elements and then responds to the data 
request and updates the data element map or table. When not 
busy Servicing other requests, the replacement Storage 
device operates in a background mode to migrate data 
elements So the data migration can occur concurrently with 
and transparently to System operations. 
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SYSTEMAND METHOD FOR ON-LINE, REAL 
TIME, DATA MIGRATION 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This is a continuation-in-part of co-pending appli 
cation for U.S. Pat. Ser. No. 08/522,903 filed Sep. 1, 1995 
for a System and Method for On-Line, Real Time, Data 
Migration. 

BACKGROUND OF THE INVENTION 

0002) 1. Field of the Invention 
0003. This invention relates to data storage systems and 
more particularly, to a System and method for on-line 
replacement of an existing data Storage Subsystem. 
0004 2. Description of Related Art 
0005 Data processing centers of businesses and organi 
Zations Such as banks, airlines and insurance companies, for 
example, rely almost exclusively on their ability to acceSS 
and process large amounts of data Stored on a data Storage 
device. Data and other information which is typically Stored 
on one or more data Storage devices which form part of a 
larger data Storage System is commonly referred to as a 
database. 

0006 Databases are nearly always “open' and constantly 
“in use” and being accessed by a coupled data processing 
system, central processing unit (CPU) or host mainframe 
computer. The inability to access data is disastrous if not a 
crisis for Such busineSS and organizations and will typically 
result in the busineSS or organization being forced to tem 
porarily cease operation. 
0007. During the course of normal operations, these 
businesses and organizations must upgrade their data Storage 
devices and data Storage Systems. Although Such upgrading 
Sometimes includes only the addition of data Storage capac 
ity to their existing physical Systems, more often than not 
upgrading requires the addition of a completely Separate and 
new data Storage System. In Such cases, the existing data on 
the existing data Storage System or device must be backed up 
on a separate device Such as a tape drive, the new System 
installed and connected to the data processing unit, and the 
data copied from the back-up device to the new data Storage 
System. Such activity typically takes at least two days to 
accomplish. If the conversion takes more than two days or 
if the busineSS or organization cannot withstand two days of 
inoperability, the need and desire to upgrade their data 
Storage System may oppose an insurmountable problem. 
0008 Some prior art data copying methods and systems 
have proposed allowing two data Storage Systems of the 
Same type, a first System and a Second System, to be coupled 
to one another, and allowing the data Storage Systems 
themselves to control data copying from the first to the 
Second System without intervention from or interference 
with the host data processing System. See for example, the 
data Storage System described in U.S. patent application No. 
08/052,039 entitled REMOTE DATA MIRRORING, fully 
incorporated herein by reference, which describes one Such 
remote data copying facility feature which can be imple 
mented on a Symmetrix 5500 data storage system available 
from EMC Corporation, Hopkinton, Mass. 
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0009. Although such a system and method for data copy 
ing is possible, in most instances, the first and Second data 
Storage Systems are not of the Same type, or of a type which 
allow Such a “background' data migration to take place 
between the two data Storage Systems, unassisted by the host 
and while the database is open. Additionally, even on Such 
prior art data Storage Systems, migrating data as a “back 
ground” task while the database is "open' does not take into 
account the fact that the data is constantly changing as it is 
accessed by the host or central processing unit and accord 
ingly, if the old System is left connected to the host, there 
will always be a disparity between the data which is stored 
on the old data Storage System and the data which has been 
migrated onto the new data Storage System. In Such cases, 
the new data Storage System may never fully "catch up' and 
be able to be completely Synchronized to the old data Storage 
System. 

0010. Accordingly, what is needed is a system and 
method for allowing data migration between a first data 
Storage System and a Second data Storage System while the 
database is open and in real-time, completely transparent to 
the host or data processing unit. 

SUMMARY 

0011. This invention features a system and method for 
providing on-line, real-time, transparent data migration 
between two data Storage devices. The System includes a 
first data Storage device which was previously coupled to an 
external Source of data including a data processing device 
Such as a host computer, or a network which may be 
connected to a number of data processing devices Such as a 
number of host computers. The data processing device Such 
as a host computer reads data from and writes data to the 
data Storage device. The first data Storage device initially 
includes a plurality of data elements currently being 
accessed by the data processing device. 
0012. At least one second data storage device is provided 
which is coupled to the first data Storage device and to the 
data processing device, for Storing data elements to be 
accessed by the data processing device. The Second data 
Storage device preferably includes a data element map 
including at least an indication of whether or not a particular 
data element is Stored on the Second data Storage System. 
0013 In one embodiment, the second data storage system 
independently migrates data from the first to the Second data 
Storage System independent of the Source. In another 
embodiment, the Second data Storage System is responsive to 
the external Source, for migrating data from the first to the 
Second data Storage System. 
0014. In yet another embodiment, the data processing 
device issues a data read request (in the case of a read data 
operation), or a data write command (in the case of a write 
operation). The request is received by the Second data 
Storage device. In the case of a read operation, Second data 
Storage device examines the data map or table to determine 
whether or not the data has been migrated to and is Stored on 
the Second data Storage device. If it is determined that the 
data is Stored on the Second data Storage device, the data is 
made available to the requesting device. 
0015 If the data is not stored on the second data storage 
device, the Second data Storage device issues a data request, 
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in the form of a read data command, to the first data Storage 
device, obtains the data and makes the data available to the 
requesting device. The data received from the first data 
Storage device is also written to the Second data Storage 
device and the data map updated. 

0016. In the case of a write operation, one embodiment 
contemplates that if the data received from the data proceSS 
ing device is destined for a location on the data Storage 
System that has not yet been copied or migrated from the 
older or first data Storage device (a data storage location 
marked in the data map as need to migrate), and the data 
is not a full or complete data element (for example, not a 
full track of data) the write operation is Suspended, the 
“complete' data element from the corresponding location (a 
full track’ for example) on the first data storage device is 
read into the cache memory on the Second data Storage 
device, the in-cache flag or bit Set, the data Storage location 
marked or identified as write pending, and the write 
operation resumed meaning that the data will be written to 
and over the full track of data now stored in the cache 
memory of the Second data Storage System. In other embodi 
ments, the older data may not be retrieved from the first or 
older data processing device if the new data to be written is 
known to be a complete data element (a full track for 
example). 

0.017. When the second data storage device is not busy 
handling data read or write requests from a coupled data 
processing device, Such as a host computer, the Second data 
Storage System examines its data map/table to determine 
which data elements are resident on the first data Storage 
device and are not stored on the Second data Storage device. 
The Second data Storage device then issues read requests to 
the first data Storage device requesting one or more of those 
data elements, receives the data, writes the data to the Second 
data Storage device and updates the data map/table to 
indicate that the data is now Stored on the Second data 
Storage device. 

0.018. In this manner, there is no need to perform time 
consuming off-line data migration between first and Second 
data Storage devices but rather, the data copying or migration 
can occur in real-time, while the data Storage devices are 
on-line and available to the host or other requesting device, 
and completely transparent to the coupled data processing 
device. 

0019. In the preferred embodiment, the second data stor 
age device further includes or is coupled to a data Storage 
device System configuration device, Such as a computer, 
which provides configuration data to the data element map 
or table on the Second data Storage device, allowing the 
Second data Storage device to be at least partially configured 
in a manner which is generally similar or identical to the first 
data Storage device. 

0020 Additionally, the preferred embodiment contem 
plates that the Second and first data Storage devices are 
coupled by a high Speed communication link, Such as a fiber 
optic link employing the “ESCON” communication proto 
col. The preferred embodiment also contemplates that the 
data Storage device includes a plurality of data Storage 
devices, Such as disk drives. In this case, data elements may 
include one or more of a disk drive Volume, track or record. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

0021. The appended claims particularly point out and 
distinctly claim the subject matter of this invention. The 
various objects, advantages and novel features of this inven 
tion will be more fully apparent from a reading of the 
following detailed description in conjunction with the 
accompanying drawings in which like reference numerals 
refer to like parts, and in which: 
0022 FIG. 1 is a schematic diagram of an exemplary 
data processing and data Storage System on which the System 
and method for providing on-line, data transparent data 
migration between first and Second data Storage Systems in 
accordance with the present invention may be accomplished; 

0023 FIG. 2 is a schematic illustration of a data element 
map or table; 
0024 FIG. 3 is a flowchart outlining the steps of pro 
Viding on-line, transparent data migration between first and 
Second data Storage Systems according to the method of the 
present invention; 
0025 FIG. 4 is a flowchart illustrating the steps for 
providing data migration between first and Second data 
Storage Systems without data Storage device or host System 
intervention when the Second data Storage device is not busy 
handling data requests from the host or data processing 
device; 

0026 FIG. 5 is a schematic diagram of another embodi 
ment of a data processing and data Storage system on which 
the System and method for providing on-line, data transpar 
ent data migration between first and Second data Storage 
Systems in accordance with the present invention may be 
accomplished; 

0027 FIG. 6 is a flowchart illustrating the steps for 
connecting the Second data Storage System without inter 
rupting the operation of the data processing System; 
0028 FIG. 7 is a detailed flowchart illustrating the steps 
of a procedure of FIG. 6; 
0029 FIG. 8 is a schematic diagram of another embodi 
ment of a data processing and data Storage System incorpo 
rating this invention; 
0030 FIG. 9 is a flowchart illustrating the steps for 
shadowing the operation of the circuit in FIG. 8; 
0031 FIG. 10 depicts a set of registers that are useful in 
accordance with another aspect of this invention; 
0032 FIG. 11 is a flow chart of the steps for a copy block 
program operating in accordance with this other aspect of 
this invention; 

0033 FIG. 12 is a flow chart of a program that controls 
an operating mode for the copy block program of FIG. 11; 
and 

0034 FIG. 13 graphically depicts the advantages of the 
implementation of FIGS. 10 through 12. 

DESCRIPTION OF ILLUSTRATIVE 
EMBODIMENTS 

0035. The present invention features a system and 
method for providing on-line, real-time, transparent data 
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migration between two data Storage Systems, at least one of 
which is coupled to a data processing device Such as a host 
computer. 

0036) An exemplary system 10, FIG. 1 on which the 
present invention may be performed and implemented 
includes a host computer, central processing unit or other 
Similar data processing device 12. The data processing 
device 12 is initially coupled to a first data Storage System 
14. In most instances, the first data Storage System 14 is an 
older data Storage System which is either not large enough to 
handle the needs of the data processing device 12, or for 
Some other reason is going to be completely or partially 
replaced or augmented by the addition of a Second data 
Storage System 16. 
0037. The first data storage system 14 is initially coupled 
to the data processing device 12 by means of a data 
communication link 19. The Second data Storage System 16 
is coupled to the first data Storage System 14 by means of one 
or more data communication paths 20a, and/or 20b. 
Examples of data communication paths 20a-20b include an 
IBM “bus and tag” connection well known to those skilled 
in the art, and higher Speed fiber optic connections Such as 
an ESCON data connection. 

0.038 If the first and second data storage systems 14, 16 
have an incompatible data communication protocol or inter 
face, a protocol converter 22 may be provided on one or 
more of the data communication links 20a, 20b as required, 
and as is well known in the art. 

0.039 The second data storage system 16 includes a data 
map or table 24 of data elements which are Stored on at least 
the Second data Storage System 16. The data map or table is 
established during the Set-up or configuration of the Second 
data Storage System 16 and is dependent on the particular 
configuration of the Second data Storage System 16. 

0040 Preferably, the data map/table 24 also includes 
information about data elements which are stored in the first 
data Storage System 14, the use of Such a data map/table will 
be explained in greater detail below. 
0041. The second data storage system 16 is typically and 
preferably coupled to a data Storage System configuration 
device 26 Such as a computer, which allows the user to 
configure the Second data Storage System 16 and the data 
map/table 24 as desired by the user. In the preferred embodi 
ment, the Second data Storage System 16 is at least partially 
configured exactly as the first data Storage System 14 is 
configured in terms of the number of logical devices, Storage 
size, storage system type (3380/3390, for example) etc. 
0042. In the preferred embodiment, the data storage sys 
tem configuration device 26 allows the user to configure at 
least a portion of the data Storage area on Second data Storage 
System 16 to include data element Storage locations or 
addresses which correspond to data element Storage 
addresses on the first data Storage System 14. 
0043. In the preferred embodiment, the second data stor 
age System 16 is a disk drive data Storage System employing 
a large number of fixed block architecture (FBA) formatted 
disk drives 17a-17n, and adapted for Storing large amounts 
of data to be accessed by a host computer or other data 
processing device 12. The exemplary Second data Storage 
system 16 also typically includes a cache memory 18 which 
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serves to hold or buffer data read and write requests between 
the Second data Storage System 16 and the host or other data 
processing device 12. Such data Storage Systems are well 
known to those skilled in the art and include, for example, 
the Symmetrix 5500 series data storage system available 
from EMC Corporation, Hopkinton, Mass., a description of 
which is incorporated herein by reference. 
0044) Initially, the second or new data storage system 16 
is first coupled to the first data Storage System 14 by means 
of one or more data communication links or paths 20a, 20b. 
After the Second data Storage System 16 has been configured 
using a System configuration device 26 or other Similar or 
equivalent device, or by the host 12, the Second data Storage 
System 16 is coupled to the host computer 12 or other data 
processing device by means of a data communication path 
28. 

0045 Preferably, data communication path 28 is a high 
speed communication path Such as a fiber optic “ESCON” 
communication path, although any and all other communi 
cation paths are considered to be within the Scope of the 
present invention. Immediately before connecting data com 
munication path 28 between the host or other data proceSS 
ing unit 12 in the Second data Storage System 16, the 
previously existing data communication path 18 between the 
host 12 and the first data Storage System 14 is disconnected 
or severed as illustrated at arrow 30. 

0046) Thus, in contrast with the prior art whereby the host 
or other data processing System 12 must be taken off line for 
a number of days in order to allow for backing up of data on 
the first data Storage System 14 followed by the replacement 
of the first data Storage System 14 with a Second data Storage 
System 16 and Subsequent copying of all of the data onto the 
new data Storage System 16, or a host which remains coupled 
to the original first data Storage System 14, the present 
invention only requires the host computer or other data 
processing device 12 to be off line or Service interrupted for 
a relatively short period of time (the procedure typically 
takes approximately 10 minutes or less), while the first data 
Signal path 19 is Severed or disconnected and the Second data 
Signal path 28 is established between the Second or new data 
Storage System 16 and the host computer or other data 
processing device 12. 
0047 Accordingly, after the second data storage system 
16 has been connected to the host or other data processing 
unit 12, whenever the host or data processing unit 12 issues 
a request to read data from or write data to “its data Storage 
System, the request is received by the Second data Storage 
system 16. Using a bit or flag from the data map/table 24 
previously established and configured, the Second data Stor 
age System 16, by Scanning data map/table 24, determines 
whether or not the data requested (in the case of a read 
operation) is stored on the first data storage System 14 or on 
the Second data Storage System 16. 

0048 Such a hierarchical data map/table 24 is further 
explained and exemplified herein as well as in U.S. Pat. Nos. 
5,206,939 and 5,381,539 assigned to the assignee of the 
present invention and both fully incorporated herein by 
reference. 

0049. If the data is already stored in the second data 
Storage System 16, the Second data Storage 16 retrieves the 
data (perhaps temporarily storing the data in cache memory 
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18) as is well known in the art, and makes the data available 
to the host or other requesting data processing device 12. 
0050. If the requested data is not on the second data 
Storage System 16, channel or real-time data handling pro 
ceSS 25 of the Second data Storage System 16 issues a read 
data request to the first data Storage System 14 in the manner 
and format native or known to the first data Storage System 
14 (for example, standard IBM data read commands). Chan 
nel or real-time data handling process 25 is, in the preferred 
embodiment, a Software program comprising a Series of 
commands or instructions which receives one or more 
commands from the Second data Storage System interface to 
the host or CPU (typically called a “channel”), interprets 
those commands, and issues one or more corresponding 
commands which can be acted upon by the first data Storage 
system. Such an interpreter type of Software is well known 
to those skilled in the art. 

0051. The first data storage system 14 then retrieves the 
requested data and provides it to the Second data Storage 
System 16. The Second data Storage System 16 then makes 
the data available to the host or other data processing unit 12 
which has requested the data. 
0.052 Since the second data storage system now has a 
copy of the data, the data will be written to the Second data 
Storage System 16 and the appropriate data map/table 24 
flags or bits updated to indicate that the data has been 
migrated to the Second data Storage System 16 So that next 
time the same data element is requested, the Second data 
Storage System 16 will have the data already Stored on the 
System and will not have to request it from the first data 
Storage System. 

0053. Further, as will be explained in greater detail 
below, the Second data Storage System 16 can perform a 
“background data migration procedure or process 27. The 
“background data migration procedure of proceSS 27 is, in 
the preferred embodiment, a Software program including a 
Series on instructions which coordinate, monitor and control 
data migration whereby whenever the Second data Storage 
System is not busy handling data input/output requests from 
the host or other data processing device 12, the migrate 
proceSS 27 of the Second data Storage System 16 determines 
which data on the first data Storage System has not been 
copied by reading a specified flag or bit in its data table/map 
24, and copies or “migrates' the data from the first data 
Storage System 14 to the Second data Storage System 16 
completely transparent to the host 12, and often in parallel 
with the channel process 25 which may be retrieving data 
from the first data Storage System 14 in response to requests 
from the host or CPU 12, while maintaining full accessibility 
to the data by the host or other data processing device 12. 
0.054 An exemplary data element map/table 24 is shown 
in greater detail in FIG. 2. In the preferred embodiment, the 
data map/table 24 is organized in a hierarchical fashion. For 
example, for the preferred embodiment wherein the data 
Storage System includes a plurality of longer term data 
storage devices such as disk drives 17a-17n, and wherein 
each disk drive is partitioned into one or more logical 
“volumes” and each Volume comprises a number of disk 
drive tracks, the data map/table 24 will first have an entry 50 
for each physical and/or logical device Such as a disk drive. 
0055. The device entry 50 will be followed by an entry 52 
for a first logical volume, followed by one or more entries 
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54a-54c for each track of the device which comprises the 
logical volume 52. The entries 52, 54a-54c for the first 
logical will be followed by entry line 56 for the second 
logical volume configured on the physical device indicated 
by the entry at line 50. 
0056 All information about the data storage system and 
each device in the data Storage System with the exception of 
the “data in cache” indication flag or bit 58 is stored in 
hierarchical format in the data map/table 24. Thus, whenever 
the Second data Storage System 16 desires or needs to obtain 
information about a particular data element (be it an indi 
vidual data record, track or Volume), the data storage System 
16 Scans the data map/table 24 beginning at the device level 
50 to determine whether or not the desired criterion or 
characteristic has been established for any track or Volume 
of a device. 

0057 There will be a flag or other similar indicator bit 
Set, or other indication of the desired characteristic in the 
device entry 50, in the volume entry 52 and in the appro 
priate track entry 54 if the desired characteristic is found in 
that portion of the data Storage device represented by the 
data map/table 24. 
0058 For example, the preferred embodiment of a data 
map/table 24 includes a write pending flag or bit 61 which 
is Set if a particular data element is presently Stored in cache 
18 of the second data storage system 16 and must be written 
to longer term storage such as a disk drive 17a-17n. For 
exemplary purposes, assuming that track 2 of Volume 1 is in 
cache 18 in the Second data storage system 16 and write 
pending, the write pending flag orbit 61 and the in cache bit 
58 at line entry 54b (for track two) will be set, as will the 
write pending bit 61 of volume 1 at line 52 of the data 
map/table 24, as will the write pending bit 61 of the device 
at line 50. 

0059 Thus, if the second data storage system 16 wishes 
to determine whether or not a particular track or record 
which has been requested is write-pending or has been 
migrated to the Second System or of the Status of Some other 
attribute or characteristic, the data Storage System 16 first 
determines which device or disk drive 17a-17n the data 
element is Stored on and then checks the appropriate indi 
cator flag bit for that device. If the particular indicator flag 
bit is not Set for that device, then the Second data Storage 
System 16 knows immediately that no lower level Storage 
unit or location Such as a Volume or track in that device has 
that attribute. If any lower data Storage element in the 
hierarchical Structure Such as a track or Volume includes the 
attribute, than the attribute or flag bit for the device will be 
Set. 

0060 Similarly, if a particular data storage location such 
as a record or track which is part of a logical volume has the 
requested attribute, then the corresponding attribute or flag 
bit for the volume will be set. The data storage system 16 can 
thereby quickly determine whether any data Storage location 
having a lower level than the Volume or other Similar logical 
or physical partition being examined has the particular 
attribute, without Scanning or Searching each and every 
lower level data Storage location. 
0061 The “in-cache” flag or bit is an exception to the 
hierarchical structure in that since each line or entry 50-56 
of the data map/table 24 is directly addressable, the second 
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data Storage System directly addresses the table entry line for 
a particular data element when it must inquire or "look-up” 
whether that particular data element is presently “in-cache'. 
It is understood, however, that this flag or bit could be 
managed in a hierarchical fashion without departing from 
the Scope of this invention. 
0.062. In addition to the in-cache bit or flag 58 and the 
write pending flag or bit 61, the data map/table 24 which is 
one feature of the present invention includes, in the preferred 
embodiment, other flag bits 62 Such as an invalid track 
format flag or bit, and an indication of whether or not data 
on a particular device, Volume or track needs migration or 
has been migrated from the first to the Second data Storage 
System 14/16 respectively, as shown generally by flag or 
indicator bit 60. 

0.063 Data map/table 24 may further include a physical 
address 64 entry for each element in the map or table 24, 
which identifies the beginning data address 64 at which the 
corresponding data element can be found on the disk drive 
17a-17n of the new or second data storage system 16. 
0064. The operation of the method according to the 
present invention will be described in greater detail begin 
ning with step 100, FIG. 3, wherein the second data storage 
System 16 receives a data element read or write request from 
the host or other data processing device 12, step 100. The 
method next determines if the request or command is a read 
or a write request, Step 101. If the command is a read 
command, the channel handling process 25 of the Second 
data Storage system 16 next determines if the requested data 
is already Stored in the Second data Storage System 16, Step 
102, by reading its data table map/table 24. 
0065. If the data is stored on the second data storage 
System, Step 102, the Second data Storage System 16 will 
make the data available to the host or other requesting data 
processing device 12, step 104, and return to step 100 to 
await receipt of a new data read or write request. 
0.066. If, however, at step 102, the second data storage 
System 16 determines that the data is not presently Stored on 
the Second data Storage System 16, the Second data Storage 
System 16 will generate a request to the first data Storage 
system 14 to read the data, step 106. 
0067. The command or request to read data from the first 
data Storage System 14 takes the same form as a read data 
command which would be issued from the host 12. Thus, for 
example, if the host 12 is an IBM or IBM compatible host 
or data processing device, the Second data Storage System 16 
will issue an IBM compatible “read” command to the first 
data Storage System 14. The channel and migrate processes 
25.27 of the second data storage system 16 maintain a list of 
commands native to the first data Storage System 14 and can 
easily convert command types, if necessary, from a first 
command type issued by the host 12 and understood by the 
Second data processing System 16, to a Second command 
type understood by the first data Storage System 14. 
0068 Subsequently, the second data storage system 16 
receives the requested data from the first data Storage System 
14, step 108 and writes the data to the cache memory 18 of 
the Second data Storage System 16 while updating the data 
element map/table 24, Step 110. The Second data Storage 
System 16 then provides an indication to the host or data 
processing device 12 that the data is ready to be read, Step 
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112. Subsequently, the Second data Storage System 16 will 
write the data from cache memory 18 to a more permanent 
Storage location, Such as a disk drive, on the Second data 
Storage System 16, Step 114, followed by a final update to 
one or more bits or flags of the data element map/table 24, 
step 116. 

0069. Thus, in the case where requested data is not yet 
Stored on the Second data Storage System 16, the “read 
request command from the host 12 results in the Second 
data Storage System 16"migrating the data from the first data 
Storage System 14 to the Second data Storage System 16. 

0070 If the host or other data processing system 12 
issues a write request or command, Step 120, the channel 
process 25 of the Second data Storage System 16 determines 
if the data to be written has been previously migrated from 
the first to the Second data Storage System, Step 122. If the 
data has been previously migrated, Step 122, the Second data 
Storage System writes the data to cache and updates any 
necessary flags or bits in the data map/table 24, Step 110. 
Processing continues as previously described. 

0071) If, however, the data has not been previously 
migrated, Step 122, the method of the present invention next 
determines, by the type of command or request issued by the 
host (for example in the case of IBM host commands), 
whether or not the write request is for a full or complete data 
element Storage location, Such as a full or complete “track' 
of data, step 124. If the write request is for a full “track’ or 
other Similar type of data block or content, the Second data 
Storage System does not need to worry about migrating the 
date from the first data storage system 14 since all the “old” 
data is being replaced by the current command and there 
fore, processing continues to Step 110 as previously 
described. 

0072) If however, the method determines that the write 
request is for less then a full or complete data block or 
confine, Such as a track, Step 124, the method next tempo 
rarily Suspends handling of the write request, Step 126 and 
issues a “read” command for the full or complete “track” to 
the first data Storage System 14, and reads a predetermined 
amount of data (a whole track of data for example), Step 128, 
and copies the full “track' of data to the cache memory 18 
of the Second data Storage System 16. The new data to be 
written is then written into the proper memory location in 
cache memory 18 (the occurrence of the actual “write” 
command), the data table/map24 updated (for example, to 
indicate that the data is in cache memory 18data in cache bit 
Set, that a write is pending on this data write pending bit 
Set, and that the data elements have been migrated data 
needs migration bits re-set) and the host or other central 
processing unit 12 informed that the write command is 
complete. 

0073. At some later time, the data in cache memory 18 
which has been flagged as write pending is copied to a more 
permanent Storage location, Such as a disk drive, and the 
write pending bit reset. 
0074 Typically, data write requests are performed to 
update only a portion of the total or complete number of data 
elements Stored in a predetermined data Storage element or 
physical/logical confine (Such as a disk drive track). The 
present invention, however, also realizes that in Some cases, 
Such as when the host or data processing unit 12 provides an 
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indication that both the data structure (format) as well as the 
actual data contents are to be updated, reading old data from 
the first data Storage System 14 may be eliminated Since all 
data and data format or structure will be updated with the 
new write request. Such a data and format write command 
is So infrequent, however, that the preferred embodiment 
contemplates that each write request will cause a write 
request to be read from the first data Storage System 14. 
0075. The method of present invention also allows the 
Second or new data Storage System 16 to provide transparent 
or “background data migration between the first data Stor 
age System 14 and the Second data Storage System 16 
irrespective of or in parallel with the data transfer or 
migration caused by the channel proceSS which is Serving 
the “channel” between the host 12 and the second data 
Storage System 16. Since the goal of providing the Second or 
new data Storage System 16 is to generally provide enhanced 
or increased capabilities to the host or other data processing 
System 12, it is therefore desirable to migrate the data as 
quickly yet as unobtrusively as possible from the first to the 
Second data Storage System. 
0.076 Thus, with the background migrate or copy “task” 
or “process’27, the method of the present invention which 
is a Series of Software instructions executed by a central 
processing unit in the Second data Storage System 16 accord 
ing to the present invention (Such hardware and Software as 
is well known in the art, see for example the EMC Sym 
metrix Series 5500 data storage Systems), the present method 
first determines whether the Second data Storage System 16 
is completely busy servicing read or write data requests from 
the host or other connected data processing System 12, Step 
200, FIG. 4. If the second data storage system 16 is 
completely busy handling Such requests to and from the host 
or data processing System 12 or completely busy handling 
other data input/output (I/O) operations in the Second data 
Storage System 16, further processing does not take place but 
instead the migrate proceSS 27 awaits a “no busy' or 
“available” indication from the operating system of the 
Second data Storage System 16. 
0.077 Once the second data storage system 16 is not busy 
handling internal input/output (I/O) requests or requests 
from the host or data processing device 12, the Second data 
Storage System 16 reads the data map/table 24, Step 202 and 
determines which data elements have not been copied from 
the first data Storage System 14 to the Second data Storage 
system 16, step 204. 
0078. As previously mentioned, during initial configura 
tion of the Second data Storage System 16, before the Second 
data Storage System comes "on line', the user or System 
engineer will utilize a System configuration device 26, Such 
as a personal computer or other input device, to configure at 
least a portion of the data storage locations 17a-17n in the 
Second data storage System 16 to exactly emulate (i.e. have 
the same memory addresses) the data storage System con 
figuration of the first or older data Storage System 14. 
Generally, the new or Second data Storage System 16 will 
have a greater Storage capacity than the first or “old” data 
Storage System 14 and therefore, additional Storage areas or 
locations will become available. Therefore, if the first data 
Storage System 14 includes a predetermined number of 
drives or Volumes, each drive or Volume having a certain 
number of tracks or records, the Second data Storage System 
will be configured to imitate Such a configuration. 
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0079. Once the second data storage system 16 has deter 
mined that least one data element (Such as a track) has not 
been copied from the old or first data Storage System 14, the 
Second data Storage System 16 issues a request to the first 
data storage system 14 for the data element, step 206. Once 
received, the Second data Storage System 16 Stores the data 
on the Second data storage System 16 (typically in cache 
memory 18), Step 208, updates the Second data storage 
system data map/table 24, step 210, and returns to step 200 
to determine whether or not there is a pending data read or 
write request from the host or other data processing System 
12. 

0080. In one embodiment, the present invention contem 
plates that it may be desirable to “prefetch” data from the 
first data Storage System 14 to the Second data Storage System 
16. For example, the migrate or copy process 27 may, using 
commands native to the first data Storage System 14, issue a 
prefetch or “Sequential” data access request or command to 
the first data Storage System 14, to cause the first data Storage 
system 14 to continue to fetch or prefetch a certain number 
of data elements to the cache memory 18 of the second data 
Storage System 16. Such prefetching can Significantly speed 
up the transfer of data between the first and Second data 
Storage Systems 14,16 by greatly reducing the number of 
“read” commands which must be passed between the data 
Storage Systems. 

0081. In another embodiment, the migration process 27 
may determine that one or more read requests from the host 
12 are part of a Sequence of Such read requests. In Such an 
instance, the channel process 27 may take the current 
address of data being requested by the host 12 and increase 
it by a predetermined number. For example, if the host 12 is 
currently requesting data from an address 411, the channel 
process 25 will issue a read request to the first data Storage 
system 14 for the data at address 411. Generally simulta 
neously, the channel process will pass an indication to the 
migrate proceSS 27 to begin prefetching or migrating data 
from address 413. Thus, the migrate process 27 will be 
used to insure that the Second data Storage System 16 gets 
ahead of the channel proceSS 25 and the actual data 
requests from the first data Storage System 14. The channel 
process 25 will handle requests from the host 12 for data at 
addresses 411 and 412. Subsequent requests will already be 
in cache in the Second data Storage System 16 and quickly 
handled by the Second data Storage System 16. 
0082 The foregoing description presents one embodi 
ment of a unique data Storage System and method that allows 
a new or Second data Storage System to be connected to an 
existing host or other data processing device with essentially 
no time lost in accessing the data Stored on a first or donor 
data Storage System. During the process there is real time, 
on-line availability of the data to the host or other connected 
data processing device, So normal operations of a data center 
can proceed. Data not involved with transferS to or from a 
host migrates to the new data Storage System concurrently 
with on-line operations. In essence, FIGS. 1 through 4 
depict one embodiment of a method and apparatus for 
connecting the new or replacement Storage device to the host 
System with its existing or donor Storage device to form a 
composite Storage device. One transfer path enables trans 
fers between the host System and the composite Storage 
device. A data migration path migrates data from the existing 
Storage device to the replacement Storage device within the 
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composite memory. A control in the replacement Storage 
device controls the operation of the transfer path and data 
migration path until all data has migrated from the existing 
or donor Storage device to the replacement Storage device. 
Thereafter all host System transfer requests are processed in 
the replacement Storage device and the existing or donor 
Storage device can be removed from the System or assigned 
other functions. 

ALTERNATE EMBODIMENTS 

0.083. While the foregoing embodiment performs all 
these functions, the process of configuring a System Such as 
by disconnecting the old data storage system 14 in FIG. 1 
from the CPU/host 12 and connecting the CPU/host 12 to the 
new data Storage System 16 takes Some time, usually leSS 
than one hour, during which all applications must Suspend 
operations. In Some data centerS Such an interruption is not 
acceptable. In others, the preparation for Such an interrup 
tion can represent a formidable task. 
0084. In some data centers the connections between a 
host and old data Storage System may use only a portion of 
the available channels. For example, in Some centers a host 
computer with four available channels might use only two 
channels for communicating with the old Storage device 14. 
Such availability often exists when the old storage device 14 
connects to multiple host computers or when a Single host 
computer connects to multiple Storage devices. 
0085 FIG. 5 depicts one such system that includes the 
host computer 12, an old, or donor, Storage device 14, and 
a new, or target, Storage device 16, converter 22 and System 
configuration device 26 of FIG. 1. In FIG. 5 it is assumed 
that the connection 19 represents one channel and that there 
are four available channel interfaces on each of the host 
computer 12 and donor storage device 14. FIG. 5 also 
depicts a Second host computer 12A with a connection 19A 
as a Second channel between the host computer 12A and the 
donor Storage device 14. In this particular configuration each 
of the host computers 12 and 12A have two available 
channels and, assuming each of the Storage units has four 
available channel connections, each Storage unit has two 
unused channels. 

0.086 If such a configuration exists, then in accordance 
with another aspect of this invention, the composite Storage 
device can be formed without any significant interruption of 
operations in the data center. The Steps for performing Such 
a non-disruptive transfer procedure begin with the connec 
tion of the target Storage device 16 to available channels on 
the donor Storage device 14 in the Same fashion as previ 
ously indicated. However, the connection 19 remains intact 
while new connections 28 and 28A are established to the 
host computers 12 and 12A to unused paths or channels. 
0087. Once these connections are completed and the 
System configuration device 26 has properly configured the 
target Storage device 16, a non-disruptive transfer procedure 
300 shown in FIG. 6 begins. Step 301 verifies that all the 
appropriate Steps have been completed to establish the 
appropriate configuration. If this is not done, Step 301 
diverts to step 302 to complete that procedure. When the 
setup is complete, step 301 diverts to procedure 303 that 
performs a Swapping task So Subsequent IO data transfer 
requests communicate through the paths 28 and 28A of FIG. 
5 to the target Storage device and do not communicate 
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through the connections 19 and 19A. Step 304 in FIG. 6 
represents the initiation of any of the previously or Subse 
quently described data migration techniques. 
0088 Essentially it becomes necessary to interrupt the 
operation of the host computer 12 and any additional host 
computer, Such as the host computer 12A, connected to the 
donor and target Storage devices in order to Swap the IO 
request from the donor Storage device 14 to the target 
Storage device 16. AS known in the art, many data processing 
Systems operate with an ability to run Small batch programs 
with Special instructions. One instruction for performing the 
Swapping operation for an MVS System is: 
0089 S NDSDM, FROM=XXXX, TO=yyyy SHARED= 
N/WTOR/CKPT This command establishes a procedure 
and can be Started from a main frame operator's console for 
each host computer attached to the donor Storage device. 
The NDSDM field is a mnemonic indicating that a data 
migration Swap is being implemented. The “FROM param 
eter identifies the donor storage device 14 in FIG. 5; the 
“TO' parameter identifies the target storage device 16. The 
“SHARED' parameter can have three values. “N” indicates 
that there are no shared host computers. This would be 
applied in a system for a data center as shown in FIG. 1. If 
two host computers connect to the donor Storage device, as 
shown in FIG. 5, the operator initiates the transfer by 
selecting either a WTOR or CKPT parameter in an effort to 
assure that the Switch of data transfer requests from the 
donor Storage device 14 to the target Storage device 16 
occurs in a timely and coordinated fashion. 
0090. Once the operator issues this command in step 305, 
as from the operator's console, step 306 determines whether 
the elements to be involved in the data migration are 
appropriate (i.e., have a valid configuration or Syntax). Step 
307 determines whether the “FROM and “TO volumes are 
valid. AS previously indicated each Storage device can 
comprise one or more logical Volumes. Typically a data 
migration will be made on a Volume-by-Volume basis. Step 
308 determines whether the “FROM' volume has any 
restrictions that preclude the data migration. If the Volume is 
restricted, if the configuration is not valid or if either the 
“FROM" or “TO” volumes are not valid, step 309 terminates 
the task 303 and generates an appropriate error message. 
0091 Assuming these tests are met satisfactorily, control 
transfers to step 310 in which the operator, each of the 
computerS 12 and 12A connected to the identified Volumes 
suspends IO operations as by using standard MVS services 
to issue an IO ACTION STOP command. After this suspen 
sion occurs in step 310 the procedure 303 determines 
whether shared host computers are involved. If the data 
center has a configuration as shown in FIG. 1, step 311 
determines that no sharing is involved and diverts control to 
step 312 that swaps the contents in the “FROM” and “TO” 
unit control blocks (UCB’s). Then the system uses steps 313 
and 314 to alter any duplicate Volume identifications, typi 
cally by changing the identification of the Volume in the 
donor Storage device. This precludes multiple Volumes with 
identical identifications. Once this is accomplished, step 315 
reenables IO operations from the host computer 12. All 
Subsequent data transfer requests are handled by the target 
storage device 16 over the connection 28. 
0092. If multiple host computers are involved, step 312 
requires a prior Synchronization or coordination to assure 
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that the swap of the “FROM" and “TO” UCB’s occurs in all 
host computers connected to the logical Volume at the same 
time. This precludes a situation in which different host 
computerS operate with both the donor Storage device 14 and 
the target Storage device 16. In one approach it may be 
possible to use Services within the host computers to effect 
the Synchronization. For example, check point Services can 
Synchronize events if an initialized control file on a Separate 
device is shared by all the systems on-line to the FROM 
device. If this condition exists, the command issued in Step 
305 will incorporate the parameter SHARED CKPT and 
operation will divert from step 311 to step 320 that initiates 
the operation. The procedure in FIG. 7 then awaits an 
indication of synchronization in step 321. If it is received 
within a predetermined time, control passes to Step 312 to 
effect the Switch over. If the synchronization does not occur 
within a particular time, then step 321 diverts to step 322 that 
terminates the data migration procedure by reenabling or 
resuming I/O operations with the donor Storage device 14. 
Generally an error message also appears ant the operator's 
console. Step 322 also continues the processing of data 
transfer requests with the donor Storage device 14. 

0093. A second approach enables the transfer to occur 
manually from the system consoles. In this case SHARED= 
WTOR and steps 311 and 320 divert to step 323. If the 
SHARED parameter does not have the WTOR value, then, 
in the sequence shown in FIG. 7, a potential error exists 
because none of the accepted SHARED parameters has been 
received. Control diverts to step 322. 

0094) When the WTOR value for the SHARED param 
eter is decoded, step 324 issues a WTOR (Write To Opera 
toR) command that establishes the necessary Synchroniza 
tion and returns a reply. Again this command must issue 
from all host computers that are sharing the donor Storage 
device 14 or a volume in that device and target Storage 
device 16. Each system responds to the receipt of the WTOR 
command by issuing an IO ACTION STOP command and 
then by issuing a reply. When the replies from all the hosts 
indicate that everything is Satisfactory, operations can con 
tinue. Step 325 then diverts control to step 312. Otherwise 
step 325 diverts control to step 322. Thus the steps imme 
diately after step 310 determine whether SHARED host 
computers are involved in the data migration. If they are, the 
operations are Synchronized before the data migration 
begins. Once IO operations are reenabled or resume, all the 
host computers involved with the Storage devices thereafter 
direct all data transfer requests to the target Storage device 
16 and the donor storage device 14 is effectively removed 
from the network. 

0.095 AS will be apparent, this procedure can be com 
pleted within a matter of Seconds and therefore does not 
interrupt the operation of the data center. Further it enables 
the transfer to occur without any of the data center prepa 
ration Steps that have been necessary in order to effect an 
orderly transfer with other transfer techniques. 

0096. Another alternative embodiment of this invention 
that can enhance operations minimizes the impact of any 
power failure or other problem that might disrupt the data 
migration process. FIG. 8 depicts details of a System Such as 
shown in FIG. 4 to particularly identify the new storage 
System with greater clarity. The new or target data Storage 
unit 16 connects to a channel director 400 that in turn 
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connects to one or more CPU/hosts 12 (not shown in FIG. 
8). A common bus 401 then connects the cache memory 18 
to disk directors. FIG. 8 depicts a first disk director 402 with 
disk drives 403; a second disk director 404 connects the bus 
401 to disk drives 405. Each disk director controls operation 
of its attached array of disk drives. Each disk drive may 
comprise one or more logical volumes, one Such volume 406 
being shown as a component of one of the disks in the array 
403. 

0097 AS previously indicated the purpose of migrating 
data from the old data Storage System 14 to the new data 
Storage System 16 in FIG. 1 is generally to increase the size 
of the available Storage. Consequently when it is desired to 
prevent any adverse response to a disruption during the data 
migration phase, each volume 403 will have a size sufficient 
to accept the data from the old data Storage System 14 plus 
a volume data map depicted as a set of tracks 407 in the 
volume 406. The volume data map 407 will contain infor 
mation as shown in FIG. 3 limited to that information 
corresponding to the particular disk drive and logical Vol 
ume. Thus if the volume 406 corresponds to Volume 1 in 
Device X as shown in FIG. 2, the map 407 would contain 
information concerning tracks 1 through N as depicted in 
FIG. 2, but no information concerning any other volume or 
disk unit. 

0098. During data migration a data transfer request ini 
tiates an update data map/table procedure 116 in FIG. 3; the 
corresponding procedure 210 in FIG. 4 operates in the 
background modes. FIG. 9 depicts a detailed version of 
those procedures. In Step 410 the procedure updates the 
"need migration' flag 60 for the corresponding device, 
Volume and track in the data map 24 as previously indicated. 
In accordance with this aspect of the invention, another Step 
411 stages a write request to the volume data map 407. More 
specifically, if the NEED MIGRATION flag 60 in FIG. 2 
were changed for any of the tracks in volume 1 in FIG. 2, 
Step 411 would stage a write request to alter the correspond 
ing NEED MIGRATION flag in the volume data map 407 of 
FIG 8. 

0099 Thus in accordance with this aspect of the inven 
tion two copies of the data map table are maintained. The 
first is the complete data map table 24 in FIG. 2 that is stored 
in the cache 18 of FIG. 1. The second data map table is 
distributed among the Volumes of disk arrayS. Such as disk 
arrays 403 and 405. Consequently should any event occur, 
Such as a power failure, that might cause the cache 18 to lose 
data or might corrupt data in the cache, it becomes a simple 
task to reconstruct the data map table 24 in the cache from 
the data that is permanently stored on the distributed volume 
data maps on the disks 403 and 405 and thereby continue the 
migration from the point at which the interruption occurred. 
This eliminates any need to migrate previously transferred 
valid data elements again. 

0100. As another alternative embodiment it is possible to 
modify the channel proceSS 25 and migrate proceSS 27 in 
FIG. 1 so that their respective operations are controlled in 
response to certain Statistical information that can be devel 
oped during the migration process thereby to minimize 
response times to data transfer requests during the data 
migrations. In essence a copy Subroutine runs in a back 
ground mode to transfer data track by track in Sequence from 
a starting location until all the data is migrated. This 
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operation corresponds to the operation of the migrate pro 
cess 27 in FIG. 1. If the host processor 12 issues a data 
transfer request (DTR), including either a read or write 
command, and the corresponding data is not located in the 
target Storage device 16, a foreground mode is established 
that causes the copy Subroutine to transfer the requested 
data. This operation in this mode corresponds to the opera 
tion of the channel process 25 in FIG. 1. If a series of Such 
data transfer requests establish a Significant pattern of 
accesses to a localized area of the donor Storage device 14, 
the parameters controlling the copy Subroutine in the back 
ground mode are altered to shift the background copying to 
the localized area in which the Statistically significant pat 
tern of requests occurred. 
0101 FIG. 10 depicts apparatus in the form of registers 
that implement this invention shown in a memory block 200; 
as will be apparent, the registers may be located at different 
locations within the data Storage System 16 as part of the 
migrate process 27. 
0102) In the memory block 200 a STATISTICAL 
BLOCKSIZE register 201 records a number of consecutive 
blocks that will define a localized area. This is a fixed 
number that typically will be installed from the system 
configuration device 26. 
0103) A STATISTICAL BLOCK CONTROL register 
202 includes an identification (ID) field 203 and a DTR NO 
field 204. The ID field 203 contains the identification of the 
statistical block currently being evaluated; the DTR NO field 
204 acts as a counter that alters each time a data transfer 
request (DTR) is made to that statistical block. A STATIS 
TICAL BLOCK TRANSFERMIN register 205, also set to 
an initial value by the System configuration device 26, 
defines a user-generated minimum number of consecutive 
data transfer requests needed to initiate a copy program 
transfer. That is, register 205 establishes a threshold value 
that defines the boundary between random accesses that 
cause no change in the operation during the background 
mode and repeated access that produce the background 
mode operating change. 
01.04] ACOPY PROGRAM MIN BLOCK register 206 
Stores a minimum number of blocks, Such as data tracks on 
a disk, that should be moved before any relocation of the 
copy program can occur. Specifically, the number in this 
register establishes a deadband or minimum delay that must 
expire before the copy program can be moved in response to 
a Series of DTR requests to another area. 
01.05) A COPY PROGRAM STARTING ADR register 
207 Stores the Starting address for the copy program. Typi 
cally this would be initialized to a first track. 
01.06 A COPY PROGRAM BLOCK ADR register 210 
Stores the current block address being transferred by the 
copy program. Typically this will be a track identification. In 
a Sequential mode this register will be incremented or 
decremented to point to a Successive address location after 
each transfer is complete. 
01.07) A COPY PROGRAM BLOCKS register 211 
counts the number of blocks that have been transferred after 
the COPY PROGRAM STARTING ADR register 207 is 
updated or initialized. This controls the relocation of the 
program. It is set to the value stored in the COPY PRO 
GRAMMIN BLOCK register 206. 
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0108. The remaining elements in the memory block 200 
of FIG. 10 include a copy Subroutine 212, a background 
mode controller 213, a foreground mode controller 214 and 
an interruption flag 215. As will now be described, the 
controllers 213 and 214 establish and control the areas from 
which the copy subroutine in block 211 transfers data from 
the donor Storage device 14 to the target Storage device 16. 
The interruption flag 215 controls that transfer between 
modes. 

0109 FIG. 11 depicts the various steps by which the 
background mode controller 213 and the copy Subroutine 
212 interact to transfer data on a track-by-track basis. 
Registers in the register set 200 are set to initial values in 
Step 220. Then the program enters a loop comprising the 
remaining steps in FIG. 11 until all the NEED MIGRATION 
flags 60 of FIG. 2 are set using step 221 as a loop control. 
AS a first action in the loop, Step 222 determines whether the 
STATISTICAL BLOCK INTERRUPTION flag 215 is set 
indicating that the copy Subroutine 212 in FIG. 10 needs to 
be relocated. If that condition exists, control diverts to Step 
223 that updates the copy program parameters in registers 
207 and 210 thereby to relocate the position of the copy 
Subroutine to another track. 

0110) If the STATISTICAL BLOCK INTERRUPTION 
flag 206 is not set or after the copy program parameters are 
updated in step 223, step 224 determines whether the NEED 
MIGRATION flag 60 for the new track is set. If it is, step 
225 copies the track, or other block of data elements, from 
the donor or first data Storage device 14 to the target or 
Second Storage device 16. In Step 226 the System clears the 
NEED MIGRATION flag 60 for the corresponding track 
position. Steps 225 and 226 form the copy Subroutine 212. 
When the NEED MIGRATION flag 60 for a track is not set, 
the block has been previously transferred so control diverts 
from step 224 directly to step 227. 

0111 Step 227 increments the value in the COPY PRO 
GRAM BLOCK ADR register 210 and step 228 increments 
the COPY PROGRAM BLOCKS register 211. Thus, the 
background mode controller 211 in FIG. 11 will, absent the 
setting of the STATISTICAL BLOCK INTERRUPTION 
flag 215, copy the tracks or data blocks from the donor 
Storage device 14 to the target Storage device 16 in an 
ordered Sequence. Moreover the transferS are non-redundant 
because once a data block is transferred to the target Storage 
device 16, all further DTR commands for a data element in 
that block are handled exclusively by the target Storage 
device 16. 

0112 FIG. 12 depicts the operation of the foreground 
mode controller 214 that controls the response to a DTR 
(data transfer request) command, makes any necessary 
transfer and determines whether the accesses define a Sig 
nificant pattern that warrants setting the STATISTICAL 
BLOCK INTERRUPTION flag 215. As part of an initial 
ization procedure 230 in FIG. 12, the system will initialize 
(1) the statistical block size, (2) statistical block control ID 
and DTR NO values, (3) the copy program minimum block 
Size and (4) the copy program starting position in the 
corresponding registers in block 200 of FIG. 10. Step 231 
waits for a host command. When a host command is 
received, Step 232 determines whether that command is a 
data transfer request (DTR) command. If not, step 232 
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branches to Step 233 where the command is processed. 
Thereafter the System awaits the receipt of a next command 
at step 231. 
0113 Each time a DTR command is received, control 
branches from step 232 to step 234 to determine whether the 
target Storage device 16 contains the requested data element. 
If it does, step 235 transfers the data element to the host 
computer in accordance with the DTR command. There is 
no requirement for any communication with the donor 
Storage device 14. The response time then is the response 
time of the target Storage device 16. 
0114. If the requested data element is not in the target 
Storage device 16, migration is necessary. Step 236 inter 
rupts the operation of the background mode controller 213 
in FIG. 11 to transfer a track or other block containing the 
data element identified by the DTR command in step 237. In 
essence step 237 calls the copy Subroutine 212 in FIG. 10 
and Supplies the arguments or parameters necessary to effect 
the transfer. 

0115) Next there is a determination of whether the access 
has established a Significant pattern. In this particular 
embodiment, step 238 compares the statistical block iden 
tification associated with the DTR command with the ID 
field 203 in the STATISTICAL BLOCK CONTROL register 
202. If the numbers are not the same, step 240 transfers 
control to step 241 that replaces the contents of the ID field 
203 with the corresponding statistical block identification 
for the DTR command. Control then returns to await the 
next host command at Step 231. Thus the foreground con 
troller 214 follows control path through step 241 in response 
to random DTR accesses. 

0116. If the identification is the same as the identification 
in the field 203, step 240 branches to step 242. This branch 
represents an indication of localized access for this DTR 
command is to an area defined by the Statistical block size 
in register 201 of FIG. 10. In step 242 the contents of the 
DTR NO field 204 are incremented. If the number in the 
field 204 is not above a threshold, step 243 diverts to loop 
back to await the next host command at step 231. If the 
number is above the threshold, indicating a significant 
pattern of accesses to a localized area, Step 243 diverts to 
Step 244 that compares the minimum copy block size in 
register 206 with the number of transfers that have occurred 
as obtained from register 211. If the minimum block size has 
not been satisfied, step 245 diverts back to step 231 to wait 
for the next host command. Thus no relocation of the copy 
Subroutine 212 will occur until the minimum number of 
transferS has been made from an existing localized area. 
Once that minimum is reached, step 245 diverts to step 246 
that sets the interruption flag 215. Step 215 also generates 
new copy program parameters and then restores the back 
ground mode of the copy procedure. 
0117. When the interruption flag 215 is set and the 
background mode controller 213 in FIG. 11 enhances a next 
iteration, Step 222 determines that the interruption flag 215 
is Set and diverts control to Step 223 to update the copy 
Subroutine parameters or arguments with the new copy 
program parameters generated in step 246 of FIG. 12. This 
will relocate the copy Subroutine to the statistical block 
corresponding to the localized area accessed by the Sequen 
tial DTR commands. That is, the copy Subroutine begins to 
transfer blocks or trackS Sequentially from that initial opera 
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tion at a first block or track in the new statistical block or 
localized area that exhibits the Significant acceSS pattern and 
continues transferS from that localized area until at least the 
minimum number of blocks have been transferred. The 
Sequential transfer then continues until the DTR commands 
establish a Statistically significant pattern of accesses within 
another Statistical block. 

0118. To summarize the operation of this invention, the 
copy Subroutine 212, essentially comprising StepS 225 and 
226 in FIG. 10, operates in response to calls from the 
background mode controller 213 of FIG. 11 to move data on 
a track-by-track, or other data block-by-data block basis, 
from the donor Storage device 14 to the target Storage device 
16. If an occasional or random access is requested by a DTR 
command, the foreground mode controller 214 in FIG. 12 
interrupts the operation of the background mode controller 
213 in FIG. 11 to transfer the track or data block containing 
the requested data element to the target Storage device 16. 
Thereafter control passes back to continue the copy Subrou 
tine calls from the background mode controller 213 accord 
ing to the original Sequence. 

0119) If, however, successive DTR commands cause the 
foreground mode controller 214 to acceSS data blockS con 
centrated in a particular Statistical block, the System predicts 
that further requests will be made to that statistical block. 
The foreground mode controller 214 in FIG. 12 then alters 
the arguments used by the background mode controller 213 
in FIG. 11 to shift the operation of the background mode 
controller 213 to the Statistical block receiving the repeated 
DTR requests. The minimum block size prevents another 
shift of that operation until Such time as a minimum number 
of data blockS or tracks have been transferred. This process 
continues then until all the NEED MIGRATION FLAGS 60 
have been cleared indicating that all the data has migrated. 
When this occurs, step 221 in FIG. 11 transfers control to a 
DONE procedure 247 that causes appropriate completion 
messages to be generated. 

0120 FIG. 13 depicts, in graphical form, the comparison 
of host computer response time to DTR commands as a 
function of data migration time. Graph 250 represents a 
typical response Scenario for random access requests. The 
graph indicates that initially there will be maximum 
response times and that these response times will decrease to 
normal response times in a Substantially linear fashion as the 
migration continues. The maximum response time repre 
Sents the time required to complete a transfer from the donor 
Storage device 14. ESSentially and intuitively, as more data 
migrates to the target Storage device 16 the more likely it is 
that a DTR command will acceSS data already in the target 
storage device 16 so the response time will be that of the 
target Storage device 16. 

0121 Graph 251 depicts an optimal data migration 
response curve. It is assumed for this curve that it would be 
possible to predict with certainty the locations accessed by 
the pattern of DTR commands. Relevant data is transferred 
initially So that the response time drops rapidly to the 
minimum value. 

0122). In actual practice it is not always possible to make 
Such a prediction. Graph 252 depicts a typically observed 
response time pattern realized with this invention. It has 
been found that this invention significantly reduces the 
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response times as a function of data migration over the graph 
250. In many cases the actual response time graph approach 
the optimal graph 251. 
0123 Consequently this method and apparatus disclosed 
in FIGS. 10 through 12 enables the efficient transfer of data 
from one Storage device to another in concert with other 
external operations as represented by DTR commands. The 
transferS are particularly efficient in a data migration Sce 
nario where the data migration occurs in a transparent or 
parallel mode and provides a minimal impact on response 
times to DTR commands. 

0.124. Although the present invention is preferably imple 
mented in Software, this is not a limitation of the present 
invention as those well know in the art can appreciate that 
the present invention can be implemented in hardware of in 
various combinations of hardware and Software, without 
departing from the Scope of the invention. Modifications and 
Substitutions by one of ordinary skill in the art are consid 
ered to be within the scope of the present invention which is 
not to be limited except by the claims which follow. 
0.125. This invention has been disclosed in terms of 
certain embodiments. It will be apparent that many modi 
fications can be made to the disclosed apparatus without 
departing from the invention. Therefore, it is the intent of the 
appended claims to cover all Such variations and modifica 
tions as come within the true Spirit and Scope of this 
invention. 

What is claimed as new and desired to be Secured by Letters 
Patent of the United States is: 
1. Data migration apparatus for use in a data processing 

System including an existing Storage device for data ele 
ments connected to a host System that performs data element 
transferS with the existing Storage device in response to data 
transfer requests and a replacement Storage device, Said data 
migration apparatus comprising: 

A) connection means for forming the existing and 
replacement Storage devices into a composite Storage 
device with a path to the host System thereby enabling 
the composite Storage device to respond to data transfer 
requests from the host System; and 

B) data migration means for migrating data from the 
existing Storage device to the replacement Storage 
device concurrently with data transfer requests from the 
host System. 

2. Data migration apparatus as recited in claim 1 wherein 
Said data migration means comprises: 

i) first transfer means for producing data transfers 
between the host System and the composite Storage 
device in response to data transfer requests from the 
host System; 

ii) Second transfer means for producing data transfers 
from the existing Storage device to the replacement 
Storage device; and 

iii) control means in the replacement storage device for 
controlling Said first and Second transfer means until all 
the data elements have migrated from the existing 
Storage device to the replacement Storage device 
whereupon thereafter all host System transfer requests 
are processed in the replacement Storage device. 
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3. Data migration apparatus as recited in claim 2 wherein 
the existing Storage device Stores data elements in Sequen 
tially addressed locations defining a data block and wherein 
Said first and Second transfer means include means for 
transferring, during each transfer, a data block from the 
existing Storage device to the replacement Storage device. 

4. Data migration apparatus as recited in claim 3 addi 
tionally comprising a table that is initialized to indicate that 
all data blockS in the existing Storage device require data 
migration, Said control means updating Said table in 
response to each data block migration thereby to terminate 
the data migration when all data elements have migrated to 
the replacement Storage device. 

5. Data migration apparatus as recited in claim 4 wherein 
the replacement Volume comprises at least one logical 
Volume and Said table includes a portion allocated to each 
logical Volume, Said apparatus additionally comprising 
means for transferring each table portion to the replacement 
Storage device periodically. 

6. Data migration apparatus as recited in claim 4 wherein 
the replacement volume comprises a plurality of logical 
Volumes and Said table includes a portion allocated to each 
logical Volume, Said apparatus additionally comprising 
means for transferring each table portion to a corresponding 
logical Volume in the replacement Storage device after each 
migration of a data block from logical Volume in the existing 
Storage device to the corresponding logical Volume in the 
replacement Storage device. 

7. Data migration apparatus as recited in claim 4 wherein 
Said connection means includes: 

i) means associated with said first transfer means for 
establishing a path between the host System and the 
replacement Storage device, and 

ii) means associated with Said Second transfer means for 
establishing a Second path between the existing and 
replacement Storage devices. 

8. Data migration apparatus as recited in claim 4 wherein 
Said connection means includes: 

i) means associated with said first transfer means for 
establishing a first path between the replacement Stor 
age device and the host System in lieu of the path 
between the existing Storage device and the host Sys 
tem, and 

ii) means associated with Said Second transfer means for 
establishing a path between the existing and replace 
ment Storage devices whereby all data transferS in 
response to data transfer requests from the host System 
occur with the replacement Storage device. 

9. Data migration apparatus as recited in claim 4 wherein 
the host System includes a plurality of input-output connec 
tions available for connection to Storage devices, wherein 
the existing Storage device connects to a first input-output 
connection and wherein Said connection means includes: 

i) means associated with said first transfer means for 
establishing a first path between the replacement Stor 
age device and a Second host System input-output 
connection whereby the first path is in parallel with the 
connection between the host System and the existing 
Storage device, and 

ii) means associated with Said Second transfer means for 
establishing a Second path between the existing and 
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replacement Storage devices, Said control means effect 
ing the data migration after the host System reroutes 
input-output operations to the other of the host System 
input-output connections. 

10. Data migration apparatus as recited in claim 4 wherein 
Said first and Second transfer means effect transferS by 
controlling the operation of a copy Subroutine for transfer 
ring data blocks from the existing Storage device to the 
replacement Storage device in response to control param 
eters, Said first transfer means including a foreground mode 
controller for establishing first values for the control param 
eters in response to data transfer requests to data blockS 
located only in the existing Storage device and Said Second 
transfer means including a background mode controller for 
establishing Second values of the control parameters. 

11. Data migration apparatus as recited in claim 10 
additionally comprising: 

A) means for determining the existence of a significant 
pattern of accesses to the existing Storage device con 
trolled by Said foreground mode controller; and 

B) means for altering the control parameters from said 
background mode controller in response to the occur 
rence of the Significant pattern. 

12. Data migration apparatus as recited in claim 11 
wherein Said table in Said control means includes a flag 
corresponding to each data block having a first value indi 
cating that the corresponding data block is located only in 
the existing Storage device and a Second value indicating 
that the corresponding data block has migrated to the 
replacement Storage device and wherein one of the control 
parameters is the address of a data block location, Said copy 
Subroutine including: 

i) means for migrating a data block from the existing 
Storage device to the replacement Storage device when 
the corresponding flag is at the first value; and 

ii) means for establishing the Second flag value in 
response to the migration. 

13. Data migration apparatus as recited in claim 12 
wherein Said means for determining the existence of a 
Significant pattern includes: 

i) means for defining identifiable statistical blocks com 
prising a predetermined number of contiguous data 
blocks, and 

ii) means for counting Successive data transfer requests 
initiated by Said foreground controller that access a 
given Statistical block for a predetermined number of 
data transfers, Said altering means includes means for 
Setting an interruption flag, and 

Said background mode controller includes means respon 
Sive to the interruption flag for loading the address of 
the Statistical block as a control parameter. 

14. Data migration apparatus as recited in claim 13 
additionally comprising an interruption flag: 

Said means for determining the existence of a significant 
pattern additionally including means for Setting the 
interruption flag, and 

Said background mode controller includes means respon 
Sive to the interruption flag for loading the address of 
the Statistical block, and 
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Said altering means comprises: 

i) means for monitoring the number of data transfers by 
the copy Subroutine in response to the operation of 
Said background controller; and 

ii) means for Setting the interruption flag only after a 
predetermined number of iterations of the copy Sub 
routine have been performed in response to the 
operation of Said background controller. 

15. Data migration apparatus as recited in claim 10 
wherein Said connection means includes: 

i) means associated with said first transfer means for 
establishing a path between the host System and the 
replacement Storage device, and 

ii) means associated with Said Second transfer means for 
establishing a Second path between the existing and 
replacement Storage devices. 

16. Data migration apparatus as recited in claim 10 
wherein Said connection means includes: 

i) means associated with said first transfer means for 
establishing a first path between the replacement Stor 
age device and the host System in lieu of the path 
between the existing Storage device and the host Sys 
tem, and 

ii) means associated with Said Second transfer means for 
establishing a path between the existing and replace 
ment Storage devices whereby all data transferS in 
response to data transfer requests from the host system 
occur with the replacement Storage device. 

17. Data migration apparatus as recited in claim 10 
wherein the host System includes a plurality of input-output 
connections available for connection to Storage devices, 
wherein the existing Storage device connects to a first 
input-output connection and wherein Said connection means 
includes: 

i) means associated with said first transfer means for 
establishing a first path between the replacement Stor 
age device and a Second host System input-output 
connection whereby the first path is in parallel with the 
connection between the host System and the existing 
Storage device, and 

ii) means associated with Said Second transfer means for 
establishing a Second path between the existing and 
replacement Storage devices, Said control means effect 
ing the data migration after the host System reroutes 
input-output operations to the other of the host System 
input-output connections. 

18. Data migration apparatus as recited in claim 10 
wherein the replacement volume comprises at least one 
logical volume and Said table includes a portion allocated to 
each logical volume, Said apparatus additionally comprising 
means for transferring each table portion to the replacement 
Storage device periodically. 

19. Data migration apparatus as recited in claim 10 
wherein the replacement Volume comprises a plurality of 
logical Volumes and Said table includes a portion allocated 
to each logical Volume, Said apparatus additionally compris 
ing means for transferring each table portion to a corre 
sponding logical Volume in the replacement Storage device 
after each migration of a data block from logical volume in 
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the existing Storage device to the corresponding logical 
Volume in the replacement Storage device. 

20. Data migration apparatus as recited in claim 19 
wherein Said connection means includes: 

i) means associated with said first transfer means for 
establishing a path between the host System and the 
replacement Storage device, and 

ii) means associated with said Second transfer means for 
establishing a Second path between the existing and 
replacement Storage devices. 

21. Data migration apparatus as recited in claim 19 
wherein Said connection means includes: 

i) means associated with said first transfer means for 
establishing a first path between the replacement Stor 
age device and the host System in lieu of the path 
between the existing Storage device and the host Sys 
tem, and 

ii) means associated with said Second transfer means for 
establishing a path between the existing and replace 
ment Storage devices whereby all data transferS in 
response to data transfer requests from the host System 
occur with the replacement Storage device. 

22. Data migration apparatus as recited in claim 19 
wherein the host System includes a plurality of input-output 
connections available for connection to Storage devices, 
wherein the existing Storage device connects to a first 
input-output connections and wherein Said connection 
means includes: 

i) means associated with said first transfer means for 
establishing a first path between the replacement Stor 
age device and a Second host System input-output 
connection whereby the first path is in parallel with the 
connection between the host System and the existing 
Storage device, and 

ii) means associated with said Second transfer means for 
establishing a Second path between the existing and 
replacement Storage devices, Said control means effect 
ing the data migration after the host System reroutes 
input-output operations to the other of the host System 
input-output connections. 

23. Data migration apparatus as recited in claim 1 wherein 
Said data migration means includes: 

i) means for identifying data elements that have migrated 
from the existing Storage device to the replacement 
Storage device, and 

ii) means for copying said identification means to said 
replacement Storage device periodically. 

24. Data migration apparatus as recited in claim 23 
wherein data elements are Stored in the Storage devices in 
data blocks and Said identification means includes a table 
that identifies each data block to be migrated, Said data 
migration means updating Said table with each data block 
migration to the replacement Storage device. 

25. Data migration apparatus as recited in claim 1 wherein 
Said data migration means includes: 

i) a copy Subroutine means for transferring data elements 
from the existing Storage device to the replacement 
Storage device in accordance with control parameters, 
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ii) foreground mode controller means for calling said 
copy Subroutine means by generating corresponding 
control parameters in response to a data transfer request 
from the host System for a data element that is only in 
the existing Storage device, 

iii) background mode controller means for calling said 
copy Subroutine means by generating corresponding 
control parameters when Said foreground mode con 
troller is idle, and 

iv) pattern recognition means for altering the control 
parameters generated by Said background controller 
means in response to the detection of a pattern of 
accesses by Said foreground mode controller means. 

26. Data migration apparatus as recited in claim 1 wherein 
Said data migration means includes: 

i) means for establishing a first transfer path between the 
replacement Storage device and the host System in lieu 
of the connection between the existing Storage device 
and the host System, 

ii) means for establishing a Second transfer path between 
the existing and replacement Storage devices, 

iii) means for enabling the operation of Said data migra 
tion means after the establishment of said first and 
Second transfer paths. 

27. Data migration apparatus as recited in claim 1 wherein 
each of the host System and replacement Storage device 
includes plural connection means for communicating ther 
ebetween in response to data transfer requests, one of 
connection means on the host System being connected to the 
existing data Storage device, Said data migration means 
includes: 

i) means for establishing a first transfer path between the 
replacement Storage device and another of the connec 
tion means on the host System, 

ii) means for establishing a Second transfer path between 
the existing and replacement Storage devices, 

iii) means for enabling the operation of Said data migra 
tion means after the establishment of said first and 
Second transfer paths and the modification of the host 
System to route data transfer requests to the other of the 
connection means thereon. 

28. A method for migrating data elements from an existing 
Storage device to as replacement Storage device in a data 
processing System that additionally includes a host System 
that performs data element transferS with the existing Stor 
age device in response to data transfer requests, Said method 
comprising: 

A) connecting the existing and replacement storage 
devices into a composite Storage device with a path to 
the host System thereby enabling the composite Storage 
device to respond to data transfer requests from the host 
System; and 

B) migrating data elements from the existing Storage 
device to the replacement Storage device concurrently 
with data transfer requests from the host System. 

29. A method as recited in claim 28 wherein said step of 
migrating comprises: 
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i) performing first transfers between the host System and 
the composite Storage device in response to data trans 
fer requests from the host System; 

ii) performing Second transferS from the existing storage 
device to the replacement Storage device, and 

iii) controlling Said first and Second transfers until all the 
data elements have migrated from the existing Storage 
device to the replacement Storage device whereupon 
thereafter all host System transfer requests are pro 
cessed in the replacement Storage device. 

30. A method as recited in claim 29 wherein the existing 
Storage device Stores data elements in Sequentially addressed 
locations defining a data block and wherein each of Said first 
and Second transferring Steps transfer a data block from the 
existing Storage device to the replacement Storage device. 

31. A method as recited in claim 30 additionally com 
prising initializing a table to indicate that all data blocks in 
the existing Storage device require data migration and updat 
ing Said table in response to each data block migration 
thereby to terminate the data migration when all data ele 
ments have migrated to the replacement Storage device. 

32. A method as recited in claim 31 wherein the replace 
ment volume comprises at least one logical Volume and Said 
table includes a portion allocated to each logical Volume, 
Said method comprising the additional Step of transferring 
each table portion to the replacement Storage device peri 
odically. 

33. A method as recited in claim 31 wherein the replace 
ment Volume comprises a plurality of logical Volumes and 
said table includes a portion allocated to each logical Vol 
ume, Said method additionally comprising the Step of trans 
ferring each table portion to a corresponding logical volume 
in the replacement Storage device after each migration of a 
data block from logical Volume in the existing Storage 
device to the corresponding logical volume in the replace 
ment Storage device. 

34. A method as recited in claim 31 wherein said step of 
connecting the existing and replacement Storage devices 
includes: 

i) establishing a first path between the host System and the 
replacement Storage device, and 

ii) establishing a second path between the existing and 
replacement Storage devices. 

35. A method as recited in claim 31 wherein said step of 
connecting the existing and replacement Storage devices 
includes: 

i) establishing a first path between the replacement stor 
age device and the host System in lieu of the path 
between the existing Storage device and the host Sys 
tem, and 

ii) establishing a second path between the existing and 
replacement Storage devices whereby all data transfers 
in response to data transfer requests from the host 
System occur with the replacement Storage device. 

36. A method as recited in claim 31 wherein the host 
System includes a plurality of input-output connections 
available for connection to Storage devices, wherein the 
existing Storage device connects to a first input-output 
connection and wherein Said Step of connecting includes: 

i) establishing a first path between the replacement stor 
age device and a Second host System input-output 
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connection whereby the first path is in parallel with the 
connection between the host System and the existing 
Storage device, 

ii) establishing a second path between the existing and 
replacement Storage devices, and 

iii) rerouting host System reroutes input-output operations 
to the Second host System input-output connection. 

37. A method as recited in claim 31 wherein said first and 
Second transferS are effected by controlling the operation of 
a copy Subroutine for transferring data blocks from the 
existing Storage device to the replacement Storage device in 
response to control parameters, Said first transfer including 
foreground mode control for establishing first values for the 
control parameters in response to data transfer requests to 
data blockS located only in the existing Storage device and 
Said Second transfer including background mode control for 
establishing Second values of the control parameters. 

38. A method as recited in claim 37 additionally com 
prising: 
A) determining the existence of a significant pattern of 

accesses to the existing Storage device controlled by 
Said foreground mode controller, and 

B) altering the control parameters from said background 
mode controller in response to the occurrence of the 
Significant pattern. 

39. A method as recited in claim 38 wherein the table 
includes a flag corresponding to each data block having a 
first value indicating that the corresponding data block is 
located only in the existing storage device and a second 
value indicating that the corresponding data block has 
migrated to the replacement Storage device and wherein one 
of the control parameters is the address of a data block 
location, Said copy Subroutine including the Steps of: 

i) migrating a data block from the existing storage device 
to the replacement Storage device when the correspond 
ing flag is at the first value; and 

ii) establishing the Second flag value in response to the 
migration. 

40. A method as recited in claim 39 wherein said step of 
determining the existence of a significant pattern includes: 

i) defining identifiable statistical blocks comprising a 
predetermined number of contiguous data blocks, and 

ii) counting Successive data transfer requests initiated by 
Said foreground controller that access a given Statistical 
block for a predetermined number of data transfers, 

Said Step of altering includes Setting an interruption flag, 
and 

Said background mode control includes responding to the 
interruption flag being Set by loading the address of the 
Statistical block as a control parameter. 

41. A method as recited in claim 40 wherein: 

Said Step of determining the existence of a significant 
pattern additionally includes Setting the interruption 
flag, and 

Said Step of background mode control includes responding 
to the interruption flag by loading the address of the 
Statistical block, and 

Said Step of altering comprises: 



US 2001/0001870 A1 

i) monitoring the number of data transfers by the copy 
Subroutine in response to Said background mode 
control; and 

ii) Setting the interruption flag only after a predeter 
mined number of iterations of the copy Subroutine 
have been performed in response to Said background 
mode control. 

42. A method as recited in claim 37 wherein said step of 
connecting includes: 

i) establishing a path between the host System and the 
replacement Storage device, and 

ii) establishing a second path between the existing and 
replacement Storage devices. 

43. A method as recited in claim 37 wherein said step of 
connecting includes: 

i) establishing a first path between the replacement stor 
age device and the host System in lieu of the path 
between the existing Storage device and the host Sys 
tem, and 

ii) establishing a path between the existing and replace 
ment Storage devices whereby all data transferS in 
response to data transfer requests from the host System 
occur with the replacement Storage device. 

44. A method as recited in claim 37 wherein the host 
System includes a plurality of input-output connections 
available for connection to Storage devices, wherein the 
existing Storage device connects to a first input-output 
connection and wherein Said step of connecting means 
includes: 

i) establishing a first path between the replacement stor 
age device and a Second host System input-output 
connection whereby the first path is in parallel with the 
connection between the host System and the existing 
Storage device, 

ii) establishing a second path between the existing and 
replacement Storage devices, and 

iii) rerouting input-output operations to the other of the 
host System input-output connections. 

45. A method as recited in claim 37 wherein the replace 
ment Volume comprises at least one logical volume and the 
table includes a portion allocated to each logical Volume, 
Said method additionally comprising the Step of transferring 
each table portion to the replacement Storage device peri 
odically. 

46. A method as recited in claim 37 wherein the replace 
ment Volume comprises a plurality of logical Volumes and 
the table includes a portion allocated to each logical Volume, 
Said method additionally comprising the Step of transferring 
each table portion to a corresponding logical volume in the 
replacement Storage device after each migration of a data 
block from logical volume in the existing Storage device to 
the corresponding logical volume in the replacement Storage 
device. 

47. A method as recited in claim 37 wherein said step of 
connecting includes: 

i) establishing a path between the host System and the 
replacement Storage device, and 

ii) establishing a second path between the existing and 
replacement Storage devices. 
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48. A method as recited in claim 46 wherein said step of 
connecting includes: 

i) establishing a first path between the replacement Stor 
age device and the host System in lieu of the path 
between the existing Storage device and the host Sys 
tem, and 

ii) establishing a second path between the existing and 
replacement Storage devices whereby all data transfers 
in response to data transfer requests from the host 
System occur with the replacement Storage device. 

49. A method as recited in claim 46 wherein the host 
System includes a plurality of input-output connections 
available for connection to Storage devices, wherein the 
existing Storage device connects to a first input-output 
connection and wherein Said Step of connecting includes: 

i) establishing a first path between from the replacement 
Storage device and a Second host System input-output 
connection whereby the first path is in parallel with the 
connection between the host System and the existing 
Storage device, 

ii) establishing a second path between the existing and 
replacement Storage devices, and 

iii) rerouting input-output operations to the other of the 
host System input-output connections. 

50. A method as recited in claim 28 wherein said data 
migration means includes: 

i) means for identifying data elements that have migrated 
from the existing Storage device to the replacement 
Storage device, and 

ii) means for periodically copying said identification 
means to Said replacement Storage device. 

51. A method as recited in claim 23 wherein data elements 
are Stored in the Storage devices in data blocks and Said 
identification means includes a table that identifies each data 
block to be migrated, Said method comprising the Step of 
updating the table each time a data block migrates to the 
replacement Storage device. 

52. A method as recited in claim 28 wherein a copy 
Subroutine transferS data elements from the existing Storage 
device to the replacement Storage device in accordance with 
control parameters, Said method comprising the additional 
Steps of 

i) calling the copy Subroutine in a foreground mode by 
generating corresponding control parameters in 
response to a data transfer request from the host System 
for a data element that is only in the existing Storage 
device, 

ii) calling the copy Subroutine in a background mode by 
generating corresponding control parameters in the 
absence of a foreground mode call, and 

iii) altering the control parameters generated by a back 
ground mode in response to the detection of a pattern 
of calls in the foreground mode. 

53. A method as recited in claim 28 additionally com 
prising the Steps of 

i) establishing a first transfer path between the replace 
ment Storage device and the host System in lieu of the 
connection between the existing Storage device and the 
host System, 
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ii) establishing a Second transfer path between the existing 
and replacement Storage devices, 

iii) enabling the migration of data elements after the 
establishment of the first and Second transfer paths. 

54. A method as recited in claim 28 wherein each of the 
host System and replacement Storage device include plural 
connection means for communicating therebetween in 
response to data transfer requests, a first connection means 
on the host System being connected to the existing data 
Storage device, Said method comprising the additional Steps 
of: 

i) establishing a first transfer path between the replace 
ment Storage device and a Second connection means on 
the host System, 

ii) establishing a Second transfer path between the existing 
and replacement Storage devices, 

iii) modifying the operation of the host System to route 
data transfer requests from the first connection means 
to the Second connection means thereby enabling the 
migration of data elements after the establishment of 
Said first and Second transfer paths. 

55. Data migration apparatus for use in a data processing 
System including an existing Storage device for data ele 
ments connected to a host System that performs data element 
transferS with the existing Storage device in response to data 
transfer requests and a replacement Storage device, Said data 
migration apparatus comprising: 
A) connections for forming the existing and replacement 

Storage devices into a composite Storage device with a 
path to the host System thereby enabling the composite 
Storage device to respond to data transfer requests from 
the host System; and 

B) a data migration System that migrates data from the 
existing Storage device to the replacement Storage 
device concurrently with data transfer requests from the 
host System. 

56. Data migration apparatus as recited in claim 55 
wherein Said data migration System includes: 

i) an identifier that stores the identity of data elements that 
have migrated from the existing Storage device to the 
replacement Storage device, and 

ii) a copier that replicates the contents of Said identifier to 
Said replacement Storage device periodically. 

57. Data migration apparatus as recited in claim 56 
wherein data elements are Stored in the Storage devices in 
data blocks and said identifier includes a table that identifies 
each data block to be migrated and wherein Said data 
migration System updates Said table with each data block 
migration to the replacement Storage device. 
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58. Data migration apparatus as recited in claim 1 wherein 
Said data migration System includes: 

i) a copy Subroutine for transferring data elements from 
the existing Storage device to the replacement Storage 
device in accordance with control parameters, 

ii) a foreground mode controller that calls said copy 
Subroutine by generating corresponding control param 
eters in response to a data transfer request from the host 
System for a data element that is only in the existing 
Storage device, 

iii) a background mode controller for calling said copy 
Subroutine means by generating corresponding control 
parameters when Said foreground mode controller is 
idle, and 

iv) a pattern recognition System for altering the control 
parameters generated by Said background mode con 
troller in response to the detection of a pattern of 
accesses by Said foreground mode controller. 

59. Data migration apparatus as recited in claim 55 
wherein Said data migration System includes: 

i) a first transfer path established between the replacement 
Storage device and the host System in lieu of the 
connection between the existing Storage device and the 
host System, 

ii) a Second transfer path established between the existing 
and replacement Storage devices, 

iii) a controller that enables the operation of said data 
migration System after the establishment of Said first 
and Second transfer paths. 

60. Data migration apparatus as recited in claim 55 
wherein each of the host System and replacement Storage 
device includes plural connections for communicating ther 
ebetween in response to data transfer requests, a first con 
nection on the host System being connected to the existing 
data Storage device, Said data migration System includes: 

i) a first transfer path established between the replacement 
Storage device and a Second connection on the host 
System, 

ii) a Second transfer path established between the existing 
and replacement Storage devices, 

iii) a controller that enables the operation of Said data 
migration System after the establishment of Said first 
and Second transfer paths and the modification of the 
host System to route data transfer requests to the Second 
connection means. 


