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(57) Rezumat:

Inventia se referd la un dispozitiv electronic gi lao
metoda de realizare a uneibenzi configurabile gi-exten-
sibile de procesare de imagini. Dispozitivul eélectronic,
conform inventiei, este alcatuit dintr-un dispozitiv (400)
de procesare paraleld, cuprinzand: o multifudine de
elemente de procesare, fiecare configurat sd execute
instructiuni, un subsistem de memorie, care cuprinde o
multitudine de zone de memorie, $i un sistem de
interconectare, configurat s& cupleze multitudinea de
elemente de procesare §i subsistemul de memorie,
sistemul de intereonéctare incluzand o interconectare
locala si o interconectare globald, si dintr-un procesor
(2602} care comunicd apoi cu dispozitivul (400) de
procesare paraleld, gi care este configurat'sé ruleze un
modul stocat In memorie, careeste configurat s
receptioneze un grafic. de flux de date asociat unui
praces: de prelucrare a datelor, graficul cuprinzand o
multitudine de noduri si o multitudine de arce care
conecteazé doud sau mai multe dintre noduri, fiecare
nod identificAnd o operalie, i fiecare arc identificénd o
relatie intre nodurile conectate, si s& aloce un prim nod
din multitudinea de noduri la un prim element de
pracesare al dispozitivului de procesare paraleld, iarun

al doilea nod din multitudinea de-noduri, la un al doiiea
element de procesare al dispozitivului de procesare
paraleld, paralelizand astfel operatiile asociate cu primul
nod si cu al doilea nod.
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APARAT, SISTEME SI METODE PENTRU A REALIZA
O BANDA (SECVENTA IN CARE SE POT SUPRAPUNE FAZELE/OPERATIILE)
CONFIGURABILA SI EXTENSIBILA DE PROCESARE DE IMAGINI

Trimitere la cererea conexi

[0001] Aceastd cerere revendicd beneficiul datei prioritare anterioare a cererii de brevet
din Regatul Unit nr. GB1314263.3, intitulate ,,Banda configurabila si extensibild de procesare
de imagini,” care a fost depusa in 8 august 2013 de cétre Linear Algebra Technologies

Limited si care este inclusi integral in mod explicit in acest document prin trimitere.

Domeniul de aplicatie

[0002] Aceasti cerere este legatd, in general, de dispozitivele de procesare adecvate

pentru procesarea de imagini i video.
Context

[0003] Procesarea computationald de imagini si video este foarte solicitanti din punctul
de vedere al latimii de banda de memorie, deoarece rezolutiile imaginilor si frecventele
cadrelor sunt ridicate, fiind obignuite valori agregate de ordinul a multe sute de megapixeli pe
secunda. Mai mult, avand in vedere ci acest domeniu este relativ la inceput, apar mereu
algoritmi noi. De aceea este dificila implementarea acestora in intregime in hardware,
componentele hardware putand fi in imposibilitatea de a se adapta la modificarile
algoritmilor. In acelagi timp, este nerealisti o abordare de tip software, bazati pe
implementarea doar la nivel de procesor. in consecint3, este de dorit, in general, o
arhitecturd/infrastructurd flexibild, care si poati include procesoare si acceleratoare

hardware.

[0004] in acelasi timp, cererea pentru o asemenea procesare de video si de imagini vine,
in mare parte, dinspre dispozitivele electronice portabile, cum ar fi tabletele si dispozitivele
mobile, in cazul carora consumul de putere este un considerent-cheie. Prin urmare, exista o
nevoie generald de o infrastructura flexibila care sa reuneasca procesoarele multinucleu si
acceleratoarele hardware cu un subsistem de memorie cu litime mare de banda, care si le
permitd sd asigure o ratd de transfer de date sus{inuta in conditiile unui consum de putere

redus, potrivit cerintelor pentru dispozitivele electronice portabile.

Rezumat

[0005] Conform obiectului prezentat al cererii, se prezintd un aparat, sisteme si metode de

realizare a unei benzi configurabile si extensibile de procesare de imagini.
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[0006] Obiectul prezentat include un dispozitiv de procesare paraleld. Dispozitivul de
procesare include o multitudine elemente de procesare, fiecare configurat sd execute
instructiuni, $i un subsistem de memorie care cuprinde o multitudine de zone de memorie,
inclusiv o primé zona de memorie asociati unuia dintre multiplele elemente de procesare.
Prima zon# de memorie cuprinde o multitudine de blocuri de memorie cu acces aleatoriu
(RAM), fiecare avénd porturi individuale de citire si scriere. Dispozitivul de procesare
paralelad poate include un sistem de interconectare configurat pentru a cupla multitudinea de
elemente de procesare si subsistemul de memorie. Sistemul de interconectare poate include o
interconectare locald configurata sa cupleze prima zond de memorie si unul dintre mulitipiele
elemente de procesare, precum si o interconectare globald, configuraté sd cupleze prima zona
de memorie §i restul multitudinii de elemente de procesare.

[0007] in oricare dintre implementirile prezentate aici, unul dintre multiplele blocuri de
memorie RAM este asociat unui bloc de arbitrare, acest bloc de arbitrare fiind configurat sa
primeasci solicitari de accesare a memoriei din partea unuia dintre multiplele elemente de
procesare si s permitd accesul unuia dintre multiplele elemente de procesare la unul dintre
multiplele blocuri de memorie RAM.

[0008] in oricare implementare prezentat aici, blocul de arbitrare este configurat si
acorde acces la unul dintre multiplele blocuri de memorie RAM conform unui algoritm round
robin (coada circulard de prioritati).

[0009] in oricare dintre implementirile descrise aici, blocul de arbitrare cuprinde un
detector de conflicte configurat s monitorizeze solicitérile de accesare a memoriei vizand
unul dintre multiplele blocuri de memorie RAM si s determine daca existd doud sau mai
multe dintre multiplele elemente de procesare care incearca sd acceseze simultan acelasi bloc

dintre multiplele blocuri de memorie RAM.

[0010] in oricare dintre implementarile prezentate aici, detectorul de conflicte este cuplat
la o multitudine de decodificatoare de adrese, fiecare dintre aceste multiple decodificatoare
de adrese fiind cuplat la unul dintre multiplele elemente de procesare si fiind configurat sd
determine dac3 unul dintre multiplele elemente de procesare incearca si acceseze unul dintre

multiplele blocuri de memorie RAM asociate blocului de arbitrare.

[0011] In oricare dintre implementirile prezentate aici, multitudinea de elemente de

procesare cuprinde cel putin un procesor vectorial si cel putin un accelerator hardware.
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[0012] in oricare dintre implementirile prezentate aici, dispozitivul de procesare paraleld
include o multitudine de controlere ale zonelor de memorie, fiecare configurat sa asigure
accesul la una dintre multiplele zone de memorie.

[0013] in oricare dintre implementirile prezentate aici, sistemul de interconectare
cuprinde o prima magistrala configurat s asigure comunicarea dintre cel pufin un procesor

vectorial §i subsistemul de memorie.

[0014] In oricare dintre implementirile prezentate aici, sistemul de interconectare
cuprinde un al doilea sistem de magistrald, configurat si asigure comunicarea dintre cel putin
un accelerator hardware si subsistemul de memorie.

[0015] In oricare dintre implementirile prezentate aici, al doilea sistem de magistrala
cuprinde un filtru de solicitdri de adrese ale zonelor de memorie configurat sd medieze
comunicarea dintre cel putin un accelerator hardware si subsistemul de memorie,
receptionand o solicitare de accesare a memoriei din partea cel putin unui accelerator
hardware si permitind cel putin unui accelerator hardware sd acceseze subsistemul de

memorie.

[0016] in oricare dintre implementirile prezentate aici, unul dintre multiplele dispozitive
de procesare cuprinde o memorie-tampon pentru a méri debitul sistemului de memorie,
numarul de elemente din cadrul memoriei-tampon fiind mai mare decat numarul de cicluri

necesare pentru preluarea datelor din subsistemul de memorie.

[0017] Obiectul prezentei cereri include o metodd de operare a unui sistem de procesare
paraleld. Metoda include asigurarea unei multitudini de elemente de procesare, inclusiv un
prim element de procesare i un al doilea element de procesare, fiecare dintre multiplele
elemente de procesare fiind configurat s execute instructiuni. De asemenea, metoda include
asigurarea unui subsistem de memorie care cuprinde o multitudine de zone de memorie,
inclusiv o primé zon4 de memorie asociatd primului element de procesare, aceasta primi zona
de memorie cuprinzind o multitudine de blocuri de memorie cu acces aleatoriu (RAM),
fiecare bloc avand porturi individuale de citire si de scriere. In plus, metoda include
receptionarea — de cétre un bloc de arbitrare asociat unuia dintre multiplele blocuri de
memorie RAM printr-o interconectare locald a unui sistem de interconectare — unei prime
solicitari de accesare a memoriei din partea primului element de procesare. in plus, metoda
include trimiterea — de cétre blocul de arbitrare prin interconectarea globala — unui prim
mesaj de autorizare cdtre primul element de procesare, pentru a autoriza accesul primului

element de procesare la unul dintre mﬁltiplelc blocuri de memorie RAM.

3
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[0018] In oricare dintre implementirile prezentate aici, metoda mai include receptionarea
— de citre blocul de arbitrare printr-o interconectare globali a sistemului de interconectare —
unei a doua solicitiri de accesare a memoriei din partea unui al doilea element de procesare,
precum si trimiterea — de cétre blocul de arbitrare prin interconectarea globald — unui al
doilea mesaj de autorizare cétre al doilea element de procesare pentru a autoriza accesul celui

de al doilea element de procesare la unul dintre multiplele blocuri de memorie RAM.

[0019] in oricare dintre implementrile prezentate aici, metoda mai include trimiterea —
de citre blocul de arbitrare — unei multitudini de mesaje de autorizare citre multitudinea de
elemente de procesare, pentru a autoriza accesul la unul dintre multiplele blocuri de memorie

RAM conform unui algoritm round robin.

[0020] in oricare dintre implementirile prezentate aici, metoda mai include monitorizarea
— de cétre un detector de conflicte din componenta blocului de arbitrare — solicitarilor de
accesare @ memoriei adresate unuia dintre multiplele blocuri de memorie RAM, precum si
identificarea situatiei in care doud sau mai multe dintre multiplele elemente de procesare

incearci sé acceseze simultan acelasi bloc dintre multiplele blocuri de memorie RAM.

[0021] in oricare dintre implementirile prezentate aici, multitudinea de elemente de

procesare cuprinde cel putin un procesor vectorial si cel putin un accelerator hardware.

[0022] in oricare dintre implementirile prezentate aici, metoda mai include asigurarea
unei multitudini de controlere ale zonelor de memorie, fiecare controler fiind configurat s&

asigure accesul la una dintre multiplele zone de memorie.

{0023] In oricare dintre implementirile prezentate aici, metoda mai include asigurarea
comunicdrii dintre cel putin un procesor vectorial gi subsistemul de memorie printr-un prim

sistem de magistrala al sistemului de interconectare.

{0024] in oricare dintre implementirile prezentate aici, metoda mai include asigurarea
comunicarii dintre cel putin un accelerator hardware si subsistermu} de memorie printr-un al

doilea sistem de magistrala al sistemului de interconectare.

[0025] in oricare dintre implementirile prezentate aici, al doilea sistem de magistrala
cuprinde un filtru de solicitari de adrese ale zonelor de memorie configurat s& medieze
comunicarea dintre cel putin un accelerator hardware si subsistemul de memorie,
receptionind o solicitare de accesare a memoriei din partea cel putin unui accelerator
hardware si permitdnd cel putin unui accelerator hardware sa acceseze subsistemul de

memorie.
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[0026] Obiectul prezentat al cererii include un dispozitiv electronic. Dispozitivul
electronic include un dispozitiv de procesare paraleld. Dispozitivul de procesare include o
multitudine elemente de procesare, fiecare configurat si execute instructiuni, si un subsistem
de memorie care cuprinde o multitudine de zone de memorie, inclusiv o primi zoni de
memorie asociatd unuia dintre multiplele elemente de procesare. Prima zoni de memorie
cuprinde o multitudine de blocuri de memorie cu acces aleatoriu (RAM), fiecare avand
porturi individuale de citire si scriere. Dispozitivul de procesare paraleld poate include un
sistem de interconectare configurat pentru a cupla multitudinea de elemente de procesare si
subsistemul de memorie. Sistemul de interconectare poate include o interconectare locali
configuraté si cupleze prima zona de memorie §i unul dintre multiplele elemente de
procesare, precum §i o interconectare globala, configurata s cupleze prima zonad de memorie
si restul multitudinii de elemente de procesare. De asemenea, dispozitivul electronic include
un procesor care comunica cu dispozitivul de procesare paraleld, configurat si ruleze un
modul stocat in memorie. Modulul este configurat sa receptioneze un grafic de flux de date
asociat unui proces de procesare de date, graficul de flux de date cuprinzand multiple noduri
si multiple arce care conecteazd doua sau mai multe dintre multiplele noduri, fiecare nod
identificand o operatie si fiecare arc identificand o relatie dintre nodurile conectate; si sd
aloce un prim nod dintre multiplele noduri la un prim element de procesare al dispozitivului
de procesare paraleld, iar un al doilea nod dintre multiplele noduri la un al doilea element de
procesare al dispozitivului de procesare paraleld, paralelizand astfel operatiile asociate cu
primul nod si cu al doilea nod.

[0027] in oricare dintre implementirile prezentate aici, graficul de flux de date este

prezentat intr-un format de limbaj extensibil de marcare (XML).

[0028] in oricare dintre implementirile prezentate aici, modulul este configurat si aloce
primul nod din multitudinea de noduri la primul element de procesare pe baza unei

performante anterioare a unui subsistem de memorie din dispozitivul de procesare paralela.

[0029] fn oricare dintre implementirile prezentate aici, subsistemul de memorie al
dispozitivului de procesare paraleld cuprinde un contor configurat si contorizeze un numér de
conflicte de memorie intr-o perioada de timp predeterminat, iar performanta anterioara a

subsistemului de memorie cuprinde numarul de conflicte de memorie masurat de contor.

[0030]) in oricare dintre implementirile prezentate aici, modulul este configurat si aloce
primul nod din multitudinea de noduri la primul element de procesare in timp ce dispozitivul

de procesare paraleld opereazi cel putin o portiune a graficului de flux de date.
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[0031] in oricare dintre implementirile prezentate aici, modulul este configurat s3
receptioneze o multitudine de grafice de flux de date si si aloce toate operatiile asociate
multitudinii de grafice de flux la un singur element de procesare din dispozitivul de procesare
paralela.

[0032] in oricare dintre implementirile prezentate aici, modulul este configurat si
intercaleze accesarile memoriei de cétre elementele de procesare, pentru a reduce conflictele

de memorie.

[0033] in oricare dintre implementirile prezentate aici, dispozitivul electronic cuprinde

un dispozitiv mobil.

[0034] in oricare dintre implementirile prezentate aici, graficul de flux de date este
specificat folosind o interfatd de programare a aplicatiilor (API) asociata dispozitivului de

procesare paralela.

{0035} in oricare dintre implementarile prezentate aici, modulul este configurat si
furnizeze date de imagine de intrare catre multitudinea de elemente de procesare divizand
datele de intrare de tip imagine in fagii i furnizand o fasie de date de intrare de tip imagine la

unul dintre multiplele elemente de procesare.

[0036] in oricare dintre implementirile prezentate aici, numarul de fasii de date de intrare

de tip imagine este identic cu numarul de elemente dintre multiplele elemente de procesare.
Descrierea schemelor

{0037] Prezenta aplicatie va fi descrisd in continuare ficand trimitere la scheme.

[0038] FIG. 1 descrie o platforma de procesare computationald de imagini de la Chimera.
[0039] FIG. 2 descrie o arhitectura multinucleu a unui procesor Cell.

[0040] FIG. 3 descrie o arhitecturd cu un microprocesor eficient de mica putere (ELM).
[0041] FIG. 4 ilustreazd un subsistem de memorie perfectionat conform anumitor
implementari.

[0042] FIG. 5 ilustreaza o sectiune a dispozitivului de procesare paraleld conform
anumitor implementari.

[0043] FIG. 6 ilustreaza un sistem centralizat de detectare a coliziunilor intr-o logica de

control pe bloc conform anumitor implementéri.

3-00812--
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[0044] FIG. 7 ilustreazi un sistem distribuit de detectare a coliziunilor intr-o logici de
control pe bloc conform anumitor implementiri.

{0045} FIG. 8 prezintd un bloc de arbitrare pentru raportarea unui semnal de coliziune

cétre un solicitant conform anumitor implementari.

[0046] FIG. 9 ilustreaza un bloc de arbitrare orientat pe ciclu conform anumitor

implementari.

{0047} FIG. 10 ilustreaza un mecanism de reducere a latentei accesului la memorie
datorate arbitrérii accesului la memorie conform anumitor implementari.

[0048] FIG. 11 ilustreaza o aplicatie de software de planificare conform anumitor
implementari.

[0049] FIG. 12 ilustreaza o structuri ierarhici a unui sistem care contine un dispozitiv de
procesare paraleld conform anumitor implementari.

[0050] FIG. 13 ilustreazd modul n care poate fi folositd descrierea graficului aciclic
dirijat (directed acyclic graph —~ DAG) sau a graficului de flux de date pentru a controla
operatiile unui dispozitiv de procesare paraleld conform anumitor implementéri.

[0051] FIG. 14A-14B ilustreazi planificarea si emiterea de activitdti de cétre compilator
si de citre planificator conform anumitor implementiri.

[0052] FIG. 15 ilustreazi functionarea unui compilator DAG in timp real conform
anumitor implementiri.

[0053] FIG. 16 compari o planificare generati de un planificator OpenCL cu o
planificare generati de planificatorul DAG online propus conform anumitor implementari.
[0054] FIG. 17 ilustreazi un mecanism de barierd pentru sincronizarea unei operatii a
procesoarelor si/sau a acceleratoarelor filtrelor conform anumitor implementari.

[0055] FIG. 18 ilustreaza dispozitivul de procesare paraleld cu diferite tipuri de elemente
de procesare conform anumitor implementari.

[0056] FIG. 19 ilustreaza subsistemul de memorie multinucleu propus conform anumitor
implementari.

[0057] FIG. 20 ilustreazd o singurd zond a infrastructurii matricei de conectare
(connection matrix — CMX) conform anumitor implementari.

[0058] FIG. 21 ilustreazi o arhitecturd crossbar (arhitecturd de comutare) a controlerelor
de memorie pentru acceleratoare (accelerator memory controller — AMC) conform anumitor

implementdri.
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[0059] FIG. 22 ilustreazd un controler AMC cu porturi crossbar conform anumitor
implementari.

[0060] FIG. 23 ilustreaza o operatie de citire folosind un AMC conform anumitor
implementari.

[0061] FIG. 24 ilustreaza o operatie de scriere folosind un AMC conform anumitor
implementari.

[0062] FIG. 25 ilustreaza dispozitivul de procesare paralela conform anumitor
implementari.

[0063] FIG. 26 ilustreaza un dispozitiv electronic care include un dispozitiv de procesare

paraleld conform anumitor implementiri.
Descriere detaliati

[0064] Una dintre modalitatile posibile de a interconecta asemenea resurse de procesare
diferite (de exemplu, procesoare §i acceleratoare hardware) este utilizind o magistrala ca
aceea prezentats in motorul computational pentru fotografii de la Chimera, conceput de
NVidia. FIG. 1 ilustreazd motorul computational pentru fotografii de la Chimera. Motorul
computational pentru fotografii 100 de la Chimera include multiple nuclee de unitate de
procesare grafica (GPU) 102 conectate la un subsistem de procesor ARM multinucleu 104 si
la acceleratoare hardware (HW) de procesare a semnalului de imagine (Image Signal
Processing — ISP) 106 printr-o infrastructurd de magistrala neierarhizati 108 (de exemplu, un
sistem de magistralad cu o singuri ierarhie care conecteazi toate elementele de procesare).
Motorul computational pentru fotografii de la Chimera este prezentat in general ca fiind un
cadru software care abstractizeazi detaliile nucleelor GPU de la bazi 102, ale CPU-urilor 104
si ale blocurilor ISP 106 de la programator. In plus, motorul computational pentru fotografii
100 de la Chimera descrie fluxul de date prin motorul fotografic computational ca realizandu-
se prin doud magistrale informationale 108-0, 108-1, prima magistrald 108-0 transportand
date de tip imagine sau cadru, iar a doua magistrala 108-1 transportand informatii de stare

asociate fiecdrui cadru.

[0065] Infrastructura de magistrala neierarhizatd, ca in cazul Chimera, poate fi ieftin si
convenabil de implementat. Cu toate acestea, infrastructura de magistrald neierarhizati poate
avea mai multe dezavantaje considerabile daci se utilizeaza ca mijloc de a interconecta
elemente de procesare eterogene (de exemplu, elemente de procesare de diferite tipuri), cum
ar fi nuclee de GPU 102, CPU-uri 104 si blocuri ISP 106. in primul rand, utilizarea unei

magistrale pentru a interconecta resurse computationale presupune posibilitatea de a distribui
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memoria in intregul sistem local la fiecare unitate centrald de procesare (CPU) 104, la o
unitate de procesare grafici (GPU) 102 si/sau la un bloc de procesor de semnal tip imagine
(ISP) 106. Prin urmare, memoria nu se poate aloca flexibil in cadrul benzii de procesare
potrivit cerintelor benzii computationale pentru fotografii pe care doreste programatorul si o
implementeze. Aceasti lipsd de flexibilitate poate fie sd ingreuneze implementarea anumitor
aspecte ale procesdrii de imagini si video, fie sd limiteze o implementare din punctul de

vedere al frecventei cadrelor, al calitatii imaginii sau din alte puncte de vedere.

[0066] In al doilea rand, utilizarea unei infrastructuri de magistrald neierarhizati poate
duce la situatia in care diferite resurse computationale (CPU-urile 104, GPU-urile 102 si
blocurile ISP 106) trebuie sa concureze pentru litimea de bandi a magistralei. Aceasta
concurentd necesitd arbitrare, ceea ce reduce litimea de banda disponibild pe magistrala. Prin
urmare, scade progresiv latimea de banda teoretica disponibila pentru activitatea propriu-zisa.
Ca urmare a reducerii latimii de bandi, o banda de procesare poate si nu mai faca fati
cerintelor de performantd ale aplicatiei in ceea ce priveste frecventa cadrelor, calitatea
imaginii si/sau puterea.

[0067] in al treilea rand, lipsa memoriei suficiente in apropierea unei anumite resurse
computationale poate necesita transferul datelor inainte §i inapoi intre memoria asociata unui
anumit GPU 102, CPU 104 sau bloc ISP hardware 106 si o altd resursd computationala.
Aceastd indisponibilitate a memoriei poate duce la un consum suplimentar de latime de banda
a magistralei si la un overhead de arbitrare. Mai mult, indisponibilitatea memoriei face s
creascd si consumul de putere. De aceea poate fi dificila sau chiar imposibild sustinerea unui

anumit algoritm la o anumiti frecventi-tinta a cadrelor.

[0068] in al patrulea rand, utilizarea unei infrastructuri de magistrali neierarhizati poate
crea dificultiti la construirea unei benzi de procesare din elemente de procesare eterogene,
care pot avea fiecare caracteristici de latenta diferite. De exemplu, nucleele de GPU 102 sunt
concepute sa tolereze latenta prin rularea mai multor fire de proces suprapuse pentru a
suporta accesari restante multiple ale memoriei (in general memorie DRAM extern3) astfel
incét s acopere latenta, in timp ce CPU-urile 104 obisnuite si blocurile ISP hardware 106 nu

sunt concepute si tolereze latenta.

[0069] Un alt mod de a interconecta diferite resurse de procesare il gasim la o
arhitecturd de procesoare Cell conceputa de IBM, ilustrati in FIG. 2. Arhitectura de
procesoare Cell 200 include o stocare locala (local storage ~ LS) 202 disponibila fiecarui

procesor 204, cunoscutd si ca unitate de executie sinergetica (synergistic execution unit —
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SXU). Procesorul Cell 200 se bazeazd pe o infrastructurd partajatd in timp si pe
transferuri ale accesului direct la memorie (direct memory access — DMA) 206 pentru a
planifica programatic transferurile de date dintre LS 202 a unui procesor si LS 202 a altui
procesor. Dificultatea arhitecturii Cell 200 consti in complexitatea cu care se confrunti
programatorul in incercarea de a planifica explicit transferurile de date din fundal cu
multe sute de cicluri inainte (datorita nivelurilor ridicate de latentd din arhitectura Cell
200), astfel incat sa asigure disponibilitatea datelor partajate pentru fiecare procesor 204
la momentul necesar. Dacd programatorul nu programeazi explicit transferurile de date

din fundal, procesoarele 204 s-ar putea bloca, fapt ce ar afecta performantele.

[0070] Un alt mod de a interconecta diferite resurse de procesare este utilizind un
subsistem de memorie multinucleu partajati, pentru partajarea eficienti a datelor intre
procesoarele unui sistem de procesare multinucleu. Acest subsistem de memorie multinucleu
partajati este folosit in sistemul cu microprocesor eficient de mica putere (efficient low-
power microprocessor — ELM). FIG. 3 ilustreaza sistemul ELM. Sistemul ELM 300 include
un ansamblu 302, unitatea fizicad primard pentru resursele de calcul dintr-un sistem ELM.
Ansamblul 302 include un cluster de patru procesoare 304 slab cuplate. Clusterul de patru
procesoare 304 partajeaza resurse locale, cum ar fi 0 memorie a ansamblului 306 si o interfati
cu reteaua de interconectare. Memoria ansamblului 306 capteazi instructiuni §i date in seturi
de lucru aproape de procesoare 304, iar bancurile de memorie sunt configurate astfel incét
memoria sd poati fi accesatd simultan de procesoarele locale 304 si de controlerul interfetei
de retea. Fiecarui procesor 304 din cadrul unui ansamblu 302 i se alocd un banc de memorie
preferat din memoria ansamblului 306. Accesurile unui procesor 304 la bancul séu preferat
beneficiazd de prioritate fatd de accesurile altor procesoare si ale interfetei de retea (pe care le
vor bloca). Instructiunile si datele care apartin numai unuia dintre procesoare 304 pot fi
stocate in bancul de memorie preferat al acestuia, pentru a asigura timpi de acces
determinigti. Arbitrii care controleaza accesul la porturile de citire gi de scriere au tendinta de
a stabili o afinitate intre procesoare 304 si bancurile de memorie 306. In acest fel, software-ul
poate s estimeze mai sigur litimea de banda disponibild si latenta in cazul accesarii unor

date care pot fi partajate de mai multe procesoare.

[0071] Cu toate acestea, arhitectura ELM 300 poate avea un consum de putere ridicat din
cauza blocurilor de memorie cu acces aleatoriu (RAM) mari din punct de vedere fizic. Mai
mult, arhitectura ELM 300 poate suferi de debit redus in cazul in care se partajeaza multe

date intre procesoare 304. in plus, nu existi prevederi privind partajarea datelor intre
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procesoare 304 si acceleratoarele hardware, ceea ce poate fi avantajos in anumite cazuri din

punctul de vedere al puterii si al performantelor.

[0072] Cele prezentate aici privesc un aparat, sisteme §i metode menite si permiti mai
multor procesoare i acceleratoare hardware si acceseze date partajate concomitent cu alte
procesoare §i acceleratoare hardware. Acest document prezintd un aparat, sisteme si metode
de a accesa simultan date partajate, fira a fi blocat de un procesor local care are o afinitate

ridicata (de exemplu, o prioritate mai ridicatd) pentru accesarea stocdrii locale.

[0073] Aparatul, sistemele si metodele prezentate ofera avantaje substantiale fata de
arhitecturile de memorie multinucleu existente. Arhitecturile de memorie multinucleu
existente folosesc un singur bloc monolitic de RAM pentru fiecare procesor, ceea ce poate
limita latimea de banda la care pot fi accesate datele. Arhitectura prezentatd poate oferi un
mecanism de accesare a memoriei la o ldtime de banda considerabil superioard in comparatie
cu arhitecturile de memorie multinucleu existente care folosesc un singur bloc monolitic de
memorie RAM. Arhitectura prezentata obtine aceast2 lafime de banda superioara instantiind
mai multe blocuri RAM fizice per procesor, in loc de a instantia un singur bloc RAM mare
per procesor. Fiecare bloc RAM poate include un bloc dedicat de arbitrare a accesului si o
infrastructura inconjuritoare. Prin urmare, fiecare bloc RAM din subsistemul de memorie
poate fi accesat independent de altele de catre multiple elemente de procesare din sistem, cum
ar fi procesoare vectoriale, procesoare de calcul cu se redus de instructiuni (RISC),

acceleratoare hardware sau motoare DMA.

[0074] Este oarecum contraintuitiv ca utilizarea mai multor instante RAM mici este
avantajoasa in comparatie cu utilizarea unei singure instanie RAM mari, deoarece un banc de
memorie bazat pe o singura instantd RAM mare prezinti o eficientd spatiald sporita fad de
unul bazat pe multiple instante RAM mai mici. Totusi, disiparea de putere pentru instantele
RAM mai mici este, in general, semnificativ redusa in comparatie cu a unei singure instante
RAM mari. Mai mult, daca o singuri instantd RAM fizica mare ar atinge aceeagsi ldtime de
bandi ca blocurile RAM cu instante multiple, instanta RAM fizicid mare ar avea un consum
de putere substantial mai ridicat decdt consumul cumulat al instantelor RAM fizice multiple.
Prin urmare, cel putin din perspectiva disiparii puterii, subsistemul de memorie poate avea
mai mult de cistigat daci se utilizeaza instante RAM fizice multiple decat daca se utilizeaza

o singurd instanta RAM mare.

[0075] Subsistemul de memorie cu instante RAM fizice multiple poate avea un avantaj

sporit prin faptul c&, In general, costul per accesare RAM — de exemplu, timpul de accesare a
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memoriei sau consumul de putere — este mult mai scazut in cazul blocurilor RAM mai mici
fatd de blocurile RAM mai mari. Acest fapt se datoreazi liniilor de biti mai scurte folosite
pentru citirea/scrierea datelor din blocurile RAM. in plus, timpul de acces pentru operatii de
citire §i scriere in cazul blocurilor RAM mai mici este si el redus (datoritd constantelor de
timp reduse ale circuitelor rezistor-condensator (RC) asociate liniilor de biti mai scurte). Prin
urmare, elementele de procesare cuplate la subsistemul de memorie cu blocuri RAM multiple
pot functiona la o frecventd mai ridicats, ceea ce reduce puterea statica datorata pierderilor de
curent de repaus. Acest fapt poate fi util in special atunci cand procesoarele §i memoria sunt
izolate in domenii de putere. De exemplu, atunci cdnd un anumit procesor sau accelerator de
filtru si-a incheiat activitatea, domeniul de putere asociat respectivului procesor sau
accelerator de filtru poate fi izolat in mod avantajos. Prin urmare, subsistemul de memorie
din arhitectura prezentati are caracteristici superioare din punctul de vedere al 13timii de
banda disponibile si al disiparii puterii.

[0076] in plus, un subsistem de memorie cu instante RAM multiple, fiecare cu accesuri
arbitrate, poate oferi numeroase moduri de partajare a datelor intre procesoare si
acceleratoarele hardware, fard a dedica un bloc RAM unui anumit procesor prin blocarea
blocului RAM. in principiu, daci un RAM mai mare este subdivizat in N subblocuri, latimea
de banda disponibila pentru date creste aproximativ cu factorul N. Aceasti idee porneste de la
ipoteza ca datele pot fi partitionate in mod oportun pentru a reduce partajarea concomitenta
(de exemplu, un conflict de accesare) de citre mai muite elemente de procesare. De exemplu,
atunci cnd un procesor consumator sau un accelerator consumator citeste date dintr-o
memorie-tampon de date alimentati de un procesor producator sau un accelerator producitor,
are loc o partajare concomitenta a unei memorii-tampon de date, ceea ce duce la un conflict

de acces.

[0077]) in anumite implementari, arhitectura prezentati poate oferi mecanisme de
reducere a partajirii concomitente a datelor. In particular, arhitectura prezentati se poate
preta la reducerea partajérii concomitente printr-un mecanism de alocare statici a memoriei
si/sau un mecanism de alocare dinamicd a memoriei. De exemplu, in mecanismul de alocare
statici a memoriei, datele sunt mapate pe diferite porfiuni de memorie inainte de lansarea
programului — de exemplu, in faza de compilare a programului —, pentru a reduce partajarea
concomitentd a datelor. Pe de alti parte, in modeiul de alocare dinamica a memoriei, datele
sunt mapate pe diferite portiuni de memorie in timpul executiei programului. Mecanismul de

alocare staticd a memoriei asigurd un mecanism previzibil de alocare a memoriei pentru date
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§i nu se caracterizeaza prin overhead substantial in ceea ce priveste puterea sau

performantele.

[0078) Tot ca un exemplu, arhitectura prezentata poate fi folositi impreund cu un
planificator care ruleazd pe un controler (de exemplu, un procesor RISC de supervizare) sau
unul sau mai multe procesoare care mediazi accesul la structurile de date partitionate pe mai
multe blocuri RAM. Planificatorul poate fi configurat si intercaleze momentele de start ale
diferitor elemente de procesare care lucreaza asupra unor fragmente (de exemplu, linii sau
blocuri) de date (de exemplu, un cadru de imagine), astfel incat sa reduci accesul simultan la

datele partajate.

[0079] fn anumite implementiri, la planificator se poate adduga un bloc de arbitrare
hardware. De exemplu, blocul de arbitrare hardware poate fi configurat sa medieze accesurile
procesoarelor (cum ar fi procesoarele vectoriale) la memoria partajata printr-o interconectare
deterministi partajati, conceputa pentru a reduce blocarea procesoarelor. in anumite cazuri,
blocul de arbitrare hardware poate fi configurat si efectueze o planificare orientata pe ciclu.
Planificarea orientati pe ciclu poate include planificarea unei utilizéri a unei resurse la
granularitate de ciclu de procesor, nu la granularitate de nivel de activitate, care poate
necesita cicluri de procesor multiple. Planificarea alocirii resurselor la granularitate de ciclu

de procesor poate asigura o performanti sporita.

{0080} in alte implementri, la planificator se poate adiuga o multiplicitate de
acceleratoare hardware, fiecare dintre acestea putand include o memorie-tampon de intrare i
una de iegire, pentru stocarea datelor. Memoria-tampon de intrare §i cea de iegire pot fi
configurate si absoarba (sau sd ascundd) variatia intarzierilor care apar in accesarea
resurselor externe, cum ar fi memoria externa. Memoria-tampon de intrare si cea de iegire pot
include 0 memorie-tampon de tip primul intrat, primul iesit (FIFO), iar memoria-tampon
FIFO poate include un numar suficient de sloturi pentru a stoca o cantitate suficientd de date
si/sau instructiuni astfel incét sa absoarba variatia intarzierilor care apar in accesarea

resurselor externe.

[0081] in anumite implementiri, aparatul, sistemele si metodele prezentate previd un
dispozitiv de procesare paraleld. Dispozitivul de procesare paraleld poate include o
multitudine de procesoare, cum ar fi un procesor paralel, fiecare dintre acestea putand
executa instructiuni. Dispozitivul de procesare paraleld poate sd includé, de asemenea, o
multitudine de zone de memorie, fiecare zona de memorie fiind asociati unuia dintre

dispozitivele de procesare paralela si oferind procesorului respectiv acces preferential in
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raport cu alte dispozitive de procesare din dispozitivul de procesare paralela. Fiecare zona de
memorie poate include o multitudine de blocuri RAM, fiecare bloc RAM putand include un
port de citire si un port de scriere. In unele cazuri, fiecare zoni de memorie poate fi prevazuti
cu un controler al zonei de memorie, pentru a oferi acces la 0 zond de memorie conexa.
Procesoarele si blocurile RAM pot fi cuplate unul cu altul printr-o magistrala. in unele cazuri,
magistrala poate cupla oricare dintre procesoare cu oricare dintre zonele de memorie. Dupa
caz, fiecare bloc RAM poate include o logicé de control pe bloc de memorie. Logica de
control pe bloc de memorie este denumita uneori logica de control pe bloc sau bloc de
arbitrare.

[0082] In unele implementiri, dispozitivul de procesare paraleld mai poate include cel
putin un accelerator hardware configurat sd indeplineasca o functie de procesare predefinita,
cum ar fi procesarea de imagini. In unele cazuri, functia de procesare predefinita poate

include o operatie de filtrare.

[0083] in unele implementiri, cel putin un accelerator hardware poate fi cuplat cu zonele
de memorie printr-o magistrala separatd. Magistrala separata poate include un controler de
memorie pentru acceleratoare (AMC), configurat sa primeasca solicitéri de la cel putin un
accelerator hardware si sd permita acceleratorului hardware accesul la 0 zond de memorie
prin controlerul de zond de memorie aferent. Se apreciazi astfel cé traseul de accesare a
memoriei aplicat de acceleratoarele hardware poate fi diferit de cel aplicat de procesoarele
vectoriale. In unele implementiri, cel putin un accelerator hardware poate include o memorie-
tampon internd (de exemplu, o memorie FIFO) pentru a compensa intdrzierile survenite la

accesarea zonelor de memorie.

[0084] In unele implementiri, dispozitivul de procesare paraleli poate include un
procesor gazda. Procesorul gazda poate fi configurat sa comunice cu AMC printr-o
magistrald gazda. Dispozitivul de procesare paralela poate fi previzut si cu o interfata de
programare pentru aplicatii (application-programming interface — API). API asigurd o
interfata de nivel inalt pentru procesoarele vectoriale si/sau acceleratoarele hardware.

[0085] fn unele implementiri, dispozitivul de procesare paraleld poate functiona
impreund cu un compilator care oferd instructiuni pentru dispozitivul de procesare paralela.
in unele cazuri, compilatorul este configurat si ruleze pe un procesor gazda, care este distinct
de elementele de procesare, cum ar fi un procesor vectorial sau un accelerator grafic. in unele
cazuri, compilatorul este configurat sa receptioneze un grafic de flux de date prin API pentru

imagini/video 1206 (FIG. 12), specificand un proces de procesare de imagini. Compilatorul
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mai poate fi configurat si mapeze unul sau mai multe aspecte ale graficului de flux de date pe
unul sau mai multe elemente de procesare, cum ar fi un procesor vectorial sau un accelerator
hardware. in unele implementiri, un grafic de flux de date poate include noduri si arce,
fiecare nod identificand o operatie si fiecare arc identificAnd o relatie dintre noduri (de
exemplu, operatii), cum ar fi ordinea in care se executa operatiile. Compilatorul poate fi
configurat sd aloce un nod (de exemplu, o operatie) la unul dintre elementele de procesare
pentru a paraleliza calcularea graficului de flux de date. in unele implementiri, graficul de
flux de date poate fi oferit intr-un format de limbaj extensibil de marcare (XML). in unele
implementari, compilatorul poate fi configurat si aloce mai multe grafice de flux de date la

un singur element de procesare.

[0086] in unele implementri, dispozitivul de procesare paraleli poate fi configurat sa isi
masoare performantele si sd comunice informatia citre compilator. Prin urmare, compilatorul
poate folosi informatiile privind performantele anterioare primite de la dispozitivul de
procesare paraleld, pentru a determina alocarea activitatilor curente la elementele de
procesare din dispozitivul de procesare paralela. In unele implementiri, informatiile privind
performantele pot indica un numar de conflicte de acces survenite la unul sau mai multe

elemente de procesare din dispozitivul de procesare.

[0087] in unele cazuri, dispozitivul de procesare paralel poate fi folosit in aplicatii
video, ceea ce poate fi costisitor din punct de vedere computational. Pentru a raspunde cererii
computationale a aplicatiilor video, dispozitivul de procesare paralela isi poate configura
subsistemul de memorie astfel incat si reduca conflictele de acces dintre unititile de
procesare in timpul accesarii memoriei. in acest scop, dupa cum s-a discutat mai sus,
dispozitivul de procesare paralela poate subdiviza bancurile de memorie monolitice in mai
multe instante RAM fizice, in loc de a utiliza bancurile de memorie monolitice ca un singur
bloc de memorie fizic. Prin aceasta subdivizare, fiecare instanti RAM fizicd poate fi arbitratd
pentru operatiile de scriere si de citire, crescand astfel latimea de bandé disponibild de atatea
ori, cite instante RAM fizice exista in bancul de memorie.

[0088] in unele implementiri, arbitrarea hardware orientata pe ciclu poate si prevadi, de
asemenea, mai multe clase de trafic si masti de planificare programabile. Clasele de trafic
multiple si méastile de planificare programabile pot fi controlate folosind planificatorul.
Blocul de arbitrare hardware orientat pe ciclu poate include un bloc de arbitrare pentru
porturi, care poate fi configurat sa aloce o resursa partajati unica la mai mulfi solicitanti

potrivit unui algoritm round robin. In algoritmul round robin, solicitantii (de exemplu,
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elementele de procesare) primesc acces la o resursi (de exemplu, memoria) in ordinea
primirii solicitarilor din partea solicitantilor. In unele cazuri, blocul de arbitrare pentru porturi
poate intensifica algoritmul round robin pentru a tine cont de multiplele clase de trafic.
Resursa partajata unicd poate include un bloc RAM, registri partajati sau alte resurse pe care
le pot accesa procesoarele vectoriale, acceleratoarele de filtre si procesoarele RISC pentru a
partaja date. In plus, blocul de arbitrare poate permite intreruperea alocarii resurselor dupa
algoritmul round robin cu un vector prioritar sau vector cu prioritate maxima. Vectorul
prioritar sau vectorul cu prioritate maxima poate fi furnizat de un planificator pentru
prioritizarea anumitor clase de trafic (de exemplu, clase de trafic video), in functie de

necesititile aplicatiei particulare de interes.

[0089] In unele implementiri, un element de procesare poate include unul sau mai multe
procesoare, cum ar fi un procesor vectorial sau o unitate de procesare vectoriala cu
arhitecturd hibrida pentru streaming, un accelerator hardware si un operator de filtre

hardware.

[0090] FIG. 4 ilustreaz3 un dispozitiv de procesare paraleld cu un subsistem de memorie,
care permite mai multor procesoare (de exemplu, unititi de procesare vectoriale cu
arhitectura hibrida pentru streaming — SHAVE) si partajeze un subsistem de memorie cu
porturi multiple conform unor implementri. in particular, FIG. 4 prezinta un dispozitiv de
procesare paraleld 400, care este adecvat pentru procesarea de date de tip imagine i video.
Dispozitivul de procesare 400 cuprinde o multitudine de elemente de procesare 402, cum ar fi
un procesor. in configuratia exemplificati in FIG. 4, dispozitivul de procesare 400 include 8
procesoare (SHAVE 0 402-0 — SHAVE 7 402-7). Fiecare procesor 402 poate include doud
unitdti de citire-scriere 404, 406 (LSUQ, LSU1), prin care datele pot fi citite din memorie i
scrise in memorie 412. Fiecare procesor 402 poate include, de asemenea, o unitate de
instructiuni 408 in care pot fi incarcate instructiuni. O implementare particulard in care
procesorul include un SHAVE, acest SHAVE poate include unul sau mai multe procesoare de
calcul cu set redus de instructiuni (RISC), procesoare de semnal digital (DSP), un procesor de
tip cuvant de instructiune foarte lung (very long instruction word ~VLIW) si/sau o unitate de
procesare graficd (GPU). Memoria 412 cuprinde o multitudine de zone de memorie 412-0 ...
412-7 denumite aici zone de matrice de conectare (CMX). Fiecare zond de memorie 412 este
asociatd unui procesor corespunzitor 402-7.

[0091] Dispozitivul de procesare paraleld 400 include, de asemenea, un sistem de

interconectare 410 care cupleaza procesoarele 402 si zonele de memorie 412. Sistemul de
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interconectare 410 este denumit aici interconectare inter-SHAVE (IS]). ISI poate include o
magistrald prin care procesoarele 402 si poati citi sau scrie date in orice componenti a

oricdrei zone de memorie 412.

[0092] FIG. 5 ilustreaza o sectiune a dispozitivului de procesare paralela conform
anumitor implementdri. Sectiunea 500 include un procesor unic 402-N, o zona de memorie
412-N asociata procesorului unic 402-N, ISI 410 care cupleaza procesorul unic 402-N si alte
zone de memorie (nereprezentate in figurd) si o logica de control pe bloc 506 pentru
arbitrarea comunicérii dintre un bloc din zona de memorie 412-N si procesoare 402. Conform
ilustratiei din sectiunea 500, procesorul 402-N poate fi configurat sa acceseze direct zona de
memorie 412-N asociati procesorului 402-N; procesorul 402-N poate accesa si alte zone de

memorie (nereprezentate in figurd) prin ISI.

[0093) in anumite implementari, fiecare zoni de memorie 412-N poate include o
multitudine de blocuri RAM sau blocuri RAM fizice 502-0 ... 502-N. De exemplu, o zona de
memorie 412-N cu capacitatea de 128 kB poate include patru blocuri de memorie de 32 kB
cu un singur port (de exemplu, elemente RAM fizice) organizate sub forma a 4 000 de
cuvinte de 32 de biti. in unele implementiri, un bloc 502 poate fi denumit si bloc RAM logic.
in unele implementari, un bloc 502 poate include o memorie RAM complementari metal-
oxid-semiconductor (CMOS) cu un singur port. Avantajul unei memorii RAM cu port unic
este ci ea este disponibild in general in majoritatea proceselor care tin de semiconductoare. in

alte implementdri, un bloc 502 poate include o memorie RAM CMOS cu mai multe porturi.

[0094] In unele implementiri, fiecare bloc 502 poate fi asociat unei logici de control pe
bloc 506. Logica de control pe bloc 506 este configurati sd primeascd solicitari de la
procesoare 402 si sa permita accesul la porturile individuale de citire si de scriere ale blocului
asociat 502. De exemplu, cand un element de procesare 402-N doreste si acceseze date intr-
un bloc RAM 502-0, inainte ca elementul de procesare 402-N s trimitd solicitarea pentru
date de memorie direct citre blocul RAM 502-0, elementul de procesare 402-N poate trimite
o solicitare de accesare a memoriei cétre logica de control pe bloc 506-0 asociatd blocului de
memorie RAM 502-0. Solicitarea de accesare a memoriei poate sd includi o adresi de
memorie a datelor solicitate de elementul de procesare 402-N. Ulterior, logica de control pe
bloc 506-0 poate analiza solicitarea de accesare a memoriei si poate determina daca
elementul de procesare 402-N poate accesa memoria solicitatd. Daci elementul de procesare

402-N poate accesa memoria solicitatd, logica de control pe bloc 506-0 poate trimite un
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mesaj de permitere a accesului cétre elementul de procesare 402-N, iar ulterior, elementul de

procesare 402-N poate trimite o solicitare de date de memorie cétre blocul RAM 502-0.

[0095] Deoarece existd posibilitatea accesarii simultane de catre elemente de procesare
multiple, in unele implementiri, logica de control pe bloc 506 poate include un detector de
conflicte, care este configurat s detecteze o situatie in care doui sau mai multe elemente de
procesare, cum ar fi un procesor sau un accelerator, incearcd sa acceseze oricare dintre
blocurile dintr-o zona de memorie. Detectorul de conflicte poate monitoriza accesul la fiecare
bloc 502 pentru a detecta o incercare de accesare simultana. Detectorul de conflicte poate fi

configurat s raporteze planificatorului ci s-a produs un conflict de acces care trebuie

rezolvat.

[0096] FIG. 6 ilustreaza un sistem centralizat de detectare a coliziunilor intr-o logica de
control pe bloc conform anumitor implementiri. Sistemul de detectare a conflictelor poate
include un bloc de arbitrare centralizat 608, care include o multitudine de detectoare de
conflicte 604 si o multitudine de codificatoare de adresa ,,one-hot” (cu un bit activ) 602. in
unele implementiri, codificatorul de adresa one-hot 602 este configurat sa primeasci o
solicitare de accesare a memoriei din partea unuia dintre elementele de procesare 402 si sa
determine daca solicitarea de accesare a memoriei este pentru datele stocate in blocul RAM
502 asociat codificatorului de adresa one-hot 602. Fiecare detector de conflicte 604 poate fi
cuplat la unul sau mai multe codificatoare de adresi one-hot 602, care sunt cuplate si la unul
dintre elementele de procesare 402 care pot accesa blocul 502 asociat detectorului de
conflicte 602. In unele implementiri, un detector de conflicte 604 poate fi cuplat la toate

codificatoarele de adres3 one-hot 602 asociate unui bloc RAM particular 502.

[0097] Daci solicitarea de accesare a memoriei este pentru date stocate in blocul RAM
502 asociat codificatorului de adresi one-hot 602, atunci codificatorul de adresa one-hot 602
poate comunica o valoare de bit ,,1” citre detectorul de conflicte 604 al respectivului bloc
RAM daci solicitarea de accesare a memoriei nu este pentru date stocate in blocul RAM 502
asociat codificatorului de adresa one-hot 602, iar apoi codificatorul de adresd one-hot 602
poate comunica o valoare de bit ,,0” cétre detectorul de conflicte 604 al blocului RAM

respectiv.

[0098] in unele implementri, codificatorul de adresi one-hot 602 este configurat si
determine daci solicitarea de acces este pentru date stocate tn blocul RAM 502 asociat
codificatorului de adresd one-hot 602 analizand adresa-finta a solicitirii de acces la memorie.

De exemplu, atunci cdnd blocul RAM 502 asociat codificatorului de adresé one-hot 602 este
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desemnat cu un interval de adrese de memorie de la 0x0000 la 0x00fT, atunci codificatorul de
adresi one-hot 602 poate determina daca adresa-tinta a solicitirii de accesare a memoriei se
inscrie in intervalul de la 0x0000 la 0x00ff. Daci da, solicitarea de accesare a memoriei este
pentru date stocate in blocul RAM 502 asociat codificatorului de adresa one-hot 602; daca
nu, solicitarea de accesare a memoriei nu este pentru date stocate in blocul RAM 502 asociat
codificatorului de adresi one-hot 602. in unele cazuri, codificatorul de adresa one-hot 602
poate utiliza un bloc de comparare a intervalului pentru a determina daca adresa-{intd a

solicitdrii de acces la memorie se inscrie in intervalul de adrese asociat unui bloc RAM 502.

[0099] Qdata ce detectorul de conflicte 604 primeste valori de bit de la toate
codificatoarele de adresi one-hot 602, detectorul de conflicte 604 poate numara céti ,,1”
exista in valorile de bit primite (de exemplu, poate aduna valorile de bit) pentru a determina
daca existd mai mult de un element de procesare 402 care solicitd in momentul respectiv
accesarea aceluiasi bloc RAM 502. Daca exisfé mai mult de un element de procesare care

solicitd acces la acelasi bloc RAM 502, detectorul de conflicte 604 poate raporta un conflict.

[0100] FIG. 7 ilustreazd un sistem distribuit de detectare a coliziunilor intr-o logica de
control pe bloc conform anumitor implementri. Sistemul distribuit de detectare a conflictelor
poate include un arbitru distribuit 702, care include o multitudine de detectoare de conflicte
704. Functionarea sistemului distribuit de detectare a conflictelor este substantial similara
functionarii sistemului centralizat de detectare a conflictelor. in acest caz, detectoarele de
conflicte 704 sunt dispuse distribuit. in particular, arbitrul distribuit 702 poate include
detectoare de conflicte 704 care sunt dispuse in serie, fiecare detector de conflicte 704 fiind
cuplat la un singur subset de codificatoare de adresa one-hot 602 asociate unui anumit bloc
RAM 502. Aceasti dispunere este diferita de sistemul centralizat de detectare a conflictelor,
in care un detector de conflicte 704 este cuplat la toate codificatoarele de adresd one-hot 602

asociate unui anumit bloc RAM 502.

[0101] De exemplu, atunci cdnd un anumit bloc RAM 502 poate fi accesat de 64 de
elemente de procesare 402, un prim detector de conflicte 704-0 poate primi o solicitare de
acces la memorie de la 32 de elemente de procesare, iar al doilea detector de conflicte 704-1
poate primi o solicitare de acces la memorie de la celelalte 32 de elemente de procesare.
Primul detector de conflicte 704-0 poate fi configurat si analizeze una sau mai muite
solicitari de acces la memorie primite de la cele 32 de elemente de procesare cuplate la el si
sa determine un prim numdr de elemente, dintre cele 32 de elemente de procesare cuplate la

el, care solicita accesul la un anumit bloc RAM 502-0. in paralel, al doilea detector de
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conflicte 704-1 poate fi configurat si analizeze una sau mai multe solicitéri de acces la
memorie primite de la cele 32 de elemente de procesare cuplate la el §i sa determine un prim
numir de elemente, dintre cele 32 de elemente de procesare cuplate la el, care soliciti accesul
la respectivul bloc RAM 502-0. Apoi, al doilea detector de conflicte 704 poate aduna primul
numdr si al doilea numar pentru a determina céte dintre cele 64 de elemente de procesare

solicitd accesul la respectivul bloc RAM 502-0.

[0102] Odati ce un sistem de detectare a conflictelor detecteaza un conflict, sistemul de
detectare a conflictelor poate trimite un semnal de stop citre un solicitant 402. FIG. 8
prezinti un bloc de arbitrare pentru raportarea unui semnal de coliziune cétre un solicitant
conform anumitor implementari. Particularizind gi mai mult, iesirile blocurilor de comparare
a intervalelor din sistemele de detectare a conflictelor sunt combinate folosind o poarta OR
pentru a genera un semnal de stop destinat solicitantului. Jumétatea de semnal arati cé existd
mai mult de un element de procesare care incearca si acceseze acelasi subbloc RAM fizic din
cadrul zonei de memorie asociate solicitantului. La primirea semnalului de stop, solicitantul
poate intrerupe operatia de accesare a memoriei pand la disparitia conflictului. In unele

implementari, conflictul poate fi sters de hardware independent de codul programului.

[0103] in unele implementiri, blocul de arbitrare poate functiona la granularitate de
ciclu. In asemenea implementdri, blocul de arbitrare alocd resurse la granularitate de ciclu de
procesor, nu la granularitate de nivel de activitate, aceasta din urmé putand include cicluri de
procesor multiple. O asemenea planificare orientata pe ciclu poate spori performantele
sistemului. Blocul de arbitrare poate fi implementat in hardware, astfel incat blocul de
arbitrare sd poatd efectua planificarea orientatd pe ciclu in timp real. De exemplu, in orice
instantd particulara, blocul de arbitrare implementat in hardware poate fi configurat sa aloce

resurse pentru urmatorul ciclu de procesor.

[0104] FIG. 9 ilustreaza un bloc de arbitrare orientat pe ciclu conform anumitor
implementiri. Blocul de arbitrare orientat pe ciclu poate include un bloc de arbitrare pentru
porturi 900. Blocul de arbitrare pentru porturi 900 poate include un prim bloc de selectare a
porturilor 930 si un al doilea bloc de selectare a porturilor 932. Primul bloc de selectare a
porturilor 930 este configurat s& determine care dintre solicitarile de accesare a memoriei
(identificate ca pozitie a unui bit din vectorul de solicitare al clientului) este alocaté portului
[0] al zonei de memorie pentru a accesa o zoni de memorie cuplati la portul [0] al zonei, iar

al doilea bloc de selectare 932 este configurat sd determine care dintre vectorii de solicitare ai
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clientului este alocat portului [1] al zonei pentru accesarea unei zone de memorie cuplate la

portul [1] al zonei.

[0105) Primul bloc de selectare a porturilor 930 include un prim detector de ,,1” initial
(leading one detector — LOD) 902-0 si un al doilea LOD 902-1. Primul LOD 902-0 este
configurat si receptioneze un vector de solicitare din partea clientului, care poate include o
multitudine de biti. Fiecare bit din vectorul de solicitare din partea clientului indica daca a
fost sau nu primita o solicitare de acces sub forma de mesaj de la un solicitant asociat pozitiei
bitului respectiv. In unele cazuri, vectorul de solicitare din partea clientului functioneazi in
modul ,,activ pe nivel logic 1. Odati ce primul LOD 902-0 primeste vectorul de solicitare de
la client, primul LOD 902-0 este configurat si detecteze o pozitie de bit, numéarand de la
stinga la dreapta, la care solicitarea devine pentru prima dati diferitd de zero, identificand
astfel prima solicitare de accesare a memoriei, numarand de la stanga la dreapta, catre primul
bloc de selectare a porturilor 930. in paralel, vectorul de solicitare de la client poate fi mascat
de un operator logic SI 912 pentru a genera un vector mascat de solicitare de la client generat
de un registru de masca 906 si un deplasator de mascé spre stinga 904. Registrul de masca
906 poate fi setat de un procesor care comunicd cu registrul de masca 906, iar deplasatorul de
mascé spre stdnga 904 poate fi configurat si deplaseze spre stinga masca reprezentati de
registrul de masca 906. Al doilea LOD 902-1 poate receptiona vectorul mascat al solicitarii
clientului de la operatorul logic SI 912, detectdnd apoi primul 1 din vectorul mascat al
solicitarii clientului.

[0106] Iesirea de la primul LOD 902-0 si cea de la al doilea LOD 902-1 sunt apoi
transmise catre blocul de selectare 908 a castigatorului portului [0]. Blocul de selectare 908 a
castigatorului portului [0] mai primeste incad doua intrdri suplimentare: un vector prioritar si
un vector cu prioritate maximd. Blocul de selectare 908 a cistigatorului portului [0] este
configurat sd determine care dintre solicitirile de acces la memorie primite ar trebui alocate
portului [0] al zonei de memorie, pe baza prioritatilor intrarilor. In unele implementari,
priorititile intrdrilor pot fi ordonate astfel: incepand de la vectorul cu prioritate maxima,
continudnd cu vectorul prioritar care imparte vectorul LOD mascat in solicitéri prioritare si
neprioritare, urmat de vectorul LOD nemascat, care are cea mai mici prioritate. In alte
implementiri se pot specifica alte priorititi.

[0107] In timp ce primul bloc de selectare a porturilor 930 poate fi configurat si
determine dacé vectorul de solicitare de la client poate fi alocat portului {0] al zonei de

memorie, al doilea bloc de selectare a porturilor 932 poate fi configurat sd determine dacd
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vectorul de solicitare de la client poate fi alocat la portul [1] al zonei de memorie. Al doilea
bloc de selectare a porturilor 932 include un prim detector al ultimului 1 (trailing one detector
-~ TOD) 912-0, un al doilea TOD 912-1, un registru de masca 914, un deplasator de masci
spre dreapta 916, un bloc de selectare 918 a castigitorului portului [1] si un bloc de mascare
cu logicd SI 920. TOD 912 este configurat sd primeasca un vector de solicitare de la client,
care poate include o multitudine de biti, si s3 detecteze o pozitie de bit, numarand de la
dreapta la stinga, pe care vectorul devine pentru prima dati diferit de zero. Functionarea celui
de al doilea bloc de selectare 932 a porturilor este substantial similara cu a primului bloc de
selectare 930 a porturilor, cu exceptia faptului cd functioneazi de la dreapta la stinga
vectorului de intrare, selectand ultimul 1 din vectorul de solicitare de intrare folosind un

detector al ultimului 1 912-0.

[0108] Iesirile blocurilor de selectare a castigatorilor porturilor 908, 918 sunt comunicate
si ele citre acelasi bloc de detectare 910 a céstigitorilor porturilor, care este configurat sa
determine daca aceeasi solicitare de acces la memorie a cstigat acces atat la portul [0] al
zonei, cét si la portul [1] al zonei. Daci acelasi vector de solicitare de la client a castigat acces
atat la portul [0] al zonei, cat si la portul [1] al zonei, acelasi bloc de detectare 910 a
castigatorilor selecteaza unul dintre porturile de zond pentru a ruta solicitarea gi aloca celalalt
port solicitdrii imediat inferioare in grad din vectorul de intrare. Se eviti astfel supraalocarea
de resurse pentru o anumita solicitare, perfectionindu-se astfel alocarea resurselor la

solicitanti concurenti.

[0109] Blocul de arbitrare a porturilor 900 functioneaza astfel: incepand din partea stdnga
a vectorului solicitdrii clientului pe 32 de biti si a LOD mascat 902-1, comunica pozitia
primului vector de solicitare mascat, daca acest vector de solicitare mascat nu este depdsit de
o intrare cu prioritate mai ridicatd sositd de la vectorii prioritari sau cu prioritate maxima;
solicitantul care corespunde pozitiei LOD castiga i primeste acces la portul [0]. Pozitia LOD
este folositd si pentru a avansa pozitia mastii cu ajutorul deplasatorului spre stdnga 904 pe 32
de biti si este folositd, de asemenea, pentru comparatia cu alocarea LOD la portul 1, pentru a
verifica daca acelasi solicitant a primit acces la ambele porturi, caz in care numai unul dintre
porturi este acordat, comutdnd un bistabil pentru a acorda acces alternativ intre porturile 0 si

1 in cazul detectarilor succesive ale aceluiasi castigator. In cazul in care iesirea LOD de la
detectorul mascat 902-1 a primit prioritate printr-un bit 1 corespunzitor din vectorul prioritar,
clientul solicitant primeste acces la portul 0 timp de 2 cicluri consecutive. in cazul in care nu

existd niciun prim 1 in vectorul mascat al solicitarii clientului §i nu existi nicio solicitare cu
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prioritate superioar, LOD nemascat cistiga si primeste acces la portul 0. In oricare caz de
mai sus, un bit | din vectorul cu prioritate maximi va avea intdietate fatd de orice solicitare

anterioard si va acorda solicitantului acces nerestrictionat la portul 0.

[0110] Logica din partea inferioard a diagramei incepe de la dreapta vectorului de
solicitare, in rest functionind in acelasi mod ca partea superioard, care incepe din partea
stanga a vectorului de solicitare. In acest caz, functionarea blocului de arbitrare al portului 1

este identicd cu portiunea portului 0 a logicii din punctul de vedere al prioritatilor etc.

[0111] in unele implementiri, un element de procesare 402 poate include o memorie-
tampon pentru a reduce o latenta a accesului la memorie datorati arbitrarii accesului la
memorie. FIG. 10 ilustreazd un mecanism de reducere a latentei accesului la memorie
datorate arbitririi accesului la memorie conform anumitor implementari. Intr-un model tipic
de arbitrare a accesului la memorie, blocul de arbitrare a accesului la memorie este constituit
intr-o band4, ceea ce duce la o penalitate de arbitrare cu overhead fix in momentul alocérii
unei resurse partajate, cum ar fi un bloc RAM 502, la unul dintre multiplele elemente de
procesare (de exempluy, solicitantii). De exemplu, cdnd un solicitant 402 trimite o solicitare de
acces la memorie cétre un bloc de arbitrare 608/702, dureaza cel putin patru cicluri pana cand
solicitantul 402 primeste un mesaj de acordare a accesului, pentru ci fiecare dintre etapele
urmitoare dureaza cel putin un ciclu: (1) analizarea solicitérii de accesare a memoriei la
codificatorul de adresa one-hot 602, (2) analizarea iesirii codificatorului de adresa one-hot
602 la blocul de arbitrare 608/702, (3) trimiterea unui mesaj de acordare a accesului citre
codificatorul de adresd one-hot 602 din partea blocului de arbitrare 608/702 si (4) trimiterea
mesajului de acordare a accesului citre solicitant 402 din partea codificatorului de adresi
one-hot 602. Ulterior, solicitantul 402 trebuie s trimita o solicitare de date de memorie citre
blocul RAM 502 si s3 receptioneze date de la blocul de memorie 502, fiecare dintre aceste
etape durand cel putin un ciclu. Prin urmare, o operatie de accesare a memoriei are o latenta
de cel putin cinci cicluri. Aceastd penalitate fixa ar reduce latimea de bandi a subsistemului
de memorie.

[0112] Aceastd problemad a latentei poate fi rezolvati folosind o memorie-tampon de
solicitare a accesului 1002, care si fie pastraté in elementul de procesare 402. De exemplu,
memoria-tampon de solicitare a accesului la memorie 1002 poate receptiona solicitiri de
acces la memorie din partea elementului de procesare la fiecare ciclu de procesor si le poate
stoca pana cand acestea sunt gata si fie trimise la blocul de arbitrare a memoriei 608/702.

Memoria-tampon 1002 activi sincronizeaza frecventa cu care sunt trimise solicitérile de
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memorie citre blocul de arbitrare a memoriei 608/702 si frecventa la care se receptioneazi
date din subsistemul de memorie. In unele implementiri, memoria-tampon poate include o
coada. Numairul de elemente din memoria-tampon 1002 (de exemplu, profunzimea memoriei-
tampon) poate fi mai mare decat numarul de cicluri pentru preluarea datelor din subsistemul
de memorie. De exemplu, cand latenta de acces la RAM este de 6 cicluri, numérul de
elemente din memoria-tampon 1002 poate fi 10. Memoria-tampon 1002 poate reduce
penalitatea de latenti rezultatd din arbitrare, imbunatatind debitul subsistemului de memorie.
In principiu, folosind memoria-tampon a solicitirilor de acces la memorie, solicitantilor li se

poate aloca pana la 100% din latimea de banda totald a memoriei.

[0113] Se va intelege ca o posibilad problemi legata de utilizarea mai muitor instante
RAM este ca, permitand accesul simultan al mai multor elemente de procesare la subinstante

din cadrul unui banc, poate rezulta o disputare a memoriei.

[0114] Documentul de fatd prezinta cel putin douda moduri de a aborda disputarea
memoriei. In primul rand, se va avea griji in momentul conceperii software-ului, dupa cum
vom descrie ulterior, sd se evite o disputare a memoriei si/sau un conflict de memorie prin
dispunerea cu atentie a datelor in subsistemul de memorie, astfel incit sa se reduca disputarea
si/sau conflictele de memorie. in plus, instrumentele de dezvoltare de software asociate
dispozitivului de procesare paraleld pot permite raportarea disputirii memoriei sau a
conflictului de memorie in faza de concepere a software-ului. Prin urmare, problemele de
disputare a memoriei sau cele de conflict de memorie pot fi corectate prin perfectionarea
dispunerii datelor ca reactie la disputarea memoriei sau la conflictul de memorie raportat(d)

in etapa de concepere a software-ului.

[0115] In al doilea rand, dupi cum vom descrie mai jos, blocul ISI din cadrul arhitecturii
este configurat sa detecteze conflictele de porturi (disputarea) in hardware si sa intrerupa
elementele de procesare cu grad redus de prioritate. De exemplu, blocul ISI este configurat si
analizeze solicitarile de acces la memorie din partea elementelor de procesare, sd deserveasci
succesiunea de solicitari de acces la memorie §i sa ruteze solicitdrile de acces la memorie
conform ordinii de prioritate, astfel incat toate operatiile de citire sau scriere de date de la

toate elementele de procesare si fie finalizate in ordinea prioritatii.

[0116] Ordinea de prioritate intre elementele de procesare poate stabilitd in mai multe
moduri. in unele implementiri, ordinea de prioritate poate fi definita static in momentul
proiectdrii sistemului. De exemplu, ordinea de prioritate poate fi codificati ca stare de

resetare pentru registrii de sistem, astfel incat, la pornirea unui sistem, acesta si porneasca cu

24



10

15

20

25

30

0-2013-00812--
06 i 208 |
{
\>
un set de priorititi prealocate. in alte implementiri, ordinea de prioritate se poate determina

dinamic folosind registri programabili de citre utilizator.

[0117] in anumite implementiri, programatorii pot planifica dispunerea datelor pentru
aplicatiile lor software, astfel incat sa reduca disputarea subblocurilor de memorie partajate in
cadrul unei zone de memorie. In unele cazuri, planificarea dispunerii datelor poate fi asistatd
de un bloc de arbitrare. De exemplu, blocul de arbitrare poate detecta o disputare a memoriei,
poate permite, pe baza prioritdfii, accesarea memoriei de citre un element de procesare
asociat activitatii cu gradul cel mai ridicat de prioritate, poate intrerupe alte elemente de
procesare care isi disputd memoria si poate derula disputa proces cu proces, pana la

rezolvarea acesteia.

[0118] FIG. 11 ilustreaza o aplicatie de software de planificare conform anumitor
implementari. In aceasta aplicatie, software-ul de planificare poate coordona o implementare
a unui filtru de incetosare 3x3 in cadrul unei benzi de procesare. Software-ul de planificare
poate, in faza de executie, si determine o ordonare a operatiilor si si coordoneze operatiile
elementelor de procesare. Un grafic de flux de date 1100 pentru banda de procesare include
elementul 1 — elementul 5 1102-1110. Elementul 1 1102 poate include o0 memorie-tampon de
intrare 1112, un bloc de procesare 1144 si 0 memorie-tampon de iesire 1114. Memoria-
tampon de intrare 1112 si memoria-tampon de iesire 1114 pot fi implementate folosind un
bistabil. in unele implementari, fiecare dintre celelalte elemente 1104-1110 poate avea o

structura substantial similard cu a elementului 1 1102.

[0119] in unele implementiri, elementul 2 1104 poate include un element de procesare
(de exemplu, un procesor vectorial sau un accelerator hardware) care poate filtra o intrare cu
un filtru de incetosare 3x3. Elementul 2 1104 poate fi configurat sa primeasca date de intrare
de la memoria-tampon partajatid 1118, care pastreaza temporar date de iegire ale elementului

1 1102. Pentru a aplica un filtru de incetosare 3x3 la o intrare, elementul 2 1104 poate
receptiona cel putin 3 linii de date de la memoria-tampon partajatd 1118 inainte de a putea
incepe operatia. Astfel, planificatorul software 1120, care poate rula pe un procesor RISC
1122, poate detecta cd memoria-tampon partajati 1118 contine numaérul corect de linii de date

inainte de a semnala elementului 2 1104 ci poate incepe operatia de filtrare.

[0120] Dupa semnalul initial c& existd 3 linii de date, planificatorul software 1120 poate
fi configurat sa semnalizeze elementului 2 1104 de fiecare datd cand se adauga o linie
suplimentari nou# la memoria-tampon rulanti de 3 linii 1118. In plus fata de sincronizarea

linie cu linie, se efectueazi ciclu cu ciclu arbitrarea gi sincronizarea pentru fiecare element
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din banda de procesare. De exemplu, elementul 1 1102 poate include un accelerator hardware
care produce un pixel complet de iesire la fiecare ciclu. Pentru obtinerea acestei iegiri,
acceleratorul hardware poate mentine plind memoria-tampon 1112, astfel incéat blocul de
procesare 1114 si aib3 suficiente date pentru a-gi continua operatiile. In acest fel, blocul de
procesare 1114 poate produce o iegire suficientd pentru a mentine debitul elementului 1102

cat mai ridicat,

[0121] in unele implementiri, un lan{ de instrumente software poate previziona
conflictele de memorie analizand programul software care utili'zeazé. subsistemul de
memorie. Lanful de instrumente software poate include un mediu de dezvoltare integrat
(IDE) bazat pe o interfata grafica de utilizator (GUI) (de exemplu, un IDE bazat pe Eclipse),
din care programatorul sa poata si editeze cod, si apeleze compilatorul, asamblorul gi s
efectueze depistarea erorilor la nivel de sursi cand este necesar. Lantul de instrumente
software poate fi configurat sd previzioneze conflictele de memorie printr-o analizi dinamica
a programelor care ruleaza pe mai multe procesoare folosind un simulator de sistem care sd
emuleze intreaga procesare, magistrala, elementele de memorie si perifericele. De asemenea,
lantul de instrumente software poate fi configurat sa inregistreze, intr-un fisier jurnal sau pe
un dispozitiv de afisare, dacé diferite programe care ruleazi pe diferite procesoare sau resurse
hardware incearcd un acces concomitent la un anumit bloc al unei zone de memorie. Lantul

de instrumente software poate fi configurat sd efectueze inregistrari ciclu cu ciclu.

[0122) In unele implementiri, banda de procesare 1100 poate include si unul sau mai
multe contoare hardware (de exemplu, un contor pentru fiecare instantid de memorie) care si
fie incrementate de fiecare data cand se produce un conflict de memorie. Aceste contoare pot
fi citite apoi de ciétre un depanator (de exemplu, JTAG) si afisate pe un ecran sau inregistrate
intr-un fisier. Analiza ulterioari a figierelor jurnal de catre programatorul de sistem poate
permite planificarea diferita a accesului la memorie, astfel incat sa se reducd posibilitatea
conflictelor la porturile de memorie.

[0123] O dificultate-cheie pentru programatorii de arhitecturd IBM de tip CELL (ilustratd
in FIG. 2) este planificarea prin program a transferurilor de date cu sute de cicluri inainte,
astfel incat datele s poati fi controlate de DMA si stocate in stocarea locald (local storage —
LS) inainte ca un procesor vectorial s acceseze datele. Unele implementiri ale arhitecturii
prezentate pot aborda aceastd problema realizand arbitrarea si planificarea accesurilor in

hardware si inregistrand conflictele in contoare hardware care s poati fi citite de catre
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utilizator. n acest fel, arhitectura prezentati poate fi utilizati pentru a crea o bandi de inalta

performanta pentru procesarea video/de imagini.

[0124] FIG. 12 ilustreaza o structuri ierarhici a unui sistem care contine un dispozitiv de
procesare paraleld conform anumitor implementéri. Sistemul 1200 poate include un sistem de
calcul paralel 1202 cu o multitudine de elemente de procesare, cum ar fi filtre, si o aplicatie
software 1204 care ruleazd pe sistemul de calcul paralel 1204, o interfati de programare a
aplicatiilor (API) 1206 pentru interfata dintre aplicatia 1204 si sistemul de calcul paralel
1202, un compilator 1208 care compileazi aplicatia software 1204 in vederea rularii in
sistemul de calcul paralel 1202 si un planificator 1210 pentru controlul operatiilor

elementelor de procesare din sistemul de calcul paralel 1202.

[0125] in unele implementiri, dispozitivul de procesare paralela prezentat poate fi
configurat s& functioneze impreund cu un instrument de descriere a benzii de procesare (de
exemplu, o aplicatie software) 1204, care permite descrierea benzilor de procesare de imagine
sub forma unui grafic de flux de date. Instrumentul de descriere a benzii de procesare 1204
este capabil s@ descrie benzile de procesare de imagini/video intr-un mod flexibil,
independent de platforma hardware/software de la baza. In particular, graficul de flux de date,
utilizat de instrumentul de descriere a benzii de procesare, permite descrierea activitatilor
independent de elementele de procesare (de exemplu, resursele procesorului si ale
acceleratorului de filtre) care pot fi utilizate pentru implementarea graficului de flux de date.
Datele de iegire care rezulti din instrumentul de descriere a benzii de procesare pot include o
descriere a graficului aciclic dirijat (DAG) sau a graficului de flux de date. Descrierea DAG

sau a graficului de flux de date poate fi stocatd intr-un format adecvat, cum ar fi XML.

[0126] in unele implementari, descrierea DAG sau a graficului de flux de date poate fi
accesibila tuturor celorlalte instrumente din sistemul 1200 si poate fi folosita pentru
controlarea operatiilor dispozitivului de procesare paralela in conformitate cu DAG. FIG. 13
ilustreaza cum se poate utiliza descrierea DAG sau a graficului de flux de date pentru a

controla operatiile unui dispozitiv de procesare paralela conform unor implementari.

[0127] Inainte de operatia propriu-zisi a dispozitivului de calcul, un compilator 1208
pentru dispozitivul de procesare paraleld 1202 poate lua (1) o descriere a graficului de flux de
date 1306 si (2) o descriere a resurselor disponibile1302 si poate genera o listd de activitati
1304 care indicd modul in care se poate efectua DAG la nivelul mai multor elemente de
procesare. De exemplu, atunci cand o activitate nu poate fi realizatd pe un singur element de

procesare, compilatorul 1208 poate impérti activitatea la mai multe elemente de procesare;
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atunci cand activitatea se poate realiza pe un singur element de procesare, compilatorul 1208

poate aloca activitatea unui singur element de procesare.

[0128] in unele cazuri, cand activitatea ar utiliza numai o parte a capacititilor unui
element de procesare, compilatorul 1208 poate fuziona si planifica executarea mai multor
activitdti pe un singur element de procesare in mod secvential, pani la limita care poate fi
suportatd de un element de procesare. FIG. 14A ilustreaza planificarea §i emiterea de
activitdti de catre compilator si de cétre planificator conform unor implementari. Avantajul
planificirii activitdtilor folosind un compilator si planificatorul este ca compilatorul si
planificatorul pot planifica automat activititile pe baza operatiilor realizate de activititi.
Acesta este un mare avantaj fati de situatia anterioard, in care un programator trebuia si
determine manual planificarea codului care ruleazi pe un element de procesare sau pe un
grup de elemente e procesare care deruleazi o anumiti activitate, inclusiv cand anume si
planifice transferurile de date realizate de DMA de la periferice la CMX, de la CMX la blocul
CMX si de la CMX finapoi la periferice. Aceastd munci era dificila si predispusi la erori, iar
utilizarea DFG-urilor permite automatizarea acestui proces, economisind timp si mérind

productivitatea.

[0129] in timpul executiei unui dispozitiv de calcul, planificatorul 1210 poate planifica
dinamic activitatea la nivelul elementelor de procesare disponibile pe baza listei de activitati
1304 generate de compilator 1208. Planificatorul 1210 poate functiona pe procesorul-gazda
RISC 1306 intr-un sistem multinucleu si poate planifica activitatile la nivelul elementelor de
procesare, cum ar fi o multitudine de procesoare vectoriale, acceleratoare de filtru gi unititi
de procesare pentru acces direct la memorie (DMA), folosind statisticile de la monitoarele de
performanti hardware si de la cronometre 1308. In unele implementiri, monitoarele de
performanta hardware §i cronometrele 1308 pot include contoare de intreruperi, contoare de
conflicte CMX, contoare de cicluri de magistrald (ISI, APB si AXI) si contoare de cicluri,

care pot fi citite de planificator 1210.

[0130] In unele implementiri, planificatorul 1210 poate aloca activititile la elemente de
procesare disponibile pe baza statisticilor primite de la monitoarele de performanti hardware
si de la cronometre 1308. Monitoarele de performanta hardware si cronometrele 1308 pot fi
folosite pentru cresterea eficientei elementelor de procesare sau pentru efectuarea unei
activititi folosind mai putine elemente de procesare, astfel incét si se economiseasca energie

sau sa permité calcularea altor activitati in paralel.

28

\



10

15

20

25

30

=1713-00812-~
0§

R

[0131] fn acest scop, monitoarele de performanti hardware 1308 pot oferi o metrici a
performantei. Metrica performantei poate fi un numadr care indicé nivelul de activitate al unui
element de procesare. Metrica de performanta se poate utiliza pentru a controla numarul dé
elemente de procesare instantiate pentru efectuarea unei activitati. De exemplu, atunci cand
metrica de performanti asociatd unui anumit element de procesare este mai mare decat un
prag predeterminat, planificatorul 1210 poate instantia un element de procesare suplimentar
de acelasi tip ca primul element de procesare, distribuind astfel activitatea la mai multe
elemente de procesare. Un alt exemplu: atunci cdnd metrica de performantd asociatd unui
anumit element de procesare se situeaza sub un prag predeterminat, planificatorul 1210 poate
scoate unul dintre elementele de procesare instantiate de acelasi tip ca primul element de
procesare, reducénd astfel numarul elementelor de procesare care realizeazi o anumita

activitate.

[0132] In unele implementiri, planificatorul 1210 poate prioritiza utilizarea elementelor
de procesare. De exemplu, planificatorul 1210 poate fi configurat si determine daci ar fi de

preferat ca activitatea s fie alocatd unui procesor sau unui accelerator de filtru hardware.

[0133] in unele implementiri, planificatorul 1210 poate fi configurat si schimbe
dispunerea memoriei-tampon CMX din subsistemul de memorie, astfel incét sistemul s3
poata intruni criteriile de configurare de executie. Criteriile de configurare a executiei pot
include, de exemplu, debitul de procesare a imaginilor (cadre pe secunda), consumul de
energie, cantitatea de memorie folositi de sistem, numarul de procesoare aflate in functiune

si/fsau numadrul de acceleratoare aflate in functiune.

[0134] Existd mai multe moduri in care poate fi dispusa in memorie o0 memorie-tampon
de iesire. In unele cazuri, memoria-tampon de iesire poate fi adiacent fizic in memorie. in
alte cazuri, memoria-tampon de iegire poate fi impirtitd in ,,buciti” sau ,,zone”. De exemplu,
memoria-tampon de iegire poate fi impirtita in N fasii verticale, unde N reprezintd numarul
de procesoare alocate aplicatiei de procesare de imagini. Fiecare fasie este situata intr-o altd
zonid CMX. Aceasti dispunere poate favoriza procesoarele, deoarece fiecare procesor poate
accesa local memoriile-tampon de intrare si de iesire. Totusi, dispunerea aceasta poate fi
nefavorabilid acceleratoarelor de filtru, putind cauza numeroase conflicte pentru acestea.
Acceleratoarele de filtru proceseazi adesea datele de la stinga la dreapta. Prin urmare, toate
acceleratoarele de filtru si-ar initia procesele accesand prima fagie de imagine, ceea ce ar
cauza multe conflicte de la inceput. in alte cazuri, memoria-tampon de iesire poate fi

impértitd Intretesutd. De exemplu, memoria-tampon de iesire poate fi impértitd pe toate cele
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16 zone CMX, intr-o intretesere de marime predeterminatd. Aceastd marime predeterminata
poate fi 128 de biti. Dispunerea intretesutd a memoriei-tampon de iesire poate favoriza
acceleratoarele de filtru, deoarece distribuirea accesurilor pe zonele CMX reduce riscul de

conflicte.

[0135] in unele implementri, 0 memorie-tampon (cum ar fi una de intrare sau de iesire)
poate fi alocatd in functie de natura hardware si/sau software a producétorilor si a
consumatorilor sdi. Consumatorii sunt mai importanti, deoarece ei necesits, in general, mai
multi latime de bandi (filtrele citesc, de obicei, mai multe linii §i produc o singura linie).
Filtrele hardware sunt programate in functie de dispunerea memoriilor-tampon (ele permit

adresarea memoriei adiacente, intretesute si distribuite).

[0136] FIG. 14B ilustreaza un proces pentru planificarea automati a unei activitati
folosind compilatorul si planificatorul conform unor implementéri. Compilatorul determina o
lista de activititi care trebuie efectuate de dispozitivul de procesare paraleld pe baza DAG. In
etapa 1402, planificatorul este configurat sa primeasci lista de activititi i s pastreze lista de
activititi in cozi separate. De exemplu, cénd lista de activititi include (1) activitati de efectuat
de citre DMA, (2) activititi de efectuat de un procesor si (3) activitéti de efectuat de un filtru
hardware, planificatorul poate stoca activitatile in trei cozi separate: de exemplu, o prima

coada pentru DMA, o a doua coadi pentru procesor §i o a treia coadd pentru filtrul hardware.

[0137] in etapele 1404-1408, compilatorul este configurat si emiti activitatile citre
componentele hardware asociate, pe masuri ce aceste componente devin disponibile pentru
activititi noi. De exemplu, in etapa 1404, cind DMA devine disponibil pentru efectuarea unei
activitati, compilatorul de executie este configurat sd desfacid prima coadi pentru DMA si si
comunice citre DMA activitatea scoasé din coada. Tot astfel, in etapa 1406, cand procesorul
devine disponibil pentru efectuarea unei activititi, compilatorul de executie este configurat sa
desfaca a doua coadi pentru procesor §i si comunice cétre procesor activitatea scoasd din
coadi. De asemenea, in etapa 1408, cand filtrul hardware devine disponibil pentru efectuarea
unei activititi, compilatorul de executie este configurat si desfaca a treia coada pentru filtrul

hardware si sd comunice cétre filtrul hardware activitatea scoasi din coada.

[0138] In unele implementiri, planificatorul 1210 poate folosi valorile de contor de la
monitoarele de performanti hardware si cronometre 1308 pentru a regla utilizarea
elementelor de procesare, in special in cazul in care ruleazi simultan mai multe benzi de
procesare (de exemplu, o aplicatie software 1204) in matricea de elemente de procesare,

deoarece aceste benzi de procesare nu au fost neapérat proiectate impreuni. De exemplu,
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daca latimea de bandi efectiva alocati fiecérei benzi de procesare este mai sub valoarea
preconizati si se produc numeroase conflicte apirute la accesarea memoriei CMX,
planificatorul 1210 poate folosi aceste informatii pentru a intercala executarea a 2 benzi de
procesare, modificand ordinea in care sunt luate activitatile din cele 2 cozi ale benzilor de

procesare §i reducand astfel conflictele de memorie.

[0139] in unele implementiri, compilatorul DAG poate functiona in timp real (de
exempluy, online). FIG. 15 ilustreaza functionarea unui compilator DAG in timp real conform
anumitor implementiri. Compilatorul DAG in timp real 1502 poate fi configurat si primeasca
la intrare o descriere XML a DAG, descrierea elementelor de procesare disponibile si
eventualele constrangeri definite de utilizator, cum ar fi numdarul de procesoare, frecventa
cadrelor, disiparea de putere avuti in vedere etc. Apoi, compilatorul DAG in timp real 1502
poate fi configurat sa planifice componentele DAG la nivelul elementelor de procesare, de
exemplu, unitatea de procesare DMA, un procesor, un filtru hardware §i o memorie, pentru a
se asigura cd DAG conform specificatiilor poate satisface constrangerile definite de utilizator
cand este mapat pe resursele de sistem. In unele implementiri, compilatorul DAG in timp real
1502 poate determina daci activititile din DAG pot fi efectuate in paralel dupa un algoritm
de parcurgere in litime (breadth-first). Daca latimea DAG este mai mare decat numérul de
elemente de procesare disponibile pentru efectuarea activititii in paralel (de exemplu,
cantitatea de putere de procesare disponibila este mai mica decat paralelismul DAG),
compilatorul DAG in timp real 1502 poate si ,,plieze” activitdtile astfel incat acestea sa fie

efectuate secvential pe elementele de procesare disponibile.

[0140] FIG. 16 compari o planificare generatid de un planificator OpenCL cu o
planificare generati de planificatorul DAG online propus conform anumitor implementéri.
Programul produs de planificatorul propus 1208/1502 poate elimina copiile redundante gi
transferurile DMA prezente intr-o planificare de tip OpenCL tipica. Aceste transferuri de date
sunt prezente intr-o planificare OpenCL pentru cd GPU-ul folosit pentru efectuarea procesdrii
pe o activitate DAG este situat la distanta fati de procesorul care executi planificarea. intr-un
procesor de aplicatie tipic folosit intr-un dispozitiv mobil, se transferd blocuri mari de date
inainte si Tnapoi intre procesorul care executi planificarea si GPU-ul care face procesarea. In
modelul propus, toate elementele de procesare impart acelasi spatiu de memorie, nefiind
astfel necesard copierea in ambele directii si realizindu-se astfel o economie considerabild

privind timpul, latimea de banda si disiparea de putere.
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[0141] in unele implementiri, cand o activitate ar utiliza numai o parte a capacititilor
unui element de procesare, planificatorul 1210 poate fi configurat sa fuzioneze si sa planifice
executarea mai multor activititi pe un singur element de procesare in mod secvential, pana la

limita care poate fi suportati de un element de procesare, ca in FIG. 14.

[0142] intr-o aplicatie de procesare de imagini, un planificator poate fi configurat sa
impartd procesarea activititilor intre procesoare, divizand o imagine in fasii. De exempluy,

imaginea poate fi divizata in fisii verticale sau orizontale de latime predeterminata.

[0143] in unele implementiri, planificatorul poate predetermina numarul de procesoare
folosite pentru o anumita aplicatie de procesare de imagine. Acest lucru permite
planificatorului si predetermine numirul de fasii pentru imagine. in unele implementiri se
poate efectua o operatie de filtrare de cétre procesoarele aflate in serie. De exemplu, cand
existd 5 filtre software executate de aplicatie, procesoarele 402 pot fi configurate fiecare si
execute primul filtru software simultan intr-un prim moment, al doilea filtru software
simultan intr-un al doilea moment etc. Acest lucru inseamna c& sarcina computationala este
echilibratd mai uniform intre procesoarele alocate aplicatiei respective de procesare de
imagini. Acest lucru se datoreaza faptului ca procesoarele sunt configurate sé execute

simultan aceeasi listd de filtre in aceeasi ordine.

[0144] Cand sunt alocate prea multe procesoare la aplicatia de procesare de imagini,
procesoarele pot petrece mult timp in repaus, asteptand ca acceleratoarele de filtru hardware
sa finalizeze activitatile. Pe de altd parte, cand aplicatiei ii sunt alocate prea putine
procesoare, acceleratoarele de filtru hardware pot petrece mult timp in repaus. in unele
implementiri, planificatorul 1210 poate fi configurat si detecteze aceste situatii si sa se
adapteze in consecinti. In alte implementiri, planificatorul 1210 poate fi configurat si
supraaloce procesoare aplicatiilor particulare de procesare de imagini si s3 permiti
procesoarelor s& isi reducd puterea odati ce si-au finalizat activitatea inaintea acceleratoarelor

de filtru hardware.

[0145]  in unele implementiri, planificatorul poate folosi un mecanism barierd pentru a
sincroniza elementele de procesare, cum ar fi acceleratoarele de filtru hardware si
procesoarele. Datele de iesire ale planificatorului pot include un flux de comenzi. Aceste
comenzi pot include (1) comenzi de pornire pentru elementele de procesare, cum ar fi
acceleratoarele de filtru hardware si procesoarele, si (2) comenzi-barierd. O comandi-barierad
arati ci elementele de procesare trebuie sé astepte i sd nu treacd la un set urmator de

comenzi decdt dupi ce toate elementele de procesare din grup au ajuns la comanda-barierd,
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chiar dac3 unele elemente de procesare si-au finalizat practic activitatea. in unele
implementari, planificatorul poate comunica aceastd comanda-barierd pe baza dependentelor

dintre activititile efectuate de elementele de procesare.

[0146] FIG. 17 ilustreazd un mecanism-barierd pentru sincronizarea elementelor de
procesare conform anumitor implementari. Fluxul de comenzi include comenzi-barierd
(1702, 1712) si comenzi de activitate (1704, 1706, 1708, 1710). Fiecare comanda de
activitate poate fi asociatad cu un element de procesare si, ca in graficul de mai jos, comenzile
de activitate pot fi finalizate la momente diferite. Prin urmare, planificatorul poate include o
comandi-barierd 1712, astfel incét elementele de procesare si nu treacd la activitati viitoare
decat dupa stergerea comenzii-barierd 1712. Acest mecanism-barierd poate fi considerat ca

fiind o organizare temporari a activititilor paralele intr-o banda de procesare.

[0147] in unele implementiri, mecanismul-barieri este implementat in hardware folosind
semnale de intrerupere 1714. De exemplu, planificatorul poate programa o masci de biti, care
specificd ce elemente de procesare apartin unui grup. Pe miasura ce elementele de procesare
finalizeaza activititile alocate, se declard semnale de intrerupere asociate elementelor de
procesare respective. Odata ce toate semnalele de intrerupere asociate elementelor de
procesare din grup au fost declarate, controlerul elementelor de procesare poate primi un
semnal de intrerupere global, care arati ca toate elementele de procesare au ajuns la

comanda-bariera.

Sursele de intrerupere pot include procesoare vectoriale SHAVE, procesoare RISC, filtre
hardware sau evenimente externe. In special filtrele hardware permit numeroase moduri,
inclusiv un mod de memorie-tampon necirculard, in care memoria-tampon de intrare/iegire
contine un cadru, iar filtrul poate fi configurat si emiti o un singur semnal de intrerupere fie
cénd a procesat intregul cadru de intrare, fie cind a scris intregul cadru de iegire
corespunzitor. De asemenea, filtrele pot fi programate si opereze asupra liniilor, asupra
corectiilor sau asupra blocurilor din cadre folosind setéri adecvate pentru dimensiunile

imaginilor, pentru intervalul de adresd/linie de baza al memoriei-tampon etc.

[0148] O provocare importanti in cazul unui dispozitiv complex de procesare paraleld
este modalitatea de a programa elementele de procesare din dispozitivul de procesare
paraleld, in special pentru sistemele incorporate care sunt foarte sensibile la putere i au la
dispozitie putine resurse (de exemplu, resurse computationale si de memorie). Imagistica

computationald si mai ales procesarea video si de imagini solicita foarte puternic sistemele

33



10

15

20

25

30

0=2013-00812--
06 -1 M

B
incorporate in ceea ce priveste performantele, deoarece dimensiunile si frecventele cadrelor

sunt foarte mari, ele crescand tot mai mult de la an la an.

[0149] Solutia la aceastd problema prezentati aici este de a asigura o interfatd de
programare pentru aplicatii (API) 1206 care sd permita scrierea aplicatiilor la nivel inalt de
citre un programator fara a necesita cunostinte aprofundate privind detaliile arhitecturii
procesoarelor multinucleu 1202. Folosind API software 1206, programatorul poate crea rapid
noi benzi de procesare de imagini sau video férd a cunoaste in profunzime detaliile
implementirii, deoarece detaliile privind implementarea functiilor in software, pe procesoare
programabile, sau in hardware sunt abstractizate, programatorul neconfruntindu-se cu ele. De
exemplu, o implementare a unui filtru de incetosare este dati ca implementare de software de
referintd care ruleazi pe unul sau mai multe procesoare sau filtre de accelerator hardware.
Programatorul poate folosi initial o implementare cu filtru de incetosare software, iar apoi
poate trece la utilizarea unui filtru hardware férd a schimba in ansamblu implementarea
benzii de procesare, deoarece nu programatorul, ¢i ISI, AMC si blocul de arbitrare CMX au
rolul de a determina care procesor si resurse hardware obtin acces la blocurile de memorie

fizice si in ce ordine.

{0150] in timp ce abordarea cu memorie cu porturi multiple descrisa mai sus este
adecvatd pentru partajarea memoriei in conditii de litime mare de banda si latent scazuta
intre procesoare identice, ea nu este ideald pentru partajarea lafimii de banda cu alte
dispozitive. Aceste alte dispozitive pot fi acceleratoare hardware si alte procesoare cu diferite
cerinte de latentd, in special la aplicatiile care necesitd o latime de banda foarte mare, cum

este procesarea computationald de video si de imagini.

[0151] Arhitectura prezentati poate fi folositi impreund cu un subsistem de memorie cu
porturi multiple, pentru a asigura latimea de bandd mai mare necesard mai multor accesari
simultane din partea unei multitudini de procesoare VLIW programabile avand cerinte de
latentd cu un grad de determinare ridicat, un grup mare de filtre hardware programabile
pentru procesarea de imagini/video, precum si o interfatd cu magistrala pentru a permite
controlul si accesarea datelor de citre un procesor-gazdé conventional si de cétre periferice.
FIG. 18 ilustreaza dispozitivul de procesare paralela cu diferite tipuri de elemente de
procesare conform anumitor implementéri. Dispozitivul de procesare paraleld include o
multitudine de procesoare 1802 si o multitudine de acceleratoare de filtru 1804, iar

multitudinea de procesoare 1802 si multitudinea de acceleratoare de filtru 1804 pot fi cuplate
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la subsistemul de memorie 412 prin ISI 410, respectiv prin controlerul de memorie al
acceleratorului (AMC) 1806.

[0152] Subsistemul de AMC 1806 si subsistemul de memorie multinucleu (CMX) 412
asigura stocarea pe cip, facilitdnd procesarea semnalului digital de streaming de putere mica
la nivelul procesoarelor 1802, precum gi al acceleratoarelor de filtru hardware 1804 pentru
anumite aplicatii de procesare de imagini/video. in unele implementri, memoria CMX 412
este organizatd in 16 zone de 128 kB, organizate sub forma unor cuvinte pe 64 de biti (2 MB)
in total. Fiecare procesor 1802 poate avea acces direct la 0 zond din subsistemul de memorie
412 si acces indirect (cu latentd mai mare) la toate celelalte zone ale subsistemului de
memorie 412. Procesoarele 1802 pot utiliza memoria CMX 412 pentru a stoca instructiuni
sau date, iar acceleratoarele de filtru hardware 1804 folosesc memoria CMX 412 pentru a

stoca date.

[0153] Pentru a facilita partajarea datelor intre elementele de procesare eterogene,
permitand procesoarelor intolerante la latentd 1802 si atingd performante ridicate cand
acceseaza o memorie CMX partajatd 412 cu acceleratoare de filtru hardware 1804,
acceleratoarele de filtru hardware 1804 sunt concepute si tolereze latenta. Acest lucru se
realizeaza prevazand fiecare accelerator de filtru hardware (filtru) 1804 cu memorii FIFO
locale, care conferd mai multi elasticitate sincronizarii, precum si cu un comutator crossbar
pentru a partaja accesul la CMX, ISI putand astfel sd sustind comunicarea inter-SHAVE fara

dispute cu acceleratoarele de filtru hardware, ca in FIG. 10 conform anumitor implementari.

[0154) In plus fata de conflictele la porturile de iesire, este posibil si conflictul cu
accesarea unui port de intrare ISI-410. Daca mai multe zone externe incearcd si acceseze
aceeasi zond de memorie in oricare ciclu, se poate produce un conflict de port. Maparea
portului LSU la portul de interconectare ISI este fixa, fiind astfel posibil ca SHAVE 0 1802-0
sd acceseze zona 2 prin portul LSU 0 gi ca SHAVE 11 (1702-11) s3 acceseze zona 2 prin
portul LSU 1 fara si apard conflicte. Matricea ISI poate permite transferul la fiecare ciclu a 8
x 2 porturi x 64 biti de date. De exemplu, SHAVE N 1802 poate accesa zona N+1 prin portul

LSU 0 si 1, iar toate cele 8 procesoare SHAVE pot accesa simultan féra nicio intrerupere.

[0155) in unele implementri, subsistemul de memorie 412 poate fi impirtit logic pe zone
(blocuri). FIG. 19 ilustreaza subsistemul de memorie multinucleu propus conform anumitor
implementari. FIG. 19 ilustreazd o interconectare detaliatd prin magistrald intre AXI, AHB,
SHAVE-uri, ISI si CMX, precum si acceleratoare de filtru, AMC si CMX. Diagrama arata
doud porturi de intrare AMC si doud porturi de iesire AMC, 2 porturi de intrare ISI i 2
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porturi de iesire ISI, conexiuni la L2 cache si excludere reciprocd (mutex), precum si
arbitrarea internd a scrierii/citirii §i multiplexarea sursei pentru adresarea celor 4 blocuri de
memorie si a memoriei FIFO, precum si selectarea destinatiei de iesire a celor 4 iesiri ale

blocului de memorie spre ISI si AMC.

[0156) Fiecare zond se poate conecta la doud din 16 surse de intrare ISI posibile, inclusiv
12 SHAVE-uri, DMA, unitatea de gestionare a texturii (Texture Management Unit — TMU) si
interfatd de magistralda AHB cétre procesorul-gazda montat pe placa. Tot astfel, fiecare zona
are 2 porturi ISI de iegire care permit unei zone si trimita date la 2 din 16 destinatii posibile,
inclusiv 12 SHAVE-uri, DMA, unitatea de gestionare a texturii (TMU) si interfetele de
magistralda AHB si AXI catre procesorul-gazda montat pe placi. In implementarea preferats,
zona de memorie contine 4 blocuri RAM fizice cu bloc de arbitrare a intrérii care, la randul
sdu, se conecteazd la procesorul SHAVE local (2 LSU-uri si 2 porturi de instructiuni pe 64
biti), 2 porturi de intrare IS, 2 porturi de intrare AMC si FIFO folosit pentru mesageria
inter-SHAVE, precum si o FIFO de mesagerie, 1.2 cache si blocuri de excludere reciproca

(mutex).

[0157] Pe calea de iesire de la 0 zona CMX, intrarea la blocul de selectare a destinatiei
este conectatd la cele 4 instante RAM, precum si la L2 cache si la blocurile hardware mutex.
Iesirile de la blocul de selectare a destinatiei, ilustrat in FIG. 20 ca blocul 2002, se conecteaza
la cele 2 porturi LSU locale si la porturile de instructiuni (SP_1 si SP_0), precum si 2 porturi
de iesire ISI si 2 porturi de iesire AMC. Cele 2 porturi ISI permit conectarea unei zone locale
la doua destinatii din cele 12 posibile procesoare, DMA, TMU AXI si magistralele gazda
AHB. Procesoarele sunt prevazute cu acces la memorie prin interconectarea inter-SHAVE
(ISI), care se conecteaza la cele 2 intrari ISI pe 64 biti si la 2 porturi de iegire ISI pe 64 biti
continute intr-o zona a subsistemului de memorie multinucleu. Accesul determinist
caracterizat prin lafime de bandd mare si latentd scidzuta oferit de interconectarea ISI reduce

intreruperile la nivelul procesoarelor i oferd un debit computational ridicat.

[0158] FIG. 21 ilustreaza o arhitecturd AMC crossbar conform anumitor implementari.
AMC crossbar 1806 poate fi configurat s3 conecteze filtrele hardware de procesare de
imagine 1804 la porturile AMC ale zonelor de memorie multinucleu CMX 412. AMC 1806
poate include unul sau mai multe controlere de port 2102 ale zonei, preferabil unul pentru
fiecare bloc CMX 412. Controlerele porturilor zonei 2102 sunt, la rdndul lor, conectate la
filtrul de solicitari de adrese de zone (slice address request filter — SARF) 2104. La randul

sdu, SARF 2104 este conectat la clientii AMC (in aceastd implementare, clientii AMC sunt
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acceleratoarele hardware de procesare de imagine). SARF 2104 accepti solicitari de
citire/scriere de la acceleratoarele de filtru si le oferd acestora semnale de solicitare sau de
permisiune, acceptand date si adrese de la porturile SIPP care au primit acces de scriere i
furnizand date de citire celor care au primit acces de citire. In plus, SARF ofera mastering
AXI pe magistrala-gazdid AXI pentru procesorul-gazdi din sistem, ceea ce permite gazdei si

interogheze (citire/scriere) memoria CMX prin comutatorul crossbar AMC.

[0159] in unele implementiri, este previzut un controler al porturilor zonei 2102 in AMC
1806, care comunica cu cele 2 porturi de citire si cele 2 porturi de scriere din zona de
memorie CMX asociatd 412, ca in FIG. 21, Viazut dinspre partea de accelerator de filtru a
subsistemului de memorie CMX 412, fiecare filtru hardware este conectat la un port al
comutatorului crossbar 1806 de la controlerul de memorie al acceleratorului (AMC). AMC
1806 are o pereche de porturi de citire pe 64 biti i o pereche de porturi de scriere pe 64 biti
care il conecteazi la fiecare zond de memorie CMX 412 (existd 16 zone, totalizind 2 MB in
implementarea preferatd). Conectarea acceleratoarelor hardware de procesare de imagine la
AMC 1806 prin interfete client de citire sau de scriere si asigurarea unei memorii-tampon
locale in cadrul acceleratoarelor permite relaxarea cerintelor de latentd, 13sand disponibila
mai mult3 litime de banda pentru IS] §i procesoare, cu o sincronizare cu grad ridicat de

determinare care permite reducerea intreruperii procesoarelor.

[0160] FIG. 20 ilustreazi o singurd zona a infrastructurii CMX conform anumitor
implementiri. Zona contine un arbitru si multiplexare la sursi, care permite ca pana la 4 din
opt posibile surse pe 64 de biti si acceseze cele 4 blocuri SRAM fizice din zona CMX, L2
cache partajata, blocurile hardware mutex partajate pentru negocierea inter-procesor a
excluderii reciproce in randul firelor de proces, precum si o memorie FIFO pe 64 de biti
folositd pentru mesageria inter-SHAVE cu ldtime de banda mica. Cele sase surse de intrare
sunt: AMCout1 si AMCout0, care sunt conectate la porturile corespunzétoare slice_port[1] si
slice_port[0] din ACM, ca in FIG. 21; la care se adauga 2 porturi ISI (ISlout! si ISIout0); 2
porturi LSU (LSU_1 si LSU_0); si, in cele din urma, 2 porturi de instructiuni (SP_1 si SP_0),
care, combinate, permit citirea de instructiuni pe 128 de biti de la CMX. Arbitrul si
multiplexarea sursei genereaza adresa de citire/scriere §i datele pe 64 de biti pentru
controlarea celor 4 blocuri SRAM ca reactie la accesarea prioritara din cele 8 surse de intrare.
in timp ce intrarea memoriei FIFO de comunicatii inter-SHAVE pe 64 de biti este conectati
la arbitru gi la multiplexorul sursei, iegirea poate fi cititd numai de cétre procesorul local din

zona CMX. In practicd, fiecare procesor comunica cu memoria FIFO de mesagerie a altui
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procesor prin porturile ISIoutl si ISIout0 si prin infrastructura ISI externad zonei CMX, care

interconecteaza CMX, zonele si procesoarele.

[0161] in plus fata de arbitrarea intre 64 de solicitanti de la fiecare dintre cele 2 porturi
AMC dintr-o zon4, cum se vede in FIG. 20, este prevazut un arbitru suplimentar 2:1 care si
arbitreze intre porturile AMC 1 si 0. Scopul acestui arbitru 2:1 este si prevind saturarea de
catre unul sau celdlalt dintre cele 2 porturi AMC a intregii l4fimi de bandé a portului AMC,
fapt ce ar duce la intreruperi excesive la unul dintre porturile solicitante. Aceasti
caracteristica suplimentara asiguri o alocare mai echilibratd a resurselor in prezenta mai
multor solicitanti intensi ai latimii de bandi a portului, mentinand astfel un debit mai ridicat
in intreaga arhitectura. Tot astfel, un arbitru 2:1 arbitreazi intre cele 2 porturi de procesor

SP1 si SPO, din motive similare.

[0162] Logica de arbitrare si multiplexare controleaza, de asemenea, accesul
procesoarelor, fie direct, fie prin ISI, la 0 memorie L2 cache partajata, printr-un al doilea
nivel de arbitrare care partajeaza accesul conform unui algoritm round robin strict intre 16
surse posibile, un port pe 64 de biti fiind conectat intre arbitrul de nivel doi si fiecare dintre
cele 16 zone CMX. Tot astfel, aceeasi logica permite accesul la cele 32 de mutexuri hardware
care sunt folosite pentru negocierea intre procesoare a excluderii reciproce in randul firelor de
proces care ruleaza pe cele 12 procesoare montate pe placi si cele 2 procesoare RISC pe 32

de biti (prin conexiunile de magistrald AHB si AXI de pe ISI).

[0163] Prioritatea in implementarea preferati este ca SP_1 si SP_0 au gradul cel mai
ridicat de prioritate, urmate de LSU_1 si LSU_0, apoi de ISIout! si ISIout0, iar AMCoutl i
AMCout0 si, in cele din urma, FIFO au gradul de prioritate cel mai mic. Motivul acestei
alocari a prioritdtii este cd SP_1 si SP_0 controleaza accesul de program al procesorului la
CMX, iar procesorul va intra imediat in intrerupere daca nu este disponibild urmatoarea
instructiune, dupa care urmeaza LSU_1 si LSU_0, cauzand din nou intreruperea procesorului;
tot astfel, ISIoutl si [SIout0 vin de la alte procesoare si vor face ca acestea si se intrerupa
daca datele nu sunt disponibile imediat. Porturile AMCoutl si AMCout(Q au prioritatea cea
mai redusa, ele avaind memorii FIFO integrate si putdnd astfel sa tolereze un nivel ridicat de
latentd inainte de a se intrerupe. FIFO de la procesor este necesard numai pentru mesageria pe

latime de banda mica dintre procesoare, avand astfel prioritatea cea mai micé dintre toate.

[0164] Odata ce arbitrul a permis accesul a pni la 4 surse la cele 4 blocuri SRAM, L2
cache, mutexuri si FIFO, sunt selectate datele de iesire de la cele sase surse de date citite,

inclusiv 4 blocuri SRAM, L2 cache si mutexuri, aceste date fiind dirijate spre pani la 4 din 8
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posibile porturi de destinatie pe 64 de biti; 4 la procesorul asociat zonei de memorie (SP_1,
SP_0, LSU_1 si LSU_0); 2 asociate ISI (ISloutl si ISIout0) si, in cele din urmai, 2 asociate
AMC (AMCoutl si AMCout0). Nu este necesard nicio prioritizare la multiplexorul de iesire,

numai 4 surse pe 64 de biti trebuind sa fie distribuite la 8 porturi de destinatie.

[0165] FIG. 22 ilustreazi un controler AMC cu porturi crossbar conform anumitor
implementari. Controlerul 2202 al portului crossbar de la AMC include un arbitru round
robin 2204, care conecteazd controlerul portului 2202 la acceleratoarele1804 ale céror
solicitari au fost filtrate prin procesor. Dupé aceea, arbitrul poate transmite solicitdrile valide
de la clientii AMC la memoria FIFO a controlerului de port. in cazul solicitarilor de citire, se
transmite un raspuns la solicitare (ID-ul clientului de citire si indexul de linie) cétre FIFO TX
ID de citire. Datele returnate de la portul zonei §i semnalele valide sunt introduse in logica de
citire a controlerului de port, care prezinta ID-ul de client de citire si indicii de linie din FIFO
Rd TX ID si transmite datele de citire de la portul de zona corespunzitor si semnalele valide
spre FIFO de date Rd, de unde acestea pot fi citite de clientul AMC solicitant. Pe partea
CMX a FIFO, logica de intrerupere a porturilor prezinti solicitirile de la FIFO si asigura
controlul porturilor de zond pentru cele 2 porturi de intrare AMC din zona de memorie CMX

asociata.

[0166] Numdrul de interfete client de citire si de scriere spre CMX sunt configurabile
separat. Orice client se poate adresa oricirei (sau oricdror) zone din CMX. Avénd 16 zone de
memorie in CMX, 2 porturi la fiecare zon4 si o frecventd de procesor de 600 MHz in sistem,
latimea maximai totald a memoriei de date care poate fi asigurati clientilor este de 143 GB/s:
Latimea de banda max. = 600 MHz * (64/8) * 2 * 16 = 1,536e11 B/s = 143 GB/s.

[0167] La frecventa superioara de 800 MHz a procesorului, banda de frecventi creste la
191 GB/sec. Controlerul AMC arbitreazi accesarile simultane ale interfetelor de citire/scriere
din partea blocurilor de accelerator hardware conectate la el. Cel mult dou adrese de
citire/scriere din fiecare zond de memorie pot fi alocate la fiecare ciclu de procesor, rezultand
astfel o latime de bandd de memorie maxima a zonei de 8,9 GB/s la o frecventd de 600 MHz
a procesorului din sistem. Accesul clientilor nu este restrictionat la spatiul de adrese din
CMX. Orice acces care iese din spatiul de adrese din CMX este transmis la programul master
al magistralei AXI de la AMC.

[0168] FIG. 23 ilustreazi o operatie de citire folosind un AMC 1806 conform anumitor
implementiri. in aceasta ilustratie, 4 cuvinte de date sunt citite din intervalul de adrese A0-3.

Clientul AMC (de exemplu, un accelerator de filtru 1804) declard mai intdi o solicitare la
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intrarea controlerului de port. Controlerul de port 2202 raspunde emitdnd un semnal de
permisiune (gnt) care, la rdndul sau, determina clientul s emitd adresele A0, A1, A2 i, in
cele din urmé, A3. Valorile rindex corespunzitoare apar pe arcul ascendent al ciclului de
procesor (clk) care corespunde fiecdrei permisiuni. Se poate vedea ci sincronizarea poate fi
foarte elastici pe partea clientului in comparatie cu datele si adresele de index, care sunt
transmise de la zona CMX la controlerul de port. Sincronizarea determinista pe partea CMX
a controlerului de port permite accesul eficient la CMX partajat intre clientii AMC si
procesoare, care au o sensibilitate ridicati la latenti, iar memoriile FIFO si stocarea locald de
la clientii AMC permit o variabilitate ridicata a sincronizarii in partea de client AMC (de

exemplu, acceleratorul de filtru) din subsistemul de memorie CMX 412.

[0169] FIG. 24 ilustreaza o operatie de scriere folosind un AMC 1806 conform anumitor
implementari. in diagrama de sincronizare este ilustrat transferul a 4 cuvinte de date la CMX
prin AMC. Clientul AMC emite o solicitare, iar la urmatorul arc ascendent al ciclului de
procesor (clk), semnalul de permisiune (gnt) se ridic, transferand cuvéntul de date DO
asociat adresei AQ prin AMC. Semnalul gnt coboard apoi timp de un ciclu de procesor, iar pe
urmiétorul arc clk ascendent, se ridica semnalul gnt timp de 2 cicluri de procesor, oferind
acces pentru D1 si D2 la adresele Al, respectiv A2, inainte ca semnalul gnt sd coboare din
nou. La urmétorul arc clk ascendent, semnalul gnt se ridicd din nou, permitand transferarea
cuvantului de date D3 la adresa A3, dupi care semnalele req si gnt coboara la urmatorul arc

clk, in asteptarea urmétoarei solicitdri de citire/scriere.

[0170] Cadrul software al benzii de procesare de imagine pentru streaming (SIPP) folosit
impreuni cu modelul din FIG. 12 asiguri o abordare flexibila a implementérii benzilor de
procesare de imagini folosind memoria CMX 412 pentru memoriile-tampon de linie de
scanare, blocurile de cadre (subsectiuni de cadre) sau chiar intregi cadre la rezolutie ridicata
cu ajutorul unei pastile DRAM externe intr-un modul, conectate la un substrat de care este
atagatd matricea de procesare de imagini/video. Cadrul SIPP se ocupa de complexitati precum
gestionarea marginilor imaginii (replicarea pixelilor) si gestionarea memoriei-tampon ciclice
de linii, ficand ca implementarea functiilor de ISP (procesare a semnalului de imagine) din
software (de la nivelul procesorului) si devind mai simpla si mai generica.

[0171]  FIG. 25 ilustreaza dispozitivul de procesare paraleld 400 conform anumitor
implementiri. Dispozitivul de procesare paraleld 400 poate include un subsistem de memorie
(CMX) 412, o multitudine de acceleratoare de filtru 1804 si o structurd de magistrald 1806

pentru arbitrarea accesului la subsistemul de memorie 412. Subsistemul de memorie (CMX)
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412 este construit astfel incat sa permita unei multitudini de elemente de procesare 402 sa
acceseze, in paralel, memoria de date §i de cod de program féara a cauza intreruperi. Aceste
elemente de procesare 402 pot include, de exemplu, procesoare SHAVE (unitate de procesare
vectoriala cu arhitecturi hibridd pentru streaming) procesoare VLIW (cuvént de instructiune
foarte lung) dupa caz, acces paralel la memoria de date si de cod de program fira intreruperi
sau un accelerator de filtru. In plus, subsistemul de memorie (CMX) 412 poate prevedea ca
un procesor-gazdd (neinclus in ilustratie) sd acceseze subsistemul de memorie CMX 412
printr-o magistrali paraleli precum AXI (neinclus3 in ilustratie). in anumite implementiri,
fiecare element de procesare 402 poate citi/scrie pana la 128 de biti pe ciclu prin porturile
sale LSU si poate citi cod de program de pana la 128 biti pe ciclu prin portul sidu de
instructiuni. In plus fati de interfetele ISI si AMC pentru procesoare, respectiv pentru
acceleratoarele de filtru, CMX 412 ofera acces simultan la memorie pentru citire/scriere prin
interfetele de magistralda AHB si AXI. AHB si AXI sunt magistrale de interfata paraleld ARM
standard, care permit conectarea unui procesor, a memoriei si a perifericelor folosind o
infrastructurd de magistrala partajata 1806. Subsistemul de memorie CMX 412 poate fi

configurat si gestioneze un maxim de 18 accesuri de 128 biti la memorie la fiecare ciclu.

[0172] Acceleratoarele 1804 includ o colectie de filtre hardware de procesare de imagine
care pot fi utilizate in cadrul software SIPP 1200. Acceleratoarele 1804 pot scuti elementele
de procesare 1802 de o parte din functionalitatea cea mai solicitanta din punct de vedere
computational. Diagrama aratd cum se pot conecta o multitudine de acceleratoare de filtru
1804 la AMC 1804 care realizeazi filtrarea de adrese, arbitrarea si multiplexarea. La AMC
1804 mai pot fi conectate multiple interfete seriale de camerda MIPI 2502, in implementarea
preferatd existand in total 12 culoare seriale MIPI conectate in 6 grupe de céte 2 culoare.
AMC 1804 este conectat, de asemenea, la interfejele AXI si APB, pentru a permite celor 2
procesoare RISC ale sistemului din implementarea de referinté sa acceseze memoria CMX
prin AMC. Elementul final al diagramei este CMX 412, a cérei accesare o arbitreazi AMC
1804, permitdnd mai multor acceleratoare de filtru hardware 1804 acces simultan la instantele
RAM fizice din memoria CMX 412. Este infitisat, de asemenea, un accelerator de filtru de
referintd 1804, in acest caz un filtru 5x5 2D, care contine o bandi de procesare aritmeticd
fp16 (format cu virguld mobila pe 16 biti ca IEEE754), un controler asociat al intreruperilor
in banda de procesare, un client de citire al memoriei-tampon de linie pentru stocarea unei
linii de intrare in banda de procesare fp16, o intrare de control al inceputului de linie si client

de scriere al memoriei-tampon de linie pentru stocarea datelor de iegire ale benzii de
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procesare fp16. Pentru ca acceleratoarele sé se potriveascd in cadrul SIPP, ele necesitd acces
la memoria CMX la o latime de banda ridicatd, acest acces fiind asigurat de controlerul de

memorie pentru acceleratoare (AMC).

[0173] In unele implementri, subsistemul de memorie CMX 412 poate fi impdrtit in
blocuri sau zone de 128 kB asociate cu elementul lor de procesare invecinat 402 pentru un
acces de mare vitezd, cu consum de putere scizut. In cadrul unei zone, memoria este
organizatd sub forma unor blocuri mai mici, de exemplu blocuri SRAM independente

3x32 kB, 1x16 kB si 2x8 KB. Dimensiunea fizicd a memoriei RAM poate fi aleasd ca un
compromis intre utilizarea spatiului si flexibilitatea configuratiei. Orice element de procesare
402 poate accesa memoria RAM fizici oriunde in subsistemul de memorie (CMX) 412 cu
aceeasi latentd (3 cicluri), dar accesul in afara zonei locale a unui procesor este limitata ca
latime de banda si va avea un consum de putere mai ridicat decat accesarea unei zone de
memorie locale. In general, pentru a reduce consumul de putere si a spori performantele, un

element de procesare 402 poate stoca date local intr-o zond de memorie dedicata.

[0174] In unele implementiri, fiecare memorie RAM fizicd poate avea o latime de 64 de
biti. Dacd mai multe elemente de procesare 402 Incearci s acceseze aceeasi memorie RAM
fizic4, se poate produce un conflict care duce la o intrerupere a procesorului. CMX va arbitra
automat conflictele de port, asigurandu-se ca nu se pierd date. Pentru fiecare conflict de port,
un element de procesare 402 este intrerupt timp de un ciclu, ceea ce reduce debitul. Printr-o
dispunere atentd a datelor (de cétre programator) in cadrul CMX 412 se pot evita conflictele
de port si se pot valorifica mai bine ciclurile de procesor.

{0175} in unele implementiri, o multitudine de procesoare sunt dotate cu acceleratoare si

memorie CMX.

[0176] Se poate observa din arhitectura hardware de procesare de imagine din FIG. 25 ¢cd
fiecare accelerator de filtru 1804 poate include cel putin o interfata client AMC de citire
si/sau de scriere pentru accesarea memoriei CMX 412. Numarul de interfete client de
citire/scriere ale AMC 1806 se poate configura dupd cum este necesar. AMC 1806 poate
include o pereche de porturi pe 64 de biti in fiecare zond de memorie CMX 412. AMC 1806
ruteazad solicitdrile de la clientii sdi cdtre zona CMX 412 adecvatd (prin decodificarea partiald
a adresei). Solicitdrile simultane din partea mai multor clienti pentru aceeasi zond de memorie
pot fi arbitrate dupa un algoritm round robin. Datele de citire returnate de la CMX 412 sunt

rutate Tnapoi la clientii de citire AMC solicitanti.

42



10

15

20

25

30

a-2013-00812--

06 -1 2013

[0177] Clientii AMC (acceleratoarele) 1804 prezinti o adresa completa pe 32 de biti la
AMC 1806. Accesurile din partea clientilor care nu se mapeazi pe spatiul memoriei CMX
sunt transmise la programul master al magistralei AXI de la AMC. Accesdrile simultane (din
afara spatiului de memorie CMX) din partea diferitor clienti sunt arbitrate dupa un algoritm

round robin.

[0178] AMC 1806 nu se limiteaza la a oferi acces la CMX 412 pentru acceleratoarele de
filtru 1804; orice accelerator hardware sau elemente terte pot utiliza AMC 1806 pentru a
accesa memoria CMX si spatiul mai larg de memorie al platformei dacd interfetele sale de

memorie sunt adaptate in mod adecvat la interfetele client de citire/scriere ale AMC.

[0179] Banda hardware de procesare de imagine (SIPP) poate include acceleratoarele de
filtru 1804, un bloc de arbitrare 1806, control MIPI 2502, interfete APB gi AXI si legaturi la
memoria multiport CMX 412, precum si un filtru hardware 5x5 exemplar. Aceasti
configuratie permite ca o multitudine de procesoare 1802 si acceleratoare de filtru hardware
1804 pentru aplicatiile de procesare de imagine sa partajeze un subsistem de memorie 412
compus dintr-o multitudine de blocuri fizice RAM (memorie cu acces aleatoriu) cu un singur

port.

[0180] Utilizarea memoriilor cu un singur port creste eficienta energetica gi spatiala a
subsistemului de memorie, dar limiteaza litimea de banda. Configuratia propusi le permite
acestor blocuri RAM si se comporte ca un subsistem de memorie virtual multiport, capabil s
deserveasca multiple solicitari de citire §i scriere simultane primite din surse multiple
(procesoare si blocuri hardware), folosind instante RAM fizice multiple i asigurdnd acces

arbitrat la acestea pentru a deservi surse multiple.

[0181] Utilizarea unei interfete de programare pentru aplicatii (API) si partitionarea
datelor la nivel de aplicatie sunt importante pentru a asigura reducerea concurentei in randul
procesoarelor sau intre procesoare si acceleratoarele de filtru pentru accesarea blocurilor
RAM fizice, crescand astfel latimea de banda de date pentru procesoare si hardware in cazul

unei configuratii date a subsistemului de memorie.

[0182] in unele implementiri, dispozitivul de procesare paralel 400 poate fi situat intr-
un dispozitiv electronic. FIG. 26 ilustreazi un dispozitiv electronic care include un dispozitiv
de procesare paraleld conform anumitor implementiri. dispozitivul electronic 2600 poate
include un procesor 2602, memorie 2604, una sau mai multe interfete 2606 si un dispozitiv

de procesare paralela 400.
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[0183] Dispozitivul electronic 2600 poate avea memorie 2604, cum ar fi un suport care
poate fi citit de computer, memorie flash, o unitate de disc magnetic, o unitate opticé, o
memorie programabild doar in citire (PROM) si/sau 0 memorie doar in citire (ROM).
Dispozitivul electronic 2600 poate fi configurat cu unul sau mai multe procesoare 2602 care
proceseaza instructiuni si ruleaza software care poate fi stocat in memorie 2604. Procesorul
2602 poate comunica, de asemenea, cu memoria 2604 si cu interfetele 2606 pentru
comunicarea cu alte dispozitive. Procesorul 2602 poate fi orice procesor aplicabil, cum ar fi
un sistem pe cip care combind o unitate central de procesare, un procesor de aplicatii §i

memorie flash sau un procesor de calcul cu set redus de instructiuni (RISC).

[0184] in unele implementri, compilatorul 1208 si planificatorul 1210 pot fi
implementate in software stocat in memorie 2604 si ruleazi pe procesor 2602. Memoria 2604
poate fi un suport netranzitoriu care poate fi citit de un computer, memorie flash, o unitate de
disc magnetic, o unitate opticd, o memorie programabild numai in citire (PROM), o memorie
numai in citire (ROM) sau orice altd memorie sau combinatie de memorii. Software-ul poate
rula pe un procesor capabil sd execute instructiuni pentru computer sau cod pentru computer.
De asemenea, procesorul ar putea fi implementat in hardware folosind un circuit integrat
specific aplicatiei (application specific integrated circuit — ASIC), o matrice logici
programabild (programmable logic array - PLA), o matrice de porti logice reprogramabild

(field programmable gate array — FPGA) sau orice alt circuit integrat.

[0185] in unele implementari, compilatorul 1208 poate fi implementat intr-un dispozitiv
de calcul separat care comunici cu dispozitivul electronic 2600 prin interfata 2606. De
exemplu, compilatorul 1208 poate functiona intr-un server comunicand cu dispozitivul

electronic 2600.

[0186] Interfetele 2606 pot fi implementate in hardware sau software. Interfetele 2606 se
pot utiliza pentru a receptiona date si informatii de control din retea precum si din surse
locale, cum ar fi o telecomandi de televizor. Dispozitivul electronic poate pune la dispozitie o
varietate de interfete de utilizator, cum ar fi o tastaturd, un ecran tactil, un trackball, un
touchpad si/sau un mouse. De asemenea, dispozitivul electronic poate include difuzoare i un
dispozitiv de afisare in anumite implementiri.

[0187] in unele implementiri, un element de procesare din dispozitivul de procesare
paraleld 400 poate include un cip integrat capabil sd execute instructiuni pentru computer sau
cod pentru computer. De asemenea, procesorul ar putea fi implementat in hardware folosind

un circuit integrat specific aplicatiei (application specific integrated circuit — ASIC), o
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matrice logica programabild (programmable logic array - PLA), o matrice de porti logice

reprogramabild (field programmable gate array —~ FPGA) sau orice alt circuit integrat.

[0188] In unele implementiri, dispozitivul de procesare paraleli 400 poate fi implementat
ca sistem pe cip (system on chip — SOC). In alte implementiri, unul sau mai multe blocuri din
dispozitivul de procesare paraleld pot fi implementate sub forma unui cip separat, iar
dispozitivul de procesare paralela poate fi realizat ca sistem intr-un singur modul (system in
package — SIP). in unele implementri, dispozitivul de procesare paraleld 400 poate fi folosit
pentru aplicatii de procesare a datelor. Aplicatiile de procesare a datelor pot include aplicatii
de procesare de imagini si/sau aplicatii de procesare video. Aplicatiile de procesare de
imagini pot include un proces de procesare de imagini, inclusiv o operatie de filtrare de
imagini; aplicatiile de procesare video pot include o operatie de decodificare video, o operatie
de codificare video, o operatie de analizd video pentru detectarea migcarii sau a obiectelor din
datele video. Aplicatiile suplimentare ale inventiei de fati includ invitarea automati si
clasificarea pe baza unei secvente de imagini, obiecte sau date video si aplicatii de realitate
augmentatd, inclusiv cele in care o aplicatie pentru jocuri extrage date geometrice din mai
multe vizualizdri cu camera, inclusiv camere de profunzime, si extrage date din multiplele
vizualizdri din care poate fi extrasd geometria wireframe (de exemplu, printr-un nor de

puncte) pentru umbrirea ulterioard la vertex de citre un GPU.

[0189]) Dispozitivul electronic 2600 poate include un dispozitiv mobil, cum ar fi un
telefon celular. Dispozitivul mobil poate sd comunice cu o multitudine de retele de acces
radio folosind o multitudine de tehnologii de acces, precum si cu retele de comunicatii
cablate. Dispozitivul mobil poate fi un smartphone care oferd capacitati avansate, cum ar fi
editarea de texte, navigarea pe internet, jocuri, capacititi de cititor de carti in format
electronic, precum si o tastaturid completi. Dispozitivul mobil poate rula un sistem de operare
precum Symbian OS, iPhone OS, Blackberry de la RIM, Windows Mobile, Linux, Palm
WebOS si Android. Ecranul poate fi un ecran tactil care se poate folosi pentru introducerea
datelor in telefonul mobil, ecranul putdnd fi folosit in locul tastaturii complete. Dispozitivul
mobil poate fi capabil si ruleze aplicatii sau s3 comunice cu aplicatii puse la dispozitie de
servere din reteaua de comunicatii. Dispozitivul mobil poate primi actualiziri si alte

informatii de la aceste aplicatii in retea.

[0190) De asemenea, dispozitivul electronic 2600 poate include numeroase alte
dispozitive, cum ar fi televizoare, videoproiectoare, receptoare TV sau unititi de receptie TV,

videorecordere digitale (DVR), computere, netbookuri, laptopuri, tablete si orice alte
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echipamente audiovideo care pot sd comunice cu o retea. De asemenea, dispozitivul
electronic poate péstra in stiva sau in memoria sa coordonate de pozitionare pe glob,

informatii de profil sau alte informatii privind locatia.

[0191] Se va aprecia ca, desi au fost descrise aici mai multe configuratii diferite,
caracteristicile fiecareia pot fi combinate avantajos intr-o varietate de forme, pentru a obtine

un avantaj.

[0192] in specificatia anterioara, aplicatia a fost descrisa ficandu-se trimiteri la exemple
specifice. Este evident insa cd ea se poate modifica in diferite moduri féra si ne indepartam
de la spiritul §i domeniul general al inventiei definite in revendicdrile anexate. De exemplu,
conexiunile pot fi orice tip de conexiune adecvati pentru transferarea de semnale de la sau la
nodurile, unititile sau dispozitivele respective, de exemplu, prin dispozitive intermediare. in
consecintd, in lipsa altor preciziri sau sugestii, conexiunile pot fi, de exemplu, conexiuni

directe sau conexiuni indirecte.

[0193] Trebuie inteles faptul ca arhitecturile infitisate aici au doar rol de exemplu si c3,
de fapt, se pot implementa numeroase alte arhitecturi care sé realizeze aceeasi functionalitate.
in sens abstract, dar clar, orice configuratie de componente meniti s atingd aceeasi
functionalitate este efectiv ,,asociatd”, astfel incat s se atinga functionalitatea dorita. Prin
urmare, oricare doud componente de aici combinate pentru a realiza o anumita functionalitate
pot fi vizute ca fiind ,,asociate” unul cu celilalt astfel incat si se atinga functionalitatea
dorita, indiferent de arhitecturi sau de componentele intermediare. Tot astfel, oricare doua
componente astfel asociate pot fi privite ca fiind ,,conectate operabil” sau ,,cuplate operabil”

unul la celdlalt pentru a obtine functionalitatea doriti.

[0194] in plus, cei avizati vor recunoaste faptul ci granitele dintre functionalitatea
operatiilor descrise mai sus au doar un caracter ilustrativ. Functionalitatea mai multor operatii
poate fi combinati intr-o singurd operatie si/sau functionalitatea unei singure operatii poate fi
distribuita in operatii suplimentare. Mai mult, implementarile alternative pot include mai
multe instante ale unei anumite operatii, iar ordinea operatiilor poate fi modificata in diferite
alte implementdri.

[0195] Sunt posibile insd i alte modificiri, variatii §i alternative. Specificatiile si
desenele trebuie privite, in mod similar, ca avand un sens ilustrativ, nu restrictiv.

[0196] in revendiciri, orice semne de referinti plasate intre paranteze nu vor fi
interpretate ca limitdnd revendicarea. Cuvintele ,,care cuprinde” nu exclud prezenta altor

elemente sau a altor etape decét cele mentionate intr-o revendicare. Mai mult, termenii ,.un”
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si ,,0” sunt utilizati aici cu sensul de unu sau mai mult de unu. De asemenea, utilizarea unor
expresii introductive precum ,,cel putin unul/una” si ,,unul/una sau mai multe” in revendicari
nu trebuie interpretate ca sugerand cd introducerea unui alt element de revendicare de ciétre
articolele nehotérate ,,un” sau ,,0” limiteaza vreo revendicare anume care confine respectivul
element de revendicare introdus la inventii care contin un singur asemenea element, chiar si
atunci cand aceeasi revendicare include expresiile introductive ,,unul/una sau mai multe” sau
~cel putin un/o” i articolele nehotérate precum ,,un” sau ,,0”. Acelasi lucru este valabil si
pentru utilizarea articolelor hotirate. In lipsa altor preciziri, termenii precum ,,primul” si ,,al
doilea” sunt folositi pentru a face distinctia in mod arbitrar intre elementele descrise de
termentii reépectivi. Astfel, acesti termeni nu au neapérat scopul de a indica prioritizarea
temporald sau de alti naturd a elementelor respective. Simplul fapt ci anumite masuri sunt
repetate in revendicéri care diferd intre ele nu indica faptul cd o combinatie a acestor metode

nu poate fi utilizatd in mod avantajos.

[0197] Revendicim:
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REVENDICARI

1. Un dispozitiv de procesare paralela, dispozitivul de procesare cuprinzind:
o multitudine de elemente de procesare, fiecare configurat sd execute instructiuni;

un subsistem de memorie care cuprinde o multitudine de zone de memorie, inclusiv o
prima zona de memorie asociati unuia dintre multiplele elemente de procesare, aceasti prima
zond de memorie cuprinzand o multitudine de blocuri de memorie cu acces aleatoriu (RAM),

fiecare bloc avand porturi individuale de citire si de scriere; si

un sistem de interconectare configurat si cupleze multitudinea de elemente de

procesare §i subsistemul de memorie, acest sistem de interconectare incluzind:

o interconectare locald configurata si cupleze prima zond de memorie $i unul

dintre multiplele elemente de procesare; si

o interconectare globala configuraté s cupleze prima zond de memorie §i

restul multiplelor elemente de procesare.

2. Dispozitivul de procesare din revendicarea 1, in care unul dintre multiplele blocuri de
memorie RAM este asociat unui bloc de arbitrare, acest bloc de arbitrare fiind configurat sa
primeasca solicitdri de accesare a memoriei din partea unuia dintre multiplele elemente de
procesare §i sd permitd accesul unuia dintre multiplele elemente de procesare la unul dintre

multiplele blocuri de memorie RAM.

3. Dispozitivul de procesare din revendicarea 2, blocul de arbitrare fiind configurat sa
acorde acces la unul dintre multiplele blocuri de memorie RAM conform unui algoritm round

robin (coadé circulard de prioritati).

4. Dispozitivul de procesare din revendicarea 2, blocul de arbitrare cuprinzand un
detector de conflicte configurat sa monitorizeze solicitarile de accesare a memoriei vizand
unul dintre multiplele blocuri de memorie RAM si si determine daci existd doud sau mai
multe dintre multiplele elemente de procesare care incearcé si acceseze simultan acelasi bloc

dintre multiplele blocuri de memorie RAM.
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5. Dispozitivul de procesare din revendicarea 4, detectorul de conflicte fiind cuplat la o
multitudine de decodificatoare de adrese, fiecare dintre aceste multiple decodificatoare de
adrese fiind cuplat la unul dintre multiplele elemente de procesare i fiind configurat si
determine daca unul dintre multiplele elemente de procesare incearca s acceseze unul dintre

multiplele blocuri de memorie RAM asociate blocului de arbitrare.

6. Dispozitivul de procesare din revendicarea 1, multitudinea de elemente de procesare

cuprinzand cel putin un procesor vectorial si cel putin un accelerator hardware.

7. Dispozitivul de procesare din revendicarea 6, care mai cuprinde in plus o multitudine
de controlere ale zonelor de memorie, fiecare controler fiind configurat sa asigure accesul la

una dintre multiplele zone de memorie.

8. Dispozitivul de procesare din revendicarea 7, sistemul de interconectare cuprinzand o
prima magistrald configurata sa asigure comunicarea dintre cel putin un procesor vectorial si

subsistemul de memorie.

9. Dispozitivul de procesare din revendicarea 8, sistemul de interconectare cuprinzéand o
a doua magistrald configurata sd asigure comunicarea dintre cel putin un accelerator hardware

si subsistemul de memorie.

10.  Dispozitivul de procesare din revendicarea 9, al doilea sistem de magistrald
cuprinzand un filtru de solicitdri de adrese ale zonelor de memorie configurat s& medieze
comunicarea dintre cel putin un accelerator hardware §i subsistemul de memorie,
receptiondnd o solicitare de accesare a memoriei din partea cel pufin unui accelerator
hardware §i permitdnd cel putin unui accelerator hardware s& acceseze subsistemul de

memorie.

11.  Dispozitivul de procesare din revendicarea 1, unul dintre multiplele dispozitive de
procesare cuprinzand o memorie-tampon pentru a mari debitul sistemului de memorie,
numdrul de elemente din cadrul memoriei-tampon fiind mai mare decat numarul de cicluri

necesare pentru preluarea datelor din subsistemul de memorie.
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12. O metoda de operare a unui sistem de procesare paraleld, metoda cuprinzand:

asigurarea unei multitudini de elemente de procesare, inclusiv un prim element de
procesare si un al doilea element de procesare, fiecare dintre multiplele elemente de procesare

fiind configurat sd execute instructiuni;

asigurarea unui subsistem de memorie care cuprinde o multitudine de zone de
memorie, inclusiv o prima zond de memorie asociata primului element de procesare, aceasti
primd zond de memorie cuprinzand o multitudine de blocuri de memorie cu acces aleatoriu

(RAM), fiecare bloc avand porturi individuale de citire si de scriere;

receptionarea — de cdtre un bloc de arbitrare asociat unuia dintre mulitiplele blocuri de
memorie RAM printr-o interconectare locald a unui sistem de interconectare — unei prime

solicitdri de accesare a memoriei din partea primului element de procesare; si

trimiterea — de catre blocul de arbitrare prin interconectarea globala — unui prim
mesaj de autorizare citre primul element de procesare, pentru a autoriza accesul primului

element de procesare la unul dintre multiplele blocuri de memorie RAM.

13.  Metoda din revendicarea 12, cuprinzénd in plus:

receptionarea — de catre blocul de arbitrare printr-o interconectare globala a sistemului
de interconectare — unei a doua solicitéri de accesare a memoriei din partea unui al doilea

element de procesare; si

trimiterea — de citre blocul de arbitrare prin interconectarea globald — unui al doilea
mesaj de autorizare citre al doilea element de procesare, pentru a autoriza accesul celui de al

doilea element de procesare la unul dintre multiplele blocuri de memorie RAM.

14. Metoda din revendicarea 12, cuprinzand in plus trimiterea — de cétre blocul de
arbitrare — unei multitudini de mesaje de autorizare citre multitudinea de elemente de
procesare, pentru a autoriza accesul la unul dintre multiplele blocuri de memorie RAM

conform unui algoritm round robin.

15. Metoda din revendicarea 12, cuprinzand in plus:

monitorizarea — de citre un detector de conflicte din blocul de arbitrare — solicitarilor

de accesare a memoriei vizand unul dintre multiplele blocuri RAM; si
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identificarea situatiei in care doud sau mai multe dintre multiplele elemente de
procesare incearca sd acceseze simultan acelasi bloc dintre multiplele blocuri de memorie
RAM.

16. Metoda din revendicarea 12, multitudinea de elemente de procesare cuprinzind cel

putin un procesor vectorial §i cel pufin un accelerator hardware.

17.  Metoda din revendicarea 16, cuprinzand in plus asigurarea unei multitudini de
controlere ale zonelor de memorie, fiecare controler fiind configurat si asigure accesul la una

dintre multiplele zone de memorie.

18.  Metoda din revendicarea 17, cuprinzand in plus asigurarea comunicirii dintre cel
putin un procesor vectorial §i subsistemul de memorie printr-un prim sistem de magistrala al

sistemului de interconectare.

19.  Metoda din revendicarea 18, cuprinzénd in plus asigurarea comunicirii dintre cel
putin un accelerator hardware si subsistemul de memorie printr-un al doilea sistem de

magistrald al sistemului de interconectare.

20.  Metoda din revendicarea 19, al doilea sistem de magistrald cuprinzand un filtru de
solicitari de adrese ale zonelor de memorie configurat sd medieze comunicarea dintre cel
putin un accelerator hardware si subsistemul de memorie, receptionand o solicitare de
accesare a memoriei din partea cel putin unui accelerator hardware §i permitand cel putin

unui accelerator hardware si acceseze subsistemul de memorie.

21.  Un dispozitiv electronic cuprinzand:
un dispozitiv de procesare paraleld cuprinzind:

- o multitudine de elemente de procesare, fiecare configurat si execute

instructiuni;

- un subsistem de memorie care cuprinde o multitudine de zone de memorie,

inclusiv o primé zoni de memorie asociatd unuia dintre multiplele elemente de
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procesare, aceastd primd zond de memorie cuprinzand o multitudine de blocuri de
memorie cu acces aleatoriu (RAM), fiecare bloc avand porturi individuale de citire si

de scriere; si

.un sistem de interconectare configurat si cupleze multitudinea de elemente de

procesare i subsistemul de memorie, acest sistem de interconectare incluzind:

o interconectare locala configuratd si cupleze prima zonid de memorie

si unul dintre multiplele elemente de procesare; si

o interconectare globala configurati sa cupleze prima zond de memorie

si restul multiplelor elemente de procesare;

un procesor, comunicand cu dispozitivul de procesare paraleld, configurat sa ruleze un

modul stocat Tn memorie care este configurat:

sd receptioneze un grafic de flux de date asociat unui proces de procesare de
date, graficul de flux de date cuprinzand o multitudine de noduri §i o multitudine de
arce care conecteazd doud sau mai multe dintre multitudinea de noduri, fiecare nod

identificand o operatie si fiecare arc identificdnd o relatie dintre nodurile conectate; si

sd aloce un prim nod din multitudinea de noduri la un prim element de
procesare al dispozitivului de procesare paraleld, iar un al doilea nod din multitudinea
de noduri la un al doilea element de procesare din dispozitivul de procesare paralela,

paralelizand astfel operatiile asociate cu primul nod si cu al doilea nod.

22.  Dispozitivul electronic din revendicarea 21, graficul de flux de date fiind prezentat

intr-un format de limbaj extensibil de marcare (XML).

23.  Dispozitivul electronic din revendicarea 21, modulul fiind configurat si aloce primul
nod din multitudinea de noduri la primul element de procesare pe baza unei performante

anterioare a unui subsistem de memorie din dispozitivul de procesare paralela.

24.  Dispozitivul electronic din revendicarea 23, subsistemul de memorie al dispozitivului
de procesare paralela cuprinzand un contor configurat si contorizeze un numar de conflicte
de memorie intr-o perioadi de timp predeterminata, iar performanta anterioara a

subsistemului de memorie cuprinzind numarul de conflicte de memorie masurat de contor.
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25.  Dispozitivul electronic din revendicarea 21, modulul fiind configurat sa aloce primul
nod din multitudinea de noduri la primul element de procesare in timp ce dispozitivul de

procesare paraleld opereaza cel putin o porfiune a graficului de flux de date.

26.  Dispozitivul electronic din revendicarea 21, modulul fiind configurat si receptioneze
o multitudine de grafice de flux de date si s aloce toate operatiile asociate multitudinii de

grafice de flux la un singur element de procesare din dispozitivul de procesare paralela.

27.  Dispozitivul electronic din revendicarea 21, modulul fiind configurat si intercaleze
accesdrile memoriei de cétre elementele de procesare, pentru a reduce conflictele de

memorie.

28.  Dispozitivul electronic din revendicarea 21, dispozitivul electronic incluziand un

dispozitiv mobil.

29.  Dispozitivul electronic din revendicarea 21, graficul de flux de date fiind specificat
folosind o interfata de programare a aplicatiilor (API) asociata dispozitivului de procesare

paralela.

30.  Dispozitivul electronic din revendicarea 21, modulul fiind configurat sd furnizeze date
de intrare tip imagine catre multitudinea de elemente de procesare astfel:

divizdnd datele de intrare de tip imagine intr-o multitudine de fasii; si

furnizand una dintre multiplele fasii de date de intrare tip imagine cétre unul dintre

multiplele elemente de procesare.

31. Dispozitivul electronic din revendicarea 30, numarul de fasii de date de intrare de tip

imagine fiind identic cu numarul de elemente dintre multiplele elemente de procesare.

53



100

FIG. 1

£z -11- 9 8
--71800-SL07aY



200

204 —. §]

202

e

-rATA A-

Wit e, B il ouu
Dovh H%bv LS T & AUS
XDR** |y FlexIO**

core’

FIG. 2

€02 -1i- 9 p
~-11800-S102-Y



2013-00812--
0§ -11- 2083

Q..

€ 'Ol
L wa7 i innwo a4 ned¥) 1
1 i 1 11—

Eowpndd] Brwsad] Dowisag ] |
vod paat 1200 pras od pr ]
< v
awoelsu | laworsw | [rociisw EX e,
Q vyg to2Ngg D VG D NpQ
1od 3w wod asam od Wy 1200 g5 \
o/ 03] [Forv W] [Sowv ] Doyl |/
11 \ imakivSY
m.w...__uﬂ *thuu.u.w-z__ 90¢€ ¢ I2OMNIN

00t

443




q-2013-00812--

¥ "Old

2
“ L-T0Y €-C0v -0t T-20Y 0-70v
= / / y4 / /
[ IAVHS  |eveseneeee | € 3AVHS Z INVHS T IAVHS 0 IAVHS vOb
T 0 T 0 T 0 T )
e U1 ns1 ] st i P 0 ey 150 U psr | s
A \ 4 A \ N 21017
_ - ]
L. ISi - n..-.* isi isi 1St 1t oy
T 1 ] | | I | | | 1
2 i) ) I - ISt 3 P is) % N i51 ) I— is1 - LOLY
: ;
T xln.fwmmu@&.suu%m@w\vw ||||| 17777177 7777177717777 ;u:..-uc;:.,m g9
SINGSIIN
RN DALy " Ha-gcl

0-ctv

LTy

00v



M~2013-00812--

0 5 -1t 2013

0-909 -—

T-90§ —

S Ol4 Ny

N-C0v
\
J
N JAVHS
1 aL,
L] nsy ns | mann Vom
B
' 304 0-¢0S
> m?& ]
mkho e, 1-20S
| 1
| ned .r-” [
cEEEED
@] Ao ! .
594 33 .
= e =
—N-C0S
00S




¢ 6 -1 2013

£-2013-00812--

9 'O

(BRIEID N
ﬁ N R 7700

2N 215315
P2 ntLi9yy

SINDNIEI 705
L , >
9100599
. ) .

B3 +

fou-ono 773ty )
e <
N-209—|_93#541% |

........ e

Iy
91503159

2o Ny 19 3

€-Cov

€-¢09

€-709 =

-0y

-¢0s

N-Nomlm

s 258
1-209— e 120V

@ |— 0-z0v

0-¢0s —




Pog12--

3-
6 -1

C\-ZOII

€-¢0

<20

0-¢0

Y03 1181
SJILLLTI N D01}

€-¢09—:
20 W N

(o4 —2M0)  [Hwerus vazan
€ ~a0cyy, 2078~ E-COV
g,

(LTl

(0405900

(CIND

u;lsy N
g

FI¥ O Ny 1{

oo .ﬁ INDREI76S

A 4
/

IN *l...RUhJ 0 W y




86 -1 2003

(t»2013-00812--

0-20v 8 'Ol4
|

0 3AVHS
Buj st onst HlZl@om
/ 1 \ DLUN)
. aborowamy et
’m - ot 180 _ r o \\
142 z © $l Y ¢ elepum ‘
P EEEREE R
d 59 H 5 G v R
ﬂ S5t ¥o¥4,
i algeus Mol vy
i Ippe
MM/ qeuad P s )
4 AN-C0S
\N _ L
ejep im ,
N-90 ,
f ejep p) N
&) ¥ovId
a|qeus m ] wWw
j 3qeul pi
\ M =311 T ﬁ
 EJLEET) JqEUS M
M NININOT
(187 J + 823 DynNey EXCEIERTR !
7

=




]
'
o~
-~
o
o 2
02
%
3-
— @
Uu
o~
&

06 ~~[1} wod 2%

.

«

l

6 'Old

FLHLINONRY) 5¢ =010

616 ~~ alfu
wod =
[0] w0 ~3h

E@o‘&m{ﬂw NS 3¢ 0231

" RE 7] _A
VD21~ 1-216
18 . e 006
NN
W31
‘ kl.toﬁn.wﬂg R
43
o2
O Lh
¥ HILSIB¥A
23 ™ 0£6
PO |\
W) niNoy TSN

7

D2 )

206"




2-2013-00812--

0§ -1t 2803

0T 'SH

- R N e R

¢0s

<09

MYy a%.&

TR,

Iavsboy o0

f.z,. J04#LD 170

[4)%



4-2013-00812--

0§ -11- 2013

[ OlE

¥ Buxud
eI

¢

T n70p 3¢, 1YY
AMZINOQINIS \

¥0TT 90TT . \

L

AN
iz m
¥adn T m 0011
e ceit
YOy, ad, vaw2 "Hofﬁm&&&@tm
H2INOIONS " YOO LN -Owﬂﬁm.\\,«omu&\h




[ANDIE

YN HIO O,
mis 33226
\ 5 = gid s321)14
~ - PR TSRS\ MS IAVHS
s = 123414
1 @B A 5
Ny
o oyng T Ieyng = _
D nding . anding i . RGN - looeyianul
P Bt S sl ® 0
= JENTEI FESTTR . =3y , 1 e1enud
Readadiov Byng
My B8 )
13314 e« o : S —20T1
Al 80¢CT
—90¢1
— P01
0021



-2013-00812--

0 g -11- 2013

¢l 'O




FUANBUNNTITY,
2y 22U
Y L O7INPIYS VRN

]

)
o~
—
= g
o ™~

)

D"

LS
M e
-—
=
o]

4

b.&w?ﬂu\ﬁo N
yImd Jo

PN

Vv1 'Old

IO L INYIG IS RO IIEW D

VOUNSIHS wadinn 4MEIS

ZXE IND
163962, 0)
O

VIR
c>



@-2013-00312--

06 -11- 203

av1 'Sid

80vL oovlL 140174"
L ] |
TTRINOISTQ,
ONAYY TR Y, TANAFY .
W% 3 T30y Nl I, TRNeeSS

NINY D yINSHH 34,
YN Ryl AL
T INTNIoL¥I N
~aoy H AL

R HNRD
WRYITINYNL

—0SDOJL, » ¥IAM

- ¥H 3 Y00 0

MIN— XM e

| IPIN0800¥,
wINR™D
Y2HIRINIOL

YU 10— 33 AR

D I YN Y,
W Q
INTN-23 ¢ MQAAY-H

PRQ wINIR™RD
V2YIZINYNE

RFIHIDS 2oy MY

RuINININE  YOTRIID 333N NaK

404




0 6 -1~ 2013

q-2013,-00812--

R—RYSLei

ST 'Ol

MH Ny r_,wo,rw.w&

NINASQ,
LEIT S DINCR E 1y S
Ly ¢ (NI,
o1 NSNS NI,
7 ey YRS
\ wwﬁsﬂﬁ.._aaotr

[ STy TR




-2013-00812--

0 65 =H- 2013

Ne DY TTNYaLio NV,

2q YL¥AINID A0 INYd,

.
.
R
L
N
"L

woaliay ped)

¥URING

......... TONBAY 0L LN

g ¥LRISNID 23V




N-2013-00812--

06 -11- 209

L1 'Old

233N — YT/ T

CILT—

gﬁ%l'ggﬁ 4

QNP OTLT
QMR 80LT
T¥RBws— 90LT

Ovrod— 0L T

OTLT— € wnows
4 N AT S
_
80L1 90LT— HM:U%m
v0LT — 0 ymouue

—

BARIERA O

—C0LT

dw




a-2013-00812--

0 6 -1- 2013

8T 'Old

umm\momuﬁ um&m@m.éw
THNO08 DME .. - ZHN008 D 1G-8ZL X9
XV G821 ﬁ\_vowmI M8 ddiS 0-v081
mﬁADm—‘I—F PRARPRENUDODEN o:g(uh\*
4dis 4dis

29S/99°€5L + 9S/HDY'ES)
- XZ X
:-Nowﬁsoow\,@w%@wﬁw ¢Xet o-zost
/ Z

TT 3AVHS 0 IAVHS 14417

(s Lorsy
7 °[0)74

e~ i
L\“ Hq-8ci M“R v Ha-v9
{OWv) youms seqssold
] * !
1 1 1
m L

[A%%




) SR AV GUED GUED VR SUN AUND VD GUED AU VD SUND SUND SUNR

B2
ddis ‘

1
ddIs

E£T
ddis

Z1
ddIS

1T
ddis

(=]
-t

dd|S

(=)}

ddiS

0o

ddIS

™~

ddl$

L]

ddIs

[Ty}

dd|S

<t

IO nnuin

ddIS

[42]

ddIS

~N

ddI§

-

ddl5

=]

ddis

AMC {Crossbar Switch)

) sbitavc
S 64-bit LSU

LR ERE

S 54-bitLsu

Sl 128-bit instr

€ 1564t

“ 16 x 64-bit LSU

u 16 x 128-bitInstr

1St {Inter-SHAVE Interconnect)

€

Sl

INTER.CONECT

t

(c2013-00812--

NilEERRE
SR R IE I

—
A
e~ o e %
—
B
A

06 -11- 2013

i

FIG. 19




A=2013-00812--

0 6 -1 2013

0Z 'O

¢00¢
DY
e MDY
ddis
DS TINODWY
JRNINGY, cnols) S
ANy 2
3 isi TInojs| E:
H C
i S
: =
i £
2
w (]
v ¥9
AHY] T13AVHS| ZIAVHS|] EIAVHS ’
IXv| OT3IAVHS| 93AVHS| ZIAVHS
NNL| 6IAVHS| SIAVHS| T3IAVHS
vwa| 83AVHS| YIAVHS| 03AVHS
suoneullsaq |s|

0 \
i
\
L
(13-¥9.447) \
0 °pL Supmngy
32UNOG
QY
04
|, ayoes 7 paseys
ﬂ ) Buixnpy v9
ﬁ 3yoed 7} 3Ky x
131qiy 97
3Jy|s 4ad /
KI3NW X7 oI ﬁ

e

JWY
i e
QINCIWY ol | dars
TINOOWY wod}
o SIS
QINoIs) Ja10
Tnos) oy
R _m_
A
0 ns
1 NS1
0 ds
1 ds
N IAVHS
8HY| TTIAVHS| ZIAVHS| £IAVHS
IXv| 0TIAVHS| 93IAWHS| ZIAVHS
NWL| GIAVHS| SIAVHS| TIAVHS
wYWGA| 8IAYHS| PIAVHS| 0IAVHS
saxnos (S|

~—




q-2013-00812--

06 -1~ 2013

[T]wod 30y
[0] 3t0d 3oy)s

i

[ ]

]

i
[t]pod 30y s 1 J8jj0nU0d
{0] wod 3015 pod 3245
[T]pod aoys 0 J3jjonuod
[0] miod 20ys vod 321jg

A1) ¥4

19]joN00
i3)sew Xy

uonnquIsip
ejep peay

J31SBW XY

iy
bau

ippe
3AM|S

aoepa|
RISEW IXY

Blep
Xapuip g
9qo1}s peal
‘Bjep peai

I3 w210 ONY

ejep ajim g
ippe ‘Xoputi
wbbai
ajumwpeal
JusiP ONWY




n-2013-00812--

¢ & -1 20m3

R IS TN

¢C 'O

Ngoy,
INNIOY
NLITAY

EL

o~

¥NOZ

1 (2

m WHG P_ANY)
I

{

I
o JANO R_IID




(=2013-00812--

0§ -11- 2013

YANOLE

x Y€ Yoo X1a Yza Yoa f  xx XX XX XX XX ejep
o Y o oYX t Yz} o)  x XX XX XX XX Xopuip
o L ] q4s
XX XX o x f 0 Xz X T X o X xx Xapuu

L m L [ sy

XX XX XX Xy £V X o ) Tv X ov X xx Jppe

L | — L B
| [ bas

1 O I O




v 'Ol

05 -11- 2013

(\-2013-00812--

XX Xx X €a Y)Y 1@ e i x ejep

YOO0000K 00000 TTIITIEE Y “TUY 110000000 § 0OTTIIIT ! XX U3q

XX XX XX i £V X v £ w oy ) xx 4ppe

_ A

[ bau

T I O R O O



4~2013-00812--

06 -11- 2013

SZ 'Ol

LHI NELNCD!

[BUIdY N GXG Bu. :

ddIS

coct




9¢ 'Old

0 5 -1t~ 2013

(~2013-00812--

€09¢
AN
K2R,
SIDOYL, R, ALROBN [y Jos2o03d AI.A
909¢
00y _ |
I 9A¥7 TRRAN
Dy} Ik
7 Y0 LLi: EE
y092 s
N
=)

0092



	BIBLIOGRAPHY
	DESCRIPTION
	CLAIMS
	DRAWINGS

