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1. 

OBJECT DETECTION SYSTEMAND 
METHOD 

CROSS REFERENCE TO RELATED 
APPLICATION 

This application is a continuation application, under 35 
U.S.C. S.1.11(a), of international PCT application No. PCT/ 
JP2007/000616 filed on Jun. 8, 2007, which claims priority to 
international application No. PCT/JP2006/323792, filed Nov. 
29, 2006, the disclosures of which are incorporated herein by 
reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates an object detection device 

mounted on a vehicle and the like and its method, and more 
particularly to an object detection device for detecting the 
image area having a high possibility of including an object, 
Such as a pedestrian and the like of an image picked up by a 
single-lens camera mounted on a vehicle and the like and its 
method. 

2. Description of the Related Art 
As to the present vehicle-mounted preparatory prevention 

system of forward-collision accidents, various methods are 
proposed. 

For example, Patent Document 1 proposes a system for 
detecting the size and position of a vehicle by detecting light 
in an image picked up by two infrared cameras. 
As a system for targeting and detecting an object, Such as a 

pedestrian and the like, Non-patent Document 1 proposes one 
method. 
The traditional object detection method of a pedestrian and 

the like disclosed by Non-patent Document 1 uses the fact 
that the shape of a pedestrian is almost axially symmetric and 
extracts the candidate area of the pedestrian by evaluating the 
axial symmetry in an image local area. 
The object detection method disclosed by Non-patent 

Document 1 evaluates the symmetry of a brightness image 
and an edge image in a rectangle area of each pixel, Supposed 
to enclose a person when assuming that the pixel represents 
its feet, on the basis of the object size and the perspective 
projection conditions (its detailed method is not disclosed). In 
this case, when there is a plurality of rectangle areas whose 
symmetry evaluation value is equal to or more than a thresh 
old on the symmetry axis, one in which the symmetry of a 
Vertical edge image and an evaluation function (undisclosed) 
whose component is a vertical edge density are maximums is 
selected. 

However, assuming that there is the same vertical symme 
try axis from the top until the bottom of a rectangular area 
Supposed to enclose a person, sometimes a problem occurs. 

For example, in the case of a person that walks sideways in 
a large foot step. Sometimes the symmetry of a lower-body 
cannot be obtained in the same symmetry axis as the upper 
body. In this case, a small area is selected in the further upper 
section than essential. 

This causes a problem that when converting a distance 
from its own vehicle, it is detected farther away than actual 
since the rectangular area decreases. In a small rectangular 
area, there is a possibility that a rectangular area for only the 
upper-body is discarded by the detailed determination of 
pattern recognition in the later stage, which deteriorates the 
detection function. 

FIG. 1 shows the above-described problem. 
FIG. 1 typically expresses an image in which a person is 

walking. 
When a person is walking, it is difficult to obtain a sym 

metry axis passing through from the upper-body until the 
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2 
lower-body. In FIG. 1, a symmetry axis 2 against which the 
lower-body is horizontally symmetric deviates from the sym 
metry axis 1 of the upper-body. In the system of Non-patent 
Document 1, although the image of this one person must be 
essentially detected like a rectangular area 4, only the rectan 
gular area 3 of the upper-body is detected and the lower-body 
is processed as another rectangular area. 

However, in Non-patent Document 2, two cameras are 
mounted on a vehicle and the distance of a rectangular area is 
obtained by measuring the distance by a stereo image pro 
cessing method. Then, the correction of a rectangular area is 
applied to a position and a size led by the perspective projec 
tion conditions, on the basis of the obtained distance. How 
ever, in this method of Non-patent Document 2, since a 
mechanism for a stereo image process is necessary, for 
example, since two cameras are necessary, costs become 
high. 
When its contrast with the background is insufficient and 

the image 5 of the lower-body is not clear, a smaller area 6 is 
selected in the further upper section than essential since the 
vertical edge is not sufficiently extracted as shown in FIG.2A. 
When there is a symmetry texture 7 (painting, manhole, 

etc.) at its feet, a large rectangular area 8 is selected in the 
further lower section than essential as the rectangular area for 
the pedestrian, as shown in FIG. 2B since the vertical edge is 
taken into consideration. 

In view of the above, it is an object of the present invention 
to provide an object detection system and method having a 
mechanism for determining the area of a target object with 
higher accuracy using only an image picked up by a single 
lens camera without performing a stereo image process. 

It is another object of the present invention to provide an 
object detection system and method with a higher object 
detection function at low costs. 
Patent Document 1: Japanese Patent Application No. 2003 
23O134 

Non-patent Document 1: Massimo Bertozzi, Alberto Broggi 
et al., “Vision-based Pedestrian Detection: Will Ants 
Help?'. IEEE Intelligent Vehicles 2002, volume 1, pages 
1-7 (June 2002). 

Non-patent Document 2: Alberto Broggi, Massimo Bertozzi 
at el. “Pedestrian Localization and Tracking System with 
Kalman Filtering, IEEE Intelligent Vehicles 2004, pages 
584-589 (June 2004). 

SUMMARY OF THE INVENTION 

In order to solve the above-described problems, an object 
detection system according to the present invention com 
prises a geometric information generation unit, a symmetry 
evaluation unit, a symmetry-axis continuity evaluation unit 
and a rectangular area generation unit. 
The geometric information generation unit calculates the 

relationship information between the position on the image of 
an object existing on a road Surface and the image area size of 
the image picked up by one camera, in case of the actual size 
of a target object and camera parameter information. 
The symmetry evaluation unit evaluates the existence pos 

sibility of a symmetry axis in a specific pixel using an interval 
size T determined on the basis of geometric information. 
The symmetry-axis continuity evaluation unit evaluates 

the density and continuity in the vicinity of the center axis of 
a rectangular area of the pixel whose symmetry value evalu 
ated by the symmetry evaluation unit is equal to or more than 
a specific threshold and detects the lowest end point of the 
symmetric object. 
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The rectangular area generation unit outputs the position 
and size of the candidate area of the symmetric object on the 
basis of the lowest end point specified by the symmetry-axis 
continuity evaluation unit and the geometric information. 

According to this configuration, the symmetry axis of a 
rectangular area extracted from an image can be calculated 
and the continuity of this symmetry axis can be regarded as 
one rectangular area. 
The present invention can further comprise a reflection 

area extraction unit connected to an irradiation light for alter 
nately switching on/offin synchronization with the shutter of 
the camera, for calculating the differential image between an 
image picked up when the irradiation light is on and an image 
picked up when the irradiation light is off and extracting a 
reflection area by applying a line segment elimination filter. 
The geometric information generation unit calculates the 
relationship information between the position on an image of 
an object existing on a road Surface and an image area size in 
the reflection area, using the actual size of a target object and 
camera parameter information. 

According to this configuration, a reflection area for gen 
erating an image in which the texture in a road Surface area is 
weakened and a light reaction area is emphasized can be 
extracted from the continuous image. 

Furthermore, the present invention can also comprise a 
target-object body-part division information storage unit for 
storing body-part area information depending on the target 
object in the rectangular area, an area division processing unit 
for dividing a rectangular area into a plurality of partial areas 
on the basis of the body-part area information and an inte 
grated determination unit for integratedly determining a can 
didate pedestrian area on the basis of a symmetry axis existing 
probability calculated in each of the partial areas by the sym 
metry-axis continuity evaluation unit. The symmetry evalua 
tion unit evaluates the existence possibility of a symmetry 
axis in each of the divided partial areas using the interval size 
defined by the body-part area information and the symmetry 
axis continuity evaluation unit evaluates density in a pre 
scribed position in the partial area of the candidate symmetry 
axis area evaluated by the symmetry evaluation unit and cal 
culates a symmetry axis existing probability. 

According to this configuration, a system with a higher 
object detection function can be realized. 
The prevent invention also includes its object detection 

method in its range. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows problems in the traditional object detection. 
FIG. 2A shows a case where since a vertical edge is not 

sufficiently extracted, a small area is selected in the further 
upper section than essential. 

FIG. 2B shows a case where there is a symmetry texture 
(painting, manhole, etc.) in its feet. 

FIG.3 shows the summary of this preferred embodiment. 
FIG. 4 shows the system configuration of the first preferred 

embodiment. 
FIG. 5 shows a composition example of a geometric infor 

mation table used in the first preferred embodiment. 
FIG. 6 shows an interval size T. 
FIG. 7 shows a function Symm (x, T). 
FIG. 8 shows the reaction area Fx of a symmetry filter, 

whose symmetry evaluation value is equal to or more than a 
threshold, a line segment area EL and the lower endpoint E of 
a line segment area EL. 
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4 
FIG.9 shows the evaluation of the density and continuity of 

a thinning line-segment area EL, in the vicinity of the center 
axis of a rectangular area R. 

FIG. 10 is a flowchart showing the process of the system in 
the first preferred embodiment. 

FIG. 11A shows the system configuration of the second 
preferred embodiment. 

FIG. 11B shows its process. 
FIG. 12 shows the synchronization between the shutter of 

a near-infrared camera and near-infrared irradiation light. 
FIG. 13 shows how to calculate a reflection area R in the 

second preferred embodiment. 
FIG. 14 shows a composition example of a geometric infor 

mation table used in the second preferred embodiment. 
FIG. 15 is a flowchart showing the process of the system in 

the second preferred embodiment. 
FIG. 16 shows problems to be solved by the system in the 

third preferred embodiment. 
FIG. 17 shows a case where a candidate area is divided into 

a plurality of areas and a different symmetry interval is used 
for each area. 

FIG. 18 shows a system composition example of the third 
preferred embodiment. 

FIG. 19 shows an example of body part area information 
stored in the target-object body-part division information 
storage unit. 

FIG. 20 typically shows a partial image area Ii. 
FIG. 21 typically shows a partial area Ri. 
FIG.22 is a flowchart showing the process of the system in 

the third preferred embodiment. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

One preferred embodiment of the present invention is 
described below with reference to the drawings. 

In the system of this preferred embodiment, an image 
picked up by a single-lens camera mounted on a vehicle and 
the like and an image area including line symmetry is detected 
as an image area having a high possibility of including a 
detection target object taking into consideration a feature that 
the detection target object, Such as a pedestrian and the like is 
almost line symmetric. 

Specifically, in FIG.3, by evaluating the symmetry of thin 
rectangular areas 11-1-11-6 supposed to enclose the width of 
a person of an image picked up by the camera and evaluating 
the density and continuity of candidate symmetry axis areas 
14-1-14-6 which exists in the vicinity of the center axis 13 of 
a rectangular area 12 Supposed to enclose a person, the can 
didate area of a person is generated, which has a robust effect 
on a case where the symmetry axis partially deviates and a 
symmetry axis in the oblique direction. 
The system in the second preferred embodiment further 

comprises an irradiation light which alternately lights/extin 
guishes horizontally in synchronization with the shutter of a 
camera and can provide a system with a further higher object 
detection function by extracting a reflection area for generat 
ing an image in which the texture in a road Surface area is 
weakened and a light reaction area is emphasized can be 
extracted from the continuous image and applying the same 
process as in the first preferred embodiment to an image in 
this reflection area. 
The system in the third preferred embodiment can provide 

a system with a further higher object detection function by 
further dividing the extraction frame of the extracted target 
into a plurality of areas and evaluating a symmetry axis for 
each area. 
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FIG. 4 shows the system configuration example of the first 
preferred embodiment. 

In FIG.4, an object detection system 22a is connected to a 
camera 21 and comprises a camera interface 23, an image 
frame storage unit 24, a symmetry evaluation unit 25, a sym 
metry-axis continuity evaluation unit 26, a rectangular area 
generation unit 27, a latter stage processing unit 28, a camera 
parameter storage unit 29, a geometric information genera 
tion unit 30 and a geometric information table storage unit 31. 

The camera interface 23 connects the camera 21 and the 
object detection system 22a. The image frame storage unit 24 
is a memory which stores the data of one image frame picked 
up by the camera 21. The symmetry evaluation unit 25 evalu 
ates the possibility of a symmetry axis in the horizontal direc 
tion, in a specific pixel by a symmetry interval (interval size) 
determined on the basis of geometric information stored in 
the geometric information table storage unit 31. The symme 
try-axis continuity evaluation unit 26 evaluates the density 
and continuity in the vicinity of the center axis in a rectangu 
lar area, of a pixel whose symmetry value evaluated by the 
symmetry evaluation unit 25 is equal to or more than a spe 
cific threshold and detects its lowest end point (feet). The 
rectangular area generation unit 27 outputs the position and 
size of a candidate area, Such as a pedestrian and the like, on 
the basis of the lowest end point specified by the symmetry 
axis continuity evaluation unit 26 and the geometric informa 
tion. 

The latter stage processing unit 28 applies an identification 
process by a neutral network and/or a pattern matching pro 
cess to the candidate area, Such as a pedestrian and the like, 
outputted by the rectangular area generation unit 27 to deter 
mine whether it is a rectangular area for a pedestrian and the 
like. The camera parameter storage unit 29 stores the param 
eters of the camera 21 connected to the object detection 
system 22a, Such as the focus distance fof the camera 21, the 
position O' (x0, y0, z0) of the camera 21 against the center O 
of the motion of its own vehicle, the direction 0(yaw, row, pit) 
of the camera 21. The geometric information generation unit 
30 calculates an image area Supposed to enclose an object 
when it is Supposed that a pixel represents its feet, of each 
pixel, from the object size and the perspective projection 
conditions of the camera. The geometric information table 
storage unit 31 stores a geometric information table in which 
information about the height and width of a rectangular area 
to enclose a person are related to each other when the y 
coordinate of each pixel represents the feet of the pedestrian, 
of a picked-up image. 

Next, the detailed detection of a pedestrian by the system 
shown in FIG. 4 is described. 
The geometric information generation unit 30 calculates an 

image area for an image picked up by a camera 21, Supposed 
to enclose an object when it is Supposed that the pixel repre 
sents it feet, of each pixel in the rectangular area, from the size 
of the object (pedestrian) and the perspective projection con 
ditions. Specifically, for example, actual coordinates P (X,Y, 
Z) and coordinates Q (u, v) on the screen are related by a 
publicly known conversion expression using the focus dis 
tance f of the camera 21, the position O' (x0, y0, z0) of the 
camera 21 against the center O of the motion of its own 
vehicle, the direction 0(yaw, row, pit) of the camera 21 stored 
in the camera parameter storage unit 29. 

Alternatively, by specifying the width of an actual person 
to be, for example, 70 cm or the like, the relationship between 
they coordinate of a point on an image and the size of the 
height and width of a rectangle to enclose a person in the case 
where it is Supposed that the point represents its feet is in 
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6 
advance generated as geometric information table and is 
stored in the geometric information table storage unit 31. 

FIG. 5 shows a composition example of the geometric 
information table. 

In the geometric information table shown in FIG. 5, they 
coordinate of each pixel in an image picked up by the camera, 
the width W and the height H of a rectangular area including 
an object (pedestrian) of the rectangular area and an interval 
size T are related to each other and stored in a coordinate 
system in which the height and width directions of an image 
picked up by the camera 21 are taken in the X and y axes and 
the upper left corner is used as the origin, as geometric infor 
mation. For example, when the Y coordinate of a pixel at its 
feet is 140, the width W and height H of a rectangular area 
including an object (pedestrian) and a interval size are 10, 20 
and 17.5, respectively. The interval size is a value used when 
evaluating the symmetry of the rectangle, which is described 
in detail later. 
The geometric information generation unit 30 relates 

actual coordinates P (X,Y,Z) and Coordinates Q on an image 
picked up by the camera 21 using a geometric information 
table stored in the geometric information table storage unit 31 
and camera parameters stored in the camera parameter Stor 
age unit 29. 

In Such a state, an rectangular area including a pedestrian 
on an image picked up by the camera 21 is specified in the 
following procedures. 
The detailed process performed by the system 22a in the 

first preferred embodiment is sequentially described below. 
Step 1) 
The symmetry evaluation unit 25 determines the interval 

size T of the rectangular area width W corresponding to each 
y coordinate, using the geometric information table stored in 
the geometric information table. 
As to the interval size Tstored in the geometric information 

table, for example, (N+1) kinds of interval sizes T can be 
dispersedly determined using a value obtained by uniformly 
dividing the minimum value W and maximum value W. 
of a rectangular area width W by N. 

In this case, an interval size T can be calculated as follows. 

S=(W-W, aira 

T=S(i-0.5)+W, Mathematical expression 1 

When this T is expressed graphically, FIG. 6 is obtained 
(N=5 in FIG. 6). 

For example, when W = 10, W=110 and N=8, nine 
kinds of interval sizes T=17.5, 30, 42.5, 55, 67.5, 80, 92.5, 
105 and 117 are determined. 

In this case, as to a specific y coordinate, an interval size Ti 
is defined using the minimum “i' in which W<Ti. 

For example, in the geometric information table shown in 
FIG. 5, wheny coordinate=141, W=11. Therefore, an interval 
size T=17.5 is determined using the minimum i=1 which 
satisfies W-Ti. 
Step 2 
Then, the symmetry evaluation unit 25 generates a filter 

reactive image Fi in which the symmetry in the horizontal 
direction in each pixel X of an image I is evaluated by the 
function Symm (X.T) of a symmetry filter, in each interval 
size Ti. 
Symm (X,T) is calculated using the maximum odd number 

not exceeding Ti for the determined interval size Ti. For 
example, when T=17.5, T=17 is used. 
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The symmetry in the interval size T of a signal in the 
horizontal direction, of each pixel can be evaluated by the 
following function Symm of a symmetry filter. 

Mathematical expression 2 

Even function component 
I(X+u)) ormalized E=E-E- 
Odd function component O(u,x)=0.5*(I(X-u)+I(X+u)) 
In the above equation, E and O are the even and odd 

function components, respectively, of an image I using X as 
the center. In this case, E is normalized by Subtracting the 
average E-ofE at u=1-T from E to calculate E'. Then, it can 
be made the evaluation function of symmetry by evaluating it 
by a difference in squared sum between the odd function 
component O and the normalized value E'. 
When this function Symm(x, T) is expressed graphically, 

FIG. 7 is obtained. 
Although in the above equation, only one line in the hori 

Zontal direction of an image I is evaluated, this preferred 
embodiment is not limited to this. A plurality of lines can be 
also assigned in the horizontal direction and evaluated. 
When a plurality of lines of pixels is evaluated, the evalu 

ation function Symm becomes as follows. 

Mathematical expression 3 

Even function component E(u,x,y)=0.5*(I(X-u,y)+I(X+u, 
y)). Normalized E=E-E. 
Odd function component O(u,x,y)=0.5*(I(X-u,y)+I(X+u, 

y)) 
Step 3 
The symmetry axis continuity evaluation unit 26 applies a 

Smoothing process to each image Fiusing weight in the height 
direction to generate an image Fi'. The image Fi' can be 
obtained according to an evaluation expression Vsymm(X). 

Vsymm(x)=Symm(x,T) lones(m,n) Mathematical expression 4 

Ones(m,n): Matrix mixn in which all elements are 1 
Example m=7, n=3 
Convolution operation 

Step 4 
The symmetry axis continuity evaluation unit 26 applies a 

thinning process to only the height direction of an area FX 
whose symmetry evaluation value is equal to or more than a 
specific threshold Th1 and extracts a line segment area EL 
obtained by the thinning process. 
When a value Fi'(x) in the pixel X of an image Fi' becomes 

the maximum of the peripheral pixel Fi'(x-t), . . . . 
Fi'(x),..., Fi'(x+t) at a distance “t” in both left/right direc 
tions, the thinning process outputs 1. Otherwise, it outputs 0. 
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8 
The thinning process Thin is expressed as follows. 
Thin(x,t)=1 if Fi'(x)=max(Fi'(x-t),..., Fi'(x),..., Fi'(x+t)) 

otherwise 0 
The reaction area Fx of symmetry filter whose symmetry 

evaluation value is equal to or more than a threshold Th1, a 
line segment area FL and the lower end point E of a line 
segment area EL are shown in FIG. 8. 
Step 5 
The symmetry axis continuity evaluation unit 26 extracts 

the lower end point E of the line segment area EL to which a 
thinning process is applied. The lower endpoint E can be 
obtained by evaluating the continuity in they axis direction of 
the line segment area EL obtained by the thinning process. 
Step 6 
The symmetry axis continuity evaluation unit 26 deter 

mines a rectangular area R existing in the upper section, on 
the basis of the geometric information table storage unit 31. 

Specifically, for example, it is assumed that an area X=-W/ 
2+x-x--W/2, Y=y-H+1-y is a rectangular area R. However, 
when rectangle width W is larger or smaller than a prescribed 
value for an interval size T, this rectangular area R is dis 
carded. For example, only when 0.5*T<W<1.5T, it is adopted 
as a rectangular area R. 
Step 7 
The symmetry axis continuity evaluation unit 26 evaluates 

the density and continuity of the thinning line segment area 
EL in the vicinity of the center axis of the rectangular area R 
determined in Step 6. 

Its detailed process is described below with reference to 
FIG. 9. 

Firstly, when the center coordinates of a rectangular area 
with width W and height H is (x1, y1), the existence N of a 
thinning line segment area EL in each line of a center area 
(x1-0.5*a*W-X1+0.5*a*W, y=y1-H-y1) of a % is evalu 
ated. In this preferred embodiment, the amount of thinning 
line segment areas EL existing in an area a 96 from this center 
area is called density. 

In FIG. 9, a part in which the line segment area EL is 
included in the center area aW of a % and a part in which the 
line segment area EL is excluded from the center area aW of 
a % are expressed 1 and 0, respectively. 

Then, if the total SN (7 in FIG.9) of N for all lines of 
the center area of a '% is equal to or more thana predetermined 
threshold Th2, it is determined that there is a symmetry axis 
in the rectangular area R. 
(For example, SN>H*Th2) 
Step 8 
The rectangular are generation unit 27 integrates rectangu 

lar areas R obtained in each target filter reactive image 
Fi (i-1,..., N+1) and integrates closely located ones. For 
example, if a distance between bottom center points E1 and 
E2 of each of two rectangular areas R1 and R2 is equal to or 
less than a specific threshold Th3, a rectangular area whose 
density (N2/H) in the vicinity of the center axis of the sym 
metry axis is the larger is selected and the other is discarded. 
The rectangular area R obtained thus is considered to be a 

candidate pedestrian rectangular area. 
Then, the latter stage processing unit 28 applies an identi 

fication process by a neutral network and/or a pattern match 
ing process to this candidate pedestrian rectangular area and 
it is determined whether it is a true pedestrian rectangular 
aca. 

When performing the processes of the symmetry evalua 
tion unit 25 and the symmetry axis continuity evaluation unit 
26 using an interval size T, a multi-resolution process, such as 
Gaussian Pyramid or the like can also reduce the size of an 
image into /2, 4 or the like in order to reduce the amount of 
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calculation. In this case, for example, when reducing it to /2. 
a /2-sized image is evaluated using an interval size /2T. Then, 
when integrating rectangular areas, it is restored to the origi 
nal size. 

FIG. 10 is a flowchart showing a process performed by the 
system in the first preferred embodiment. 

In FIG. 10, firstly, as a pre-treatment, the geometric infor 
mation table 31 is calculated for each frame. 

Then, in step S1, an interval size Ti is determined referring 
to the geometric information table 31. 

Then, in step S2, the symmetry axis evaluation process 
using the above-described function Symm(X, T) is applied to 
each pixel as to each interval size Ti. 

Then, in step S3, a smoothing process by the above-de 
scribed function Vsymm is applied to each pixel of the image 
obtained in step S2. 

Then, in step S4, a line segment area EL is extracted by a 
thinning process Thin. 

Then, in step S5, the lower endpoint E of the line segment 
area EL obtained in step S4. 

Then, in step S6, a rectangular area R is generated assum 
ing that this lower end point is pedestrian's feet. 

Then, in step S7, it is checked whether the line segment 
area EL is included in the area a % from the center, of the 
rectangular area R generated in step S6 and the continuity of 
the symmetry axis is evaluated. 

The processes in steps s2 through S7 are performed as to 
each interval size Tiand in step S8, closely located ones of the 
rectangular areas R obtained in each interval size Tiare inte 
grated. Then, lastly, in step S9, a candidate rectangular area is 
outputted. 
As described above, in the first preferred embodiment, if it 

is in a specific range from the center even when the symmetry 
axes differ as in the upper body and lower body of a pedes 
trian, it can be considered to be one rectangular area. 

Thus, an inexpensive high-performance pedestrian detec 
tion system capable of determining the area of a target object 
with high accuracy can be realized. 

Next, the second preferred embodiment of the present 
invention is described. 

FIG. 11 shows the configuration example of a system 40 in 
the second preferred embodiment. 
As shown in FIG. 11A, in the second preferred embodi 

ment, an irradiation light 42 for applying near-infrared light 
and the like and a camera 41 capable of receiving light radi 
ated from this irradiation light 42 are connected to the system 
40. The system 40 comprises a reflection area extraction unit 
43, a lighting/extinction control unit 44 and a solution unit 45. 

Although in the following description, as the irradiation 
light 42 and the camera 41, a near-infrared one which radiates 
near-infrared light and a near-infrared one capable of receiv 
ing near-infrared light, respectively, are used, the camera 41 
and light 42 of this preferred embodiment are not limited to 
those. Any other light capable of radiating light actively like 
radar and the like and any other camera capable of receiving 
the reflection light of this irradiation can be also used. 

The reflection area extraction unit 43 extracts the reflection 
area of irradiation light. The lighting/extinction control unit 
44 controls to alternately switch the on/off of the irradiation 
light 42 in synchronization with the shutter of the camera 41. 
The solution unit 44 applies the same processes as those of the 
symmetry evaluation unit 25, the symmetry axis continuity 
evaluation unit 26 and the rectangular area generation unit 27 
in the first preferred embodiment to the image in the reflection 
area extracted by the reflection area extraction unit 43. 
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10 
The irradiation light 42 is switched on/off in synchroniza 

tion with the shutter of the camera 41, and radiates almost in 
parallel with the road surface. 
As shown in FIG. 11B, a difference between an image 

picked up in a state where near-infrared light and the like, 
stored in a storage area and an image picked up in a state 
where the irradiation light 42 is switched off is calculated by 
a Subtraction unit and is stored in the storage area. The reflec 
tion area extraction unit applies a line segment elimination 
process, which is described later, to this image and outputs a 
reflection image. 
The near-infrared camera 41 and the near-infrared irradia 

tion light 42 are synchronized in a shutter cycle T by the 
synchronous signal of the shutter of the camera 42. As shown 
in FIG. 12, in an odd field 52 an image is picked up in the on 
state of the near-infrared irradiation light 42 and in an even 
field 52, it is picked up in the off state of the near-infrared 
irradiation light 42. The data of these picked-up images is 
stored in a storage area, which is not shown in FIG. 12. 
The detailed process of the system 40 in the second pre 

ferred embodiment is sequentially described below. 
Step 1 
The reflection area extraction unit 43 generates a differen 

tial image D from consecutively picked-up images I1 and I2 
(light-on image I1 and light-off image I2). In this case, for 
example, the differential absolute value of a corresponding 
pixel value can be used. 

Step 2 
The reflection area extraction unit 43 generates an image B 

to which a digitization process is applied using a prescribed 
threshold Th after applying gamma correction to the differ 
ential image D by a prescribed coefficient Y. The image B can 
be calculated as follows. 

1-2 

Step 3 
The reflection area extraction unit 43 applies an open/close 

filter for morphological operation in order to eliminate a 
Small isolated point caused in the image B or stop up a hole 
caused in the image B to generate an image M. 
Step 4 
The reflection area extraction unit 43 applies a smoothing 

filter of a prescribed window size to the image M to change a 
pixel area whose symmetry evaluation value is equal to or 
more than a prescribed threshold Th2 to a reflection area R. 
For example, the reflection area R can be defined as follows. 

Mathematical expression 5 

1 if M(x, y) (X) ones(m, n) > Th2 
0 otherwise 

Ones(m, n): Matrix mxn in which all elements are 1 Example 
m=10, n=10 

: Convolution operation 
How to calculate a reflection area Rin the second preferred 

embodiment is shown in FIG. 13. 
An image 61 is one picked up while the near-infrared 

irradiation light 42 is Switched off and an image 62 is one 
picked up while the near-infrared irradiation light 42 is 
switched on. 
The near-infrared irradiation light 42 is hardly applied to a 

road surface 64 part since it is radiated almost in parallel with 
the road surface 64. 
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An image 63 is a differential image between these images 
61 and 62 calculated by the subtraction unit. 

In the image 63, the irradiation light of the near-infrared 
irradiation light 42 is applied to a pedestrian 65 to generate a 
reflection area from it. Although as to the road surface 66, 
only its edge remains, a smoothing filter applies a line seg 
ment elimination process to this to eliminate it. 

Thus, only the pedestrian is extracted as a reflection area R. 
Step 6 
The solution unit 45 determines an interval size T on the 

basis of rectangular area width W corresponding to each y 
coordinate like the symmetry evaluation unit 25 in the first 
preferred embodiment. For this interval size T, for example, 
the minimum odd number exceeding W is determined. 

FIG. 14 shows a geometric information table used in the 
second preferred embodiment. 

In FIG. 14, for example, when y=140, the interval size T is 
the minimum odd number 11 exceeding the rectangle width 
W=10 of the object. 
Step 7 
The solution unit 45 extracts the lower end point E of the 

reflection area R extracted from the image in step S5. 
The lower end point E can be obtained by evaluating the 

continuity in the y axis direction of the reflection area R. 
Step 8 
The solution unit 45 assumes that each extracted lower end 

point E(x,y) is its feet and determines a rectangular area Rect 
existing in the upper section on the basis of a geometric 
information table 1. 
Step 9 
The solution unit 45 calculates the symmetry filter reaction 

value Fi of each pixel in the rectangular area Rect using the 
interval size Ti of the geometric information table referenced 
at the y coordinate of each lower end point E(x, y). This 
process is the same as that in step 2 of the first preferred 
embodiment. 
Step 10 
The solution unit 45 applies a Smoothing process by 

Vsymm to each rectangular area Rect. This process is the 
same as that in step 3 of the first preferred embodiment. 
Step 11 
The solution unit 45 applies a thinning process by Thin to 

each rectangular area Rect. This process is the same as that in 
step 4 of the first preferred embodiment. 
Step 12 
The solution unit 45 applies a symmetry axis continuity 

evaluation process to each rectangular area Rect. This process 
is the same as that in step 5 of the first preferred embodiment. 
An identification process by a neutral network and/or a 

pattern matching process are applied to the candidate pedes 
trian rectangular area thus obtained as a latter process to 
determine whether it is a true pedestrian rectangular area. 

Thus, a pedestrian rectangular area can be accurately rec 
ognized. 

FIG. 15 is a flowchart showing a process performed by the 
system in the second preferred embodiment. 
When in FIG. 15, the process is started, firstly, a geometric 

information table 31 is calculated for each frame as a pre 
treatment. 

Then, in step S11, the reflection area extraction unit 43 
performs a differential image generation process. In this dif 
ferential image generation process, an image picked up when 
the near-infrared irradiation light 42 is switched on is sub 
tracted from an image picked up when the near-infrared irra 
diation light 42 is switched off. 

Then, in step S12, the reflection area extraction unit 43 
digitizes the differential image obtained in step S11. An iso 
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12 
lated point is eliminated and a hole is stopped up by applying 
an open/close filter for morphological operation to this digi 
tized image (step S13). 

Then, in step S14, the reflection area extraction unit 43 
extracts a reflection area whose symmetry evaluation value is 
equal to or more than a threshold Th2 as a plane area extrac 
tion process. Then, the lower endpoint M(x, y) of this reflec 
tion area is obtained (step S15). 

Then, in step S16, the solution unit 44 generates a rectan 
gular area assuming that this lower end point Mobtained in 
step S15 is a pedestrians feet. 

Then, in step S17, the solution unit 44 applies a symmetry 
axis evaluation process by a function Symm to each rectan 
gular area. This process in step S17 is the same as that in step 
S3 of the first preferred embodiment. 

Then, in step S18, the Solution unit 44 applies a smoothing 
process by Vsymm to each rectangular area. This process in 
step S18 is the same as that in step S4 of the first preferred 
embodiment. 

Then, in step S19, the solution unit 44 applies a thinning 
process by Thin to each rectangular area. This process in step 
S19 is the same as that in step S5 of the first preferred embodi 
ment. 

Then, in step S20, the solution unit 44 applies asymmetry 
axis continuity evaluation process to each rectangular area. 
This process in step S20 is the same as that in step S7 of the 
first preferred embodiment. 

Then, lastly, in step S21, a candidate rectangular area is 
outputted. 
As described above, according to the system in the second 

preferred embodiment, even when the lower-body image of a 
pedestrian is not clear due to the shortage of contrast and even 
when there is symmetry texture (painting, manhole, etc.) in its 
feet, the feet can be detected with high accuracy. 

Next, the third preferred embodiment of the present inven 
tion is described. 

Since the system in the third preferred embodiment uses a 
symmetry interval Taiming a front shoulder width from the 
upper end until to the lower end of a rectangular area, a 
symmetry axis candidate is prevented from being extracted 
on the crosscut painting of a road Surface to become the cause 
of a detection error. 

This leads to a problem that it is detected nearer than actual 
when converting a distance from its own vehicle and a prob 
lem that it is discarded in the detail determination of the latter 
stage processing unit 28 to deteriorate the detection perfor 
aCC. 

It also can cope with a problem a candidate area is gener 
ated in an area there is no pedestrian by the combination of 
road Surface painting and roadbackground, as in the second 
preferred embodiment. This also leads to a problem that the 
number of execution of a detail determination process in the 
latter stage increases to increase the amount of process. 

FIG. 16 shows these problems. 
In FIG. 16, when detecting an object (pedestrian), for 

example, a rectangular area including road Surface painting or 
a rectangular area 75 of an object other than a detection target 
74 is detected as a candidate area instead of a rectangular area 
72 obtained using symmetry interval (interval size) calculated 
from the shoulder width of the pedestrian in the initial stage. 

In the third preferred embodiment, these candidate areas 
are evaluated and a wrong rectangular area is removed before 
the detail determination of the latter stage processing unit 28. 
The system in this preferred embodiment detects an image 

area including linear symmetry as an image area having a 
high possibility of including a pedestrian using an image 
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picked up by a vehicle-mounted single-lens camera taking 
into consideration a feature that a pedestrian is almost linear 
symmetric. 

Specifically, in FIG. 3 by evaluating the symmetry of thin 
rectangular areas 11-1-11-6 supposed to enclose the width of 5 
an object, of an image picked up by a camera and evaluating 
the density and continuity of candidate symmetry axis areas 
14-1-14-6 existing in the vicinity of the center axis 13 of a 
rectangular area 12 Supposed to enclose an object, the candi 
date area of a detection target object is generated, which has 
a robust effect in a case where a symmetry axis partially 
deviates or on a symmetry axis in the oblique direction. 

In this case, in the third preferred embodiment, for 
example, if a detection target is a pedestrian, a different sym 
metry interval is used for each area corresponding to a body 
part, Such as a head, an upper-body, a lower-body and the like 
of a person when evaluating the symmetry of an area Sup 
posed to enclose the width of a person. 

FIG. 17 shows a case where a candidate area is divided into 
a plurality of areas and a different symmetry interval is used 
for each area. 

FIG. 17 shows the candidate area of a pedestrian. The 
candidate symmetry axis areas of a head area 81, an upper 
body area 82 and a lower-body area 83 are calculated using 
different symmetry intervals Tbd, Tub and Tlb, respectively. 

Thus, the system in the third preferred embodiment can 
realize higher detection capability than the system in the first 
preferred embodiment. 

FIG. 18 shows a system composition example of the third 
preferred embodiment. 

FIG. 18 is drawn in comparison with the system composi 
tion example of the first preferred embodiment shown in FIG. 
4 and the same reference numerals are attached components 
having the substantially same function as the first preferred 
embodiment. 
When compared with the configuration shown in FIG. 4, 

the configuration shown in FIG. 18 further comprises an area 
division processing unit 91, a target body-part division infor 
mation storage unit 92 and an integrated determination pro 
cessing unit 93. 
The area division processing unit 91 divides a whole-body 

rectangular area into a plurality of body-part areas on the 
basis of information stored in the target body-part division 
information storage unit 92. The target body-part division 
information storage unit 92 stores body-part area information 
depending on a target object (pedestrian) of a rectangular area 
enclosing the whole body of a person, determined on the basis 
of a geometric information table. The integrated determina 
tion processing unit 93 integratedly determines whether the 
whole-body rectangular area includes a target object (pedes 
trian), on the basis of the existence possibility of a symmetry 
axis, obtained from the plurality of body-part areas. 

Then, the symmetry axis continuity evaluation unit 26 
calculates the existence probability of a symmetry axis in one 
of the body-part areas divided by the area division processing 
unit 91. 

The detailed process of the system 22b in the third pre 
ferred embodiment is sequentially described below. 
The following processes in step A are applied to each Y 

coordinate. 
step A-1 
The area division processing unit 91 determines the verti 

cal side length of the whole-body rectangular area enclosing 
a person at each Y coordinate, on the basis of a geometric 
information table being currently processed. An interval size 
to be applied to each area is determined by referring to the 
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14 
body-part area information stored in the target body-part 
division information storage unit 92 by this vertical side 
length. 

For example, when the area division processing unit 91 
divides the whole-body rectangular area into three areas of a 
head, an upper-body and a lower-body, the body-part area 
information stored in the target body-part division informa 
tion storage unit 92 includes a vertical division ratio, a ratio of 
an interval size in each area, and the rectangle width W of an 
object, as shown in FIG. 19. It also includes a position in the 
horizontal direction where asymmetry axis exists, of the 
body-part area. 

For example, the vertical division ratio (Y coordinate) of 
the head, the upper body and the lower body is calculated to 
be 1:2:2 according to a vertical division ratio. The ratios of the 
interval sizes of the head and the upper body and the lower 
body to the rectangle width W of an object are expressed 0.5, 
1 and 0.3, respectively. Furthermore, when expressing the 
expected value of the existing position of a symmetry axis, 
those of the head and the upper body become 0.5. That of the 
lower body becomes 0.3 and 0.7 since there is a high possi 
bility that two symmetry axes may appear. 

Then, as shown in FIG. 20 an area between the line 101 of 
Y=130 and the line 102 of Y=180 (area of Y=131-180) is 
divided into three areas I1, I2 and I3 at the ratio of 1:2:2 from 
the top using this piece of body-part area information, for 
example, H=50 and W-25 in the case where its Y coordinate 
is 180, shown in FIG. 5. Then, interval sizes Tlocal1 (corre 
sponding to Tbd shown in FIG. 17), Tlocal2 (corresponding 
to Tub shown in FIG. 17) and Tlocal3 (corresponding to Tib 
shown in FIG. 17) of the areas I1, I2 and I3, which are used by 
the symmetry evaluation unit 25 are calculated as follows. 

Then, the following processes are applied to each partial 
image area Ii. 
The following processes in step B shows ones applied to 

each partial image area Ii. 
Step B-1 
The symmetry evaluation unit 25 generates a filter reactive 

image Fi by evaluating the symmetry in the horizontal direc 
tion at each pixel X of the image area Ii by the function 
Symm(x, T) of asymmetry filter using each interval size Tlo 
cal i (the same process in Step 2 of the first preferred embodi 
ment). 
Step B-2 
The symmetry axis continuity evaluation unit 26 applies a 

Smoothing process to each image Fi using a weight in the 
Vertical direction to generate an image Fi'. This can be 
obtained, for example, by an evaluation expression Vsymm 
(x) (the same process in Step 3 of the first preferred embodi 
ment). 
Step B-3 
The symmetry axis continuity evaluation unit 26 applies a 

thinning process to the image Fi' after the Smoothing process 
only in the vertical direction of an area FX whose symmetry 
evaluation value is equal to or more than a specific threshold 
Th i and extracts a line segment area EL obtained by the 
thinning process (the same process in Step 4 of the first 
preferred embodiment). 
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Then, the following processes are applied to each X coor 
dinate. 
The following processes in step C are applied to each X 

coordinate. 
Step C-1 
The symmetry axis continuity evaluation unit 26 deter 

mines a rectangular area Rexisting above the present process 
target pixel (x, y) on the basis of the geometric information 
table 31 (corresponding to Step 6 in the first preferred 
embodiment). 

Specifically, the area of X=-W/2+x-x--W/2, Y=y-H+1-y 
in an area between the line 101 of Y=130 and the line 102 of 
Y=180 is determined to be a rectangular area Ron the basis of 
the rectangle width W of the object, obtained from the Y 
coordinate. 

Then, the following processes are applied to each partial 
rectangular area Ri. 
The following process in step D is applied to each partial 

rectangular area Ri. 
FIG. 21 typically shows the partial image area Riinan area 

between a line 101 of Y=130 and a line of Y=180. 
Step D-1 
The symmetry axis continuity evaluation unit 26 evaluates 

the density of a thinning line segment area EL, in the vicinity 
of the Ridefined by the rectangular area R determined in step 
C-1 and the image area Ii and calculates the existence prob 
ability of a symmetry axis Psymm i. 

For example, the center position X1 of the area Riis deter 
mined referring to the body-part area information and on the 
basis of the existing position (expected value) of asymmetry 
axis. For example, in the case of ahead, it is obtained accord 
ing to x1=0.5*W. 

In this case, if they coordinate of the area Riis y1-y2, the 
existence NEL of a thinning line segment area EL in each line 
of the area a % using x1 as the center (x=x1-0.5*a*W-X1+ 
0.5*a*W, y=y1-H-y1) is evaluated. 
When assuming the total of the NEL of all lines in the 

center area of a % to be SNEL, it can be defined that 
Psymm i=NEL/(y2-y1+1) (the same as Step 7 in the first 
preferred embodiment). 
When two or more symmetry axes can be expected in the 

area Ri, as in the case of a lower body, the Psymm of each 
position, which can be obtained by referring to the body-part 
area information, is calculated. 
When the process in step D is completed, step C-2 is 

applied to each X coordinate. 
Step C-2 

It is integratedly determined whether the rectangular area 
R includes a target object, on the basis of the Psymm from 
each partial rectangular area Ri. For example, if all Psymm i 
satisfies a prescribed threshold Thi, it is determined that there 
is a symmetry axis corresponding to each body part of a 
pedestrian to adopt the area R. Otherwise, it is discarded 
(when two or more existence probabilities are obtained from 
Ri, an 'or' condition is attached). 

if Psymm1>Th1 & Psymm2·Th2 & (Psymm31>Th31 
Psymm32>Th32) then f (Psymm1, Psymm2, Psymm3)=1 
otherwise 0 

Then, if f(Psymm1, Psymm2, Psymm3) is 1 according to 
the evaluation function, all the partial areas are adopted. If it 
is 0, all the partial areas are discarded. 
By applying the above-described steps to all Y coordinates, 

it is determined whether there is a pedestrian in each point (X, 
y) 

FIG.22 is a flowchart showing the process of the system in 
the third preferred embodiment. 
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16 
When the process shown in FIG.22 is started, firstly, in step 

S31, a geometric information table is calculated for each 
frame. 

This geometric information table is calculated from param 
eters, such as the height, inclination, focus distance and the 
like of a camera. 

Then, the following processes in step S32-S38 are repeat 
edly applied to each Y coordinate. 

Firstly, in step S32, a partial area is determined on the basis 
of the body-part area information. 

For example, when the body-part area information is as 
shown in FIG. 19, the whole-body area is divided into the 
partial areas of a head, an upper-body and a lower-body at the 
ratio of 1:2:2, respectively. The interval size of each partial 
area is determined. 

Then, the following processes in step S33 S35 are applied 
to each partial area Ii. 

Firstly, in step S33, the symmetry evaluation unit 25 gen 
erates a filter reactive image Fi which is evaluated by the 
function Symm(x, T) of a symmetry filter. 

Then, in step S34, the symmetry axis continuity evaluation 
unit 26 applies a Smoothing process to each image Fi using a 
weight in the vertical direction to generates an image Fi'. 

Then, in step S35, the symmetry axis continuity evaluation 
unit 26 applies to a thinning process to only the vertical 
direction of an area whose symmetry evaluation is equal to or 
more than a specific threshold Th i of the image Fi' after the 
Smoothing process and extracts an line segment area EL 
obtained by the thinning process. 

After applying the above-described processes in steps 
S33-S35 to all the partial areas Ili, step S36 is applied to each 
X coordinate. 

In step S36, a partial area R is determined. 
Then, the process in step S37 is applied to all the partial 

areas Ri. 
In step S37, the symmetry axis existence probability of 

each partial area Ri is calculated. 
Then, after the process in step S37, in step S38 a determi 

nation process based on a existence probability of 
all the partial areas Psymm is performed using f(Psymm1, 
Psymm2, ). After applying the processes in step S32 
through S38 to all the Y coordinates, this process terminated. 
As described above, according to the system of the first 

preferred embodiment, a candidate pedestrian area is gener 
ated by evaluating the symmetry of a thin rectangular area 
Supposed to enclose the width of a pedestrian and evaluating 
the density and continuity of a candidate symmetry axis area 
existing in the vicinity of the center axis of the rectangular 
area, which has a robust effect on a case where the symmetry 
axis partially deviates and a symmetry axis in the oblique 
direction. 

Thus, the problems that a rectangular area is recognized 
Smaller than essential, that a distance is recognized to be 
extremely farther than essential, that a rectangular area is 
discarded by the detail determination in the latter stage and 
that a detection function deteriorates can be solved. 

Since a single-lens camera is used, an inexpensive and 
Small-scaled system can be realized. 

According to the system of the second preferred embodi 
ment, even when contrast with a background is insufficient 
and the image of a lower body is not clear and even when there 
is a symmetry texture (painting, manhole, etc.) in its feet, the 
feet can be detected with accuracy. As in the system in the first 
preferred embodiment, the problems that a distance is recog 
nized to be extremely farther than essential, that a rectangular 
area is discarded by the detail determination in the latter stage 
and that a detection function deteriorates can be solved. 
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According to the system of the third preferred embodi 
ment, by dividing a rectangular area into a plurality of partial 
areas and evaluating the symmetry axis of each partial area 
using a different interval size, the number of detection errors 
decrease, thereby realizing a far higher object detection func 
tion. 

Although in the above-described examples, a pedestrian is 
used as one example of the detection target to be detected by 
the object detection system, the detection target of detection 
target according to the present invention is not limited to a 
pedestrian and it can be any other object having slight sym 
metry, Such as a signboard, a sign, an automobile, a bicycle, a 
motorcycle and the like. 

What is claimed is: 
1. An object detection system, comprising: 
a geometric information generation unit for calculating 

relationship information between a position on an image 
of an object existing on a road Surface and an image area 
size of an image picked up by one camera, using an 
actual size of a target object and camera parameter infor 
mation; 

a symmetry evaluation unit for evaluating an existence 
possibility of a symmetry axis in a specific pixel in case 
of an interval size determined on the basis of geometric 
information; 

a symmetry-axis continuity evaluation unit for evaluating 
density and continuity in the vicinity of the center axis of 
a rectangular area of a pixel whose symmetry value 
evaluated by the symmetry evaluation unit is equal to or 
more than a specific threshold and detecting the lowest 
end point of the symmetric object; and 

a rectangular area generation unit for outputting a position 
and size of a candidate area of the symmetric object on 
the basis of the lowest end point specified by the sym 
metry-axis continuity evaluation unit and the geometric 
information. 

2. The object detection system according to claim 1, further 
comprising 

a geometric information table storage unit for storing a 
table which corresponds between a position in the ver 
tical direction of a pixel in the picked-up image and a 
width and a vertical size of the rectangular area to 
enclose the target object are related to each other as the 
geometric information. 

3. The object detection system according to claim 1, 
wherein 
when a position in the horizontal direction of a pixel and 

the interval size are X and T. respectively, the symmetry 
evaluation unit evaluates the existence possibility of a 
symmetry axis using the following function Symm(X, T) 

Even function component 
I(x+u)) Normalized E=E-E- 
odd function component O(u,x)=0.5*(I(X-u)+I(X+u)) 
E is the average of E in u-1-T. 

4. The object detection system according to claim 1, 
wherein 
when a position in the horizontal direction of a pixel and 

the interval size are X and T. respectively, the symmetry 
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18 
evaluation unit evaluates the existence possibility of a 
symmetry axis using the following function Symm(X, T) 

Even function component 
I(X+u,y)) ormalized E=E-E- 
Odd function component O(u,x,y)=0.5*(I(X-u,y)+I(X+u, y)) 
E is the average of E in u-1-T. 

5. The object detection system according to claim 1, 
wherein 

a smoothing process is applied to a pixel whose symmetry 
value evaluated by the symmetry evaluation unit is equal 
to or more than a specific threshold, a thinning process is 
applied to an image composed of pixels after the 
Smoothing process and the lowest end point of a line 
segment area obtained by the thinning process is calcu 
lated. 

6. The object detection system according to claim 1, 
wherein 

the rectangular area generation unit integrates closely 
located ones, of the lowest end points detects by the 
symmetry axis continuity evaluation unit and outputs a 
rectangular area a lowest endpoint of which is the lowest 
end point as a position and size of a candidate area of the 
target object. 

7. The object detection system according to claim 1, further 
comprising 

a reflection area extraction unit connected to an irradiation 
light for alternately switching on/offin synchronization 
with a shutter of the camera, for calculating a differential 
image between an image picked up when the irradiation 
light is Switched on and an image picked up when the 
irradiation light is Switched off and extracting a reflec 
tion area by applying a line segment elimination filter to 
the differential image, 

wherein 
the geometric information generation unit calculates rela 

tionship information between a position on an image of 
an object existing on a road Surface and an image area 
size in the reflection area, using an actual size of a target 
object and camera parameter information. 

8. The object detection system according to claim 7. 
wherein 

the irradiation light is a near-infrared irradiation light. 
9. The object detection system according to claim 7. 

wherein 
the irradiation light radiates light in almost parallel with a 

road Surface. 
10. The object detection system according to claim 1, 

wherein 
the target object is a pedestrian. 
11. The object detection system according to claim 1, fur 

ther comprising: 
a target-object body-part division information storage unit 

for storing body-part area information depending on the 
target object in the rectangular area; 

an area division processing unit for dividing a rectangular 
area into a plurality of partial areas on the basis of the 
body-part area information; and 
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an integrated determination unit for integratedly determin 
ing a candidate pedestrian area on the basis of a symme 
try axis existence probability calculated by the symme 
try-axis continuity evaluation unit in each of the partial 
areas, 

wherein 
the symmetry evaluation unit evaluates the existence pos 

sibility of a symmetry axis in each of the divided partial 
areas using the interval size defined by the body-part 
area information and 

the symmetry-axis continuity evaluation unit evaluates 
density in a prescribed position of a partial area of a 
candidate symmetry axis area evaluated by the symme 
try evaluation unit and calculates a symmetry axis exist 
ing probability. 

12. The object detection system according to claim 11, 
wherein 

the target object is a pedestrian and 
the area division processing unit divides the rectangular 

area into a partial area corresponding to a head of the 
pedestrian, a partial area corresponding to an upper 
body and a partial area corresponding to a lower-body. 

13. An object detection method, comprising: 
calculating relationship information between a position on 

an image of an object existing on a road Surface and an 
image area size of an image picked up by one camera, 
using an actual size of a target object and camera param 
eter information; 

evaluating an existence possibility of a symmetry axis in a 
specific pixel, in case of an interval T determined on the 
basis of geometric information; 

evaluating density and continuity in the vicinity of the 
center axis of a rectangular area of a pixel whose evalu 
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ated symmetry value is equal to or more than a specific 
and detecting the lowest end point of the symmetric 
object; and 

outputting a position and size of a candidate area of the 
symmetric object on the basis of the lowest end point 
specified by the symmetry-axis continuity evaluation 
unit and the geometric information. 

14. The object detection method according to claim 13, 
further comprising: 

dividing a rectangular area into a plurality of partial areas 
on the basis of the stored body-part area information 
depending on the target project in the rectangular area; 

integratedly determining a candidate pedestrian area on the 
basis of a symmetry axis existence probability calcu 
lated in each of the partial areas; 

evaluating existence possibility of a symmetry axis in each 
of the divided partial areas, using the interval size 
defined by the body-part area information; and 

evaluating density in a prescribed position of a partial area 
of the candidate symmetry axis area evaluated by the 
symmetry evaluation unit and calculating a symmetry 
axis existing probability. 

15. The object detection method according to claim 13, 
wherein 

a differential image between an image picked up when the 
irradiation light is Switched on and an image picked up 
when the irradiation light is switched off is calculated, a 
reflection area is extracted applying a line segment 
elimination filter to the differential image and relation 
ship information between a position on an image of an 
object existing on a road Surface and an image area size 
in the reflection area is calculated, using an actual size of 
a target object and camera parameter information. 

k k k k k 
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In the Claims 

Column 17, lines 17-37, please delete claim 1 in its entirety and replace with the following 

--1. An object detection system, comprising: 
at least one processor programmed to provide 
a geometric information generation unit for calculating geometric information between a 

position on an image of an object existing on a road surface and an image area size of an image 
picked up by one camera, using an actual size of a target object and camera parameter information, 

a symmetry evaluation unit for evaluating an existence possibility of a symmetry axis in a 
specific pixel in case of an interval size determined on the basis of geometric information; 

a symmetry-axis continuity evaluation unit for 
evaluating continuity of a pixel whose value obtained from evaluation by the symmetry 

evaluation unit is equal to or more than a specific threshold, 
detecting the lowest end point, and 
evaluating density of a pixel forming a symmetry axis in the vicinity of the center axis of a 

rectangular area that is obtained based on the lowest endpoint detected and the geometric 
information; and 

a rectangular area generation unit for outputting a position and size of the rectangular area 
as a candidate area of the target object when a value obtained from evaluation of the density 
evaluated by the symmetry-axis continuity evaluation unit is equal to or more than a specific value.-- 

Signed and Sealed this 
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Column 17, lines 46-63, please delete claim 3 in its entirety and replace with the following 

-3. The object detection system according to claim 1, wherein when a position in the 
horizontal direction of a pixel and the interval size are x and T, respectively, the symmetry evaluation 
unit evaluates the existence possibility of a symmetry axis using the following function Symm(x,t). 

S. E" (u, x) - S. O(u, x) 
T T 

se 

Even function component E(u,x) = 0.5((x-u) + (x+u) - Normalized E'= E - Eaw 
Odd function component O(u,x) = 0.5"(l(x-u) + (x+u)} 
Eaw is the average of E in u=1 to T-- 

Column 17, line 64 - Column 18, line 15, please delete claim 4 in its entirety and replace with the 
following 

--4. The object detection system according to claim 1, wherein 
when a position in the horizontal direction of a pixel and the interval size arex and T, 

respectively, the symmetry evaluation unit evaluates the existence possibility of a symmetry axis using 
the following function Synn(x, T). 

T 

XXE'(u, , y) -XXO(u, x, y) 
y tal Symm(r,T) = 

XEXE'(u, x, y) +XEXO(u, x, y) 
Even function confiperent E(u,x,y) = 0.5(xu,y) + (x+u,y) = Normalized E’s E - Eaw 
Odd function component O(u, x, y) = 0.5"((x-u,y) + (x+u, y)) 
Eaw is the average of E in u=1 to T-- 

Column 18, lines 16-24, please delete claim 5 in its entirety and replace with the following 

--5. The object detection system according to claim 1, wherein 
for each pixel, a smoothing process is applied to an evaluation value for possibility of the 

syrTrnetry axis obtained from evaluation by the symmetry evaluation unit, 
a thinning process is applied to an image composed of pixels whose evaluation value to 

which the smoothing process has been applied is equal to or more than a specific threshold, and 
the lowest end point of a line segment area obtained by the thinning process is calculated.- 
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Column 18, lines 34-49, please delete claim 7 in its entirety and replace with the following 

--7. The object detection system according to claim 1, 
further comprising a reflection area extraction unit connected to an irradiation light for 

alternately switching onioff in synchronization with a shutter of the camera, for calculating a differential 
image between an image picked up when the irradiation light is switched on and an image picked up 
when the irradiation light is switched off and extracting a reflection area by applying a line segment 
elimination fitter to the differential image, 

wherein the geometric information generation unit calculates geometric information between 
a position on an image of an object existing on a road surface and an image area size in the reflection 
area, using an actual size of a target object and camera parameter infortation.-- 

Column 19, line 24 - Column 20, line 7, please delete claim 13 in its entirety and replace with the 
following 

--13. An object detection method, comprising: 
calculating geometric information between a position on an image of an object existing on a 

road surface and an image area size of an image picked up by one camera, using an actual size of a 
target object and carrera parameter information; 

evaluating an existence possibility of a symmetry axis in a specific pixel, in case of an 
interval size determined on the basis of geometric information; 

evaluating continuity of a pixel whose value obtained from evaluation of the existence 
possibility is equal to or more than a specific threshold, 

detecting the lowest end point; 
evaluating density of a pixel forming a symmetry axis in the vicinity of the center axis of a 

rectangular area that is obtained based on the lowest end point detected and the geometric 
information; and 

outputting a position and size of the rectangular area as a candidate area of the target object 
when a value obtained from evaluation of the density is equal to or more than a specific value.-- 

Column 20, lines 8-21, please delete claim 14 in its entirety and replace with the following 

--14. The object detection method according to claim 13, further comprising: 
dividing a rectangular area into a plurality of partial areas on the basis of the stored body-part 

area information depending on the target project in the rectangular area, 
integratedly determining a candidate pedestrian area on the basis of a symmetry axis 

existence probability calculated in each of the partial areas, 
evaluating existence possibility of a symmetry axis in each of the divided partial areas, using 

the intervat size defined by the body-part area information, 
evaluating density in a prescribed position of a partial area of a candidate symmetry axis 

area for which the existence possibility of the symmetry axis has been evaluated, and 
calculating a symmetry axis existing probability.-- 
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Column 20, lines 22-32, please delete claim 15 in its entirety and replace with the following 

-15. The object detection method according to claim 13, wherein a differential image 
between an image picked up when the irradiation light is switched on and an image picked up when 
the irradiation light is switched off is calculated, a reflection area is extracted applying a line segment 
elimination filter to the differential image and geometric information between a position on an image of 
an object existing on a road surface and an image area size in the reflection area is calculated, using 
an actual size of a target object and camera parameter information,-- 
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--1. An object detection system, comprising: 
at least one processor programmed to provide 
a geometric information generation unit for calculating geometric information between a 

position on an image of an object existing on a road surface and an image area size of an image 
picked up by one camera, using an actual size of a target object and camera parameter information, 

a symmetry evaluation unit for evaluating an existence possibility of a symmetry axis in a 
specific pixel in case of an interval size determined on the basis of geometric information; 

a symmetry-axis continuity evaluation unit for 
evaluating continuity of a pixel whose value obtained from evaluation by the symmetry 

evaluation unit is equal to or more than a specific threshold, 
detecting the lowest end point, and 
evaluating density of a pixel forming a symmetry axis in the vicinity of the center axis of a 

rectangular area that is obtained based on the lowest endpoint detected and the geometric 
information; and 

a rectangular area generation unit for outputting a position and size of the rectangular area 
as a candidate area of the target object when a value obtained from evaluation of the density 
evaluated by the symmetry-axis continuity evaluation unit is equal to or more than a specific value.-- 
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Column 17, lines 46-63, please delete claim 3 in its entirety and replace with the following 

-3. The object detection system according to claim 1, wherein when a position in the 
horizontal direction of a pixel and the interval size are x and T, respectively, the symmetry evaluation 
unit evaluates the existence possibility of a symmetry axis using the following function Symm(x, T) 

T T 

XEE"(u, x) - XO(u, x) 
Symm(x, T) 1 sel i =l 

i =l tise 

Even function component E(u,x) = 0.5"((x-u) + (x+u)) =Normalized E’s E - EAv 
Odd function component O(u,x) = 0.5" (1(x-u) + (x+u)) 
EAv is the average of E in u=1 to T.-- 

Column 17, line 64 - Column 18, line 15, please delete claim 4 in its entirety and replace with the 
following 

--4. The object detection system according to claim 1, wherein 
when a position in the horizontal direction of a pixel and the interval size are x and T, 

respectively, the symmetry evaluation unit evaluates the existence possibility of a symmetry axis using 
the following function Symm(x, T) 

XEXE' (u, x, y) - XXEO(u, x, y) 
Symm(x,T) = - ". y ". 

XXE"(u, x,y) + XXO(u, x, y) 
} t =l y 1 =l 

Even function component E(u,x,y) = 0.5" (1(x-u,y) + (x+u,y)) - Normalized E’s E - EAv 
Odd function component O(u, x, y) = 0.5"((x-u,y) + (x+u, y)) 
EAV is the average of E in u-1 to T.-- 

Column 18, lines 16-24, please delete claim 5 in its entirety and replace with the following 

--5. The object detection system according to claim 1, wherein 
for each pixel, a smoothing process is applied to an evaluation value for possibility of the 

syrTrnetry axis obtained from evaluation by the symmetry evaluation unit, 
a thinning process is applied to an image composed of pixels whose evaluation value to 

which the smoothing process has been applied is equal to or more than a specific threshold, and 
the lowest end point of a line segment area obtained by the thinning process is calculated.- 
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Column 18, lines 34-49, please delete claim 7 in its entirety and replace with the following 

--7. The object detection system according to claim 1, 
further comprising a reflection area extraction unit connected to an irradiation light for 

alternately switching onioff in synchronization with a shutter of the camera, for calculating a differential 
image between an image picked up when the irradiation light is switched on and an image picked up 
when the irradiation light is switched off and extracting a reflection area by applying a line segment 
elimination fitter to the differential image, 

wherein the geometric information generation unit calculates geometric information between 
a position on an image of an object existing on a road surface and an image area size in the reflection 
area, using an actual size of a target object and camera parameter infortation.-- 

Column 19, line 24 - Column 20, line 7, please delete claim 13 in its entirety and replace with the 
following 

--13. An object detection method, comprising: 
calculating geometric information between a position on an image of an object existing on a 

road surface and an image area size of an image picked up by one camera, using an actual size of a 
target object and carrera parameter information; 

evaluating an existence possibility of a symmetry axis in a specific pixel, in case of an 
interval size determined on the basis of geometric information; 

evaluating continuity of a pixel whose value obtained from evaluation of the existence 
possibility is equal to or more than a specific threshold, 

detecting the lowest end point; 
evaluating density of a pixel forming a symmetry axis in the vicinity of the center axis of a 

rectangular area that is obtained based on the lowest end point detected and the geometric 
information; and 

outputting a position and size of the rectangular area as a candidate area of the target object 
when a value obtained from evaluation of the density is equal to or more than a specific value.-- 

Column 20, lines 8-21, please delete claim 14 in its entirety and replace with the following 

--14. The object detection method according to claim 13, further comprising: 
dividing a rectangular area into a plurality of partial areas on the basis of the stored body-part 

area information depending on the target project in the rectangular area, 
integratedly determining a candidate pedestrian area on the basis of a symmetry axis 

existence probability calculated in each of the partial areas, 
evaluating existence possibility of a symmetry axis in each of the divided partial areas, using 

the intervat size defined by the body-part area information, 
evaluating density in a prescribed position of a partial area of a candidate symmetry axis 

area for which the existence possibility of the symmetry axis has been evaluated, and 
calculating a symmetry axis existing probability.-- 
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Column 20, lines 22-32, please delete claim 15 in its entirety and replace with the following 

-15. The object detection method according to claim 13, wherein a differential image 
between an image picked up when the irradiation light is switched on and an image picked up when 
the irradiation light is switched off is calculated, a reflection area is extracted applying a line segment 
elimination filter to the differential image and geometric information between a position on an image of 
an object existing on a road surface and an image area size in the reflection area is calculated, using 
an actual size of a target object and camera parameter information,-- 


