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(57) Abstract: The invention comprises a system of client-server visualization with hybrid data processing, having a server digital
data processor, that allows for server side rendering and processing image data, and client digital data processors simultaneously
&= connected to the server, which receives messages from the clients, creates rendered images of data sets or other data processing results
& and sends those rendered images and results to the clients for display or further processing. Performing certain image rendering
operations on either the server or the client according to which is better suited for the tasks requested by the user at any point in time,
and possibly adjusting this division of work dynamically, improves rendering speed and application responsiveness on the clients.
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CLIENT-SERVER VISUALIZATION SYSTEM WITH HYBRID DATA PROCESSING

Background of the Invention

This application claims the benefit of priority of United States Patent Application Se-
rial Nos. 60/989,881 and 60/989,913, both filed November 23, 2007, the teachings of both of

which are incorporated herein by reference.

The invention pertains to digital data processing and, more particularly, by way of ex-
ample, to the visualization of 3D and 4D image data. It has application to areas including, by
way of non-limiting example, medical imaging, atmospheric studies, astrophysics, and geo-

physics.

3D and 4D image data is routinely acquired with computer tomographic scanners
(CT), magnetic resonance imaging scanners (MRI), confocal microscopes, 3D ultrasound de-
vices, positron emission tomographic scanners (PET) and other imaging devices. Medical
imaging is just one example of a market that uses these devices. It is growing rapidly, with
new CT scanners, for example, collecting ever greater amounts of data even more quickly
than previous generation scanners. As this trend continues across many markets, the demand
for better and faster visualization methods that allow users to interact with the image data in

real-time will increase.

Standard visualization methods fall within the scope of volume rendering techniques
(VRT), shaded volume rendering techniques (sVRT), maximum intensity projection (MIP),
oblique slicing or multiplanar reformats (MPR), axial/sagittal and coronal slice display, and
thick slices (also called slabs). In the following, these and other related techniques are collec-
tively referred to as “volume rendering.” In medical imaging, for example, volume rendering
is used to display 3D images from 3D image datasets, where a typical 3D image dataset is a
large number of 2D slice images acquired by a CT or MRI scanner and stored in a data struc-

ture.
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The rendition of such images can be quite compute intensive and therefore takes a
long time on a standard computer, especially, when the data sets are large. Too long compute
times can, for example, prevent the interactive exploration of data sets, where a user wants to
change viewing parameters, such as the viewing position interactively, which requires several
screen updates per second (typically 5 — 25 updates/second), thus requiring rendering times

of fractions of a second or less per image.

Several approaches have been taken to tackle this performance problem. For exam-
ple, special-purchase chips have been constructed to implement volume rendering in hard-
ware. Another approach is to employ texture hardware built into high-end graphics worksta-
tions or graphics super-computers, such as for example Silicon Graphics Onyx computers
with Infinite Reality and graphics. More recently, standard graphics boards, such as
NVIDIA's Geforce and Quadro FX series, as well as AMD/ATTI's respective products, are also
offering the same or greater capabilities as far as programmability and texture memory access

are concerned.

Typically hardware for accelerated volume rendering must be installed in the com-
puter (e.g., workstation) that is used for data analysis. While this has the advantage of per-
mitting ready visualization of data sets that are under analysis, it has several drawbacks. First
of all, every computer which is to be used for data analysis needs to be equipped with appro-
priate volume-rendering hardware, as well as enough main memory to handle large data sets.
Second the data sets often need to be transferred from a central store (e.g., a main enterprise
server), where they are normally stored, to those local workstations prior to analysis and

visualization, thus potentially causing long wait times for the user during transfer.

Several solutions have been proposed in which data processing applications running
on a server are controlled from a client computer, thus, avoiding the need to equip it with the
full hardware needed for image processing/visualization and also making data transfer to the
client unnecessary. Such solutions include Microsoft's Windows 2003 server (with the corre-
sponding remote desktop protocol (RDP)), Citrix Presentation Server, VNC, or SGI's
OpenGL Vizserver. However, most of these solutions do not allow applications to use graph-

ics hardware acceleration. The SGI OpenGL Vizserver did allow hardware accelerated
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graphics applications to be run over the network: it allocated an InfiniteReality pipeline to an
application controlled over the network. However that pipeline could then not be used lo-
cally any longer and was also blocked for other users. Thus effectively all that the Vizserver
was doing was extending a single workplace to a different location in the network. The same

is true for VNC.

For general graphics applications (i.e., not specifically volume rendering applica-
tions), such as computer games, solutions have been proposed to combine two graphics cards
on a single computer (i.e., the user’s computer) in order to increase the rendering perform-
ance, specifically NVIDIA's SLI and AMD/ATT's Crossfire products. In these products, both
graphics cards receive the exact same stream of commands and duplicate all resources (such
as textures). Each of the cards then renders a different portion of the screen — or in another
mode one of the cards renders every second image and the other card renders every other im-
age. While such a solution is transparent to the application and therefore convenient for the
application developers it is very limited too. Specifically the duplication of all textures effec-

tively eliminates half of the available physical texture memory.

An object of the invention is to provide digital data processing methods and appara-
tus, and more particularly, by way of example, to provide improved such methods and appa-

ratus for visualization of image data.

A further object of the invention is to provide methods and apparatus for rendering

images.

A still further object of the invention is to provide such methods and apparatus for

rendering images as have improved real-time response to a user’s interaction.

Yet a still further object of the invention is to provide such methods and apparatus as

allow users to interactively explore the rendered images.
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Summary of the Invention

The invention comprises, in one aspect, a system including one or more client com-
puters that are coupled to, and can simultaneously connect with, a render server that renders
and/or otherwise processes image data (including, by way of non-limiting example, 2D, 3D,
and 4D medical or microscopy image data). The client computers generate messages that
cause the render server to render images (or to perform other data processing tasks) and to
return the results to the client computers for display or further processing. Rendering speed
and application responsiveness on the client computers is improved by performing certain
image rendering operations on either the server or the client, e.g., depending on which is bet-
ter suited for the tasks requested by the user at any point in time, optionally, adjusting this
division of work dynamically. We refer to this as client-server visualization with hybrid data

processing.

In a related aspect, the invention comprises a system as described above, by way of
example, wherein at least one of the client computers comprises local processing resources
such as, for example, a central processing unit (CPU), a graphics processing unit (GPU), and/

or a graphics library.

Such a client computer can include applications software or other functionality that
generates requests for rendering one or more aspects of an image, including, by way of non-
limiting example, an image aspect (e.g., representing an acquired or synthesized image) and
an overlay graphics aspect (e.g., representing textual or other graphical elements to be pre-
sented with the acquired/synthesized image). For example, the request to render an image
aspect can include image data from a CT scan, and the request to render the overlay graphics

aspect can include text (such as patient data), a ruler, a registration “cross-hair”, and so forth).

Such a client computer can, further, include a render module that responds to multiple
requests by the applications software (or other functionality) by effecting processing of at

least one aspect of at least one of the images using the local processing resources and messag-

-4-
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ing the render server to render (or otherwise process) the other aspect(s) of that and/or other
images. Thus, continuing the example, the render module can respond to requests from the
applications program by (i) rendering patient-identifying text (i.e., the overlay graphics as-
pect) of an image using the local CPU (or GPU) and (ii) messaging the render server to ren-

der CT scan data (the image aspect) of that image.

Related aspects of the invention provide systems as described above, by way of ex-
ample, wherein the render module combines aspects of an image rendered utilizing the local
resources with aspects rendered by the render server. To this end, the render module can
paste into a buffer the image (or other) aspect of an image returned by the render server and
can add to that buffer overlay graphics (or other) aspects rendered by local resources. The
render module can make that buffer available for further processing and/or display, e.g., on a

monitor or other display device.

Further aspects of the invention provide systems as described above, by way of ex-
ample, wherein, in addition to (or instead of) image and overlay graphics aspects, one or
more requests generated by the application can be for other aspects of an image, e,g,, a per-
spective aspect (e.g., indicating a vantage point of a viewer), and so forth. Thus, for example,
requests can be for an image comprising data from a CT scan (i.e., the image aspect), along
with a specified viewer vantage point or virtual camera position (the perspective aspect) and,
possibly, by way of further example, additionally having patient-identifying text (the overlay

graphics aspect).

As above, the client computer render module can respond to such a requests by proc-
essing those for some aspects of the image using local processing resources, while messaging
the render server to process those for others. Thus, continuing the example above, the render
module can respond to the requests by (i) messaging the render server to compute a slice
from CT scan data, (ii) obtaining that slice from the render server and rendering it, using a
local GPU, from the specified vantage point and, optionally, (iii) combining it with locally
rendered text. Such re-rendering may be effected, for example, in response to user requests

to zoom or pan an image (or to adjust window/level settings for such an image).
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Further aspects of the invention provide systems as described above, by way of ex-
ample, in which the render server comprises a module that simultancously processes image
data in response to interleaved requests from one or more client computers. A related aspect
of the invention provides such a system in which the render server includes one or more cen-
tral processing units that process image data in response to such interleaved requests. A still
further aspect of the invention provides such a system in which the render server module
maintains requests in queues on the render server. Those requests may be received directly
from the client digital data processors or may be generated as a result of messages received

from them.

Further aspects of the invention provide systems employing combinations of the fea-

tures described above.

Still further aspects of the invention provide methods for graphics processing parallel-

ing the features described above.

These and other aspects of the invention are evident in the drawings and in the de-

scription that follows.
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Brief Description of the Drawings

A further appreciation of the invention may be attained by reference to the drawings,

in which:
Figure 1 illustrates a system according to one practice of the invention;

Figure 2 depicts a computed tomography (CT) scan, including both image and overlay

graphics aspects, of the type suitable for rendering by a system according to the invention;

Figure 3 is a data-flow diagram depicting rendering of an image of the type shown in

Figure 2 in a system according to the invention;

Figures 4A — 4B are data-flow diagrams depicting alternate allocations of rendering
tasks between client and server computers in rendering of an image of the type shown in Fig-

ure 2 in a system according to the invention; and

Figure 5 is a data-flow diagram depicting an allocation of rendering tasks between
client and server computers in rendering an image of a movie, video or other “moving pic-

ture” sequence in a system according to the invention
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Detailed Description of the Illustrated Embodiment

The construction and operation of the illustrated embodiment may be more fully ap-
preciated by reference to co-pending, commonly assigned PCT/US08/84282, Attorney
Docket 109006-281, filed this same day herewith, by the same applicant hereof and the same
inventors named above, entitled “multi-User multi-GPU Render Server Apparatus and Meth-
ods” (hereinafter, the “Related Application”), as well as to the corresponding U.S. patent ap-
plication, i.e., U.S. Patent Application Serial No. 12/275,421, Attorney Docket 109006-273, a
non-provisional claiming the benefit of filing of U.S. Provisional Patent Application Serial
Number 60/989,881, entitled “multi-User multi-GPU Render Server Apparatus and Meth-
ods,” the teachings of all three of which are incorporated by reference herein. A copy of the

Related Application is attached as an Appendix hereto.

Overview

Figure 1 depicts a system 10 according to one practice of the invention. A render
server, or server digital data processor, 11 is connected via one or more network interfaces 12,
13 and network devices, such as switches or hubs 14, 15, to one or more networks 22,
23 — which can be WANSs (wide area networks), LANs (local area networks), or other types
of networks known in the art. One or more client computers, or client digital data processors,

16 — 21 are coupled for communications with render server 11 via networks 22, 23.

In the illustrated embodiment, software running on client computers 16 — 21 allows
them to establish a network connection to the render server 11 on which server software is
running. As a user interacts with one of the client computers, the software on that computer
messages the render server 11, which renders or otherwise processes images (or partial im-
ages) in response and returns those images (or partial images) and/or processing results to the

respective client computer for further processing and/or display.

The components illustrated in Figure 1 may be of the type generally known in the art,
as adapted in accord with the teachings hereof. Thus, by way of non-limiting example, illus-

trated render server 11 and client computers 16 — 21 may comprise conventional worksta-
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tions, personal computers and other digital data processing apparatus of the type available in

the marketplace, as adapted in accord with the teachings hereof.

The make-up of a client computer of the illustrated embodiment is shown, by way of
example, in the break-out of Figure 1. As illustrated, client computer 18 includes local proc-
essing resources such as, by way of non-limiting example, CPU 18a, RAM 18b, 1/O section
18c and, optionally graphics processing unit 18d, all configured and operated in the conven-
tional manner known in the art, as adapted in accord with the teachings hereof. One or more
of the other client computers 16 — 17, 19 — 21 may be similarly configured. As further shown
in the drawing, one or more of the client computers of the illustrated embodiment can include
monitors for display of images rendered in accord with the teachings hereof. The client com-
puters may also include other output devices, instead or in addition, for display of rendered
images (e.g., plotters, printers, and so forth), as well as keyboards, mice and other input de-

vices.

Preferably, server digital data processor 11 is constructed and operated in the manner
of server 11 illustrated and described in the Related Application (the teachings of which are
incorporated herein by reference), as further adapted in accord with the teachings hereof.
This includes, by way of non-limiting example, the construction and operations shown and
discussed in Figures 2 and 13 — 17 and the accompanying text of the Related Application,
which figures and text are also incorporated herein by reference. Thus, for example, a pre-
ferred render server 11 includes one or more host systems, each equipped with one or more
central processing units (CPUs) that are coupled to host memory and to one or more graphics
(GPU) boards. Each graphics board can, in turn, include on-board memory (referred to as
graphics memory) and a graphics processing unit (GPU).  In order to render an image, e.g.,
in response to a messaged request from a client computer, a CPU on the server 11 (i) causes a
respective portion of a data set to be transferred from host memory (or an external storage
device) to the graphics memories on the server and (ii) issues commands to one or more of
the GPUs on the server. The resulting image generated by the GPU(s) on the server is trans-
ferred to host memory on the server and, then, via network interfaces 39, 40, to the requesting

client computer. A further appreciation of these and other aspects of operation of a preferred
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render server 11 may be attained by reference to aforementioned incorporated-by-reference

Related Application.

It will be appreciated that the system 10 of Figure 1 illustrates just one configuration
of digital data processing devices with which the invention may be practiced. Other em-
bodiments may, for example, utilize greater or fewer numbers of client computers, networks,
networking apparatus (e.g., switches or hubs) and so forth. Moreover, it will be appreciated
that the invention may be practiced with additional server digital data processors. Still fur-
ther, it will be appreciated that the server digital data processor 11 may, itself, function, at
least in part, in the role of a client computer (e.g., generating and servicing its own requests

and/or generating requests for servicing by other computers) and vice versa.

Server Software and Client Software

Operation of the system 10 of the illustrated embodiment in regards relevant hereto is
controlled by software running on render server 11 ("Server Software") and software running

on one or more of the client computers 16 — 21 ("Client Software"), e.g., client computer 18.

The Client Software handles data processing tasks, image rendering, network com-
munication with render server 11 and client-side display, as discussed elsewhere herein. The
make-up of Client Software of the illustrated embodiment is shown, by way of example, in
the break-out of Figure 1 and its operation is detailed in the sections that follow. As illus-
trated, the Client Software 18e includes an operating system 18el, a graphics subsystem 18¢2
(optionally, among other subsystems) and a graphics application 18e3 (optionally, among
other applications). Although the discussion in the sections of text that follow largely fo-
cusses on operation of the Client Software 18e of client computer 18, it will be appreciated
the Client Software of one or more of the other client computers 16 — 17, 19 — 21 may be

similarly constructed and operated.

The operating system 18el is constructed and operated in the conventional manner of
operating systems of client devices of the type shown herein, as adapted in accord with the

teachings hereof.

-10 -
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The graphics application 18e3 provides an interface by which the user interacts with a
data set that he/she wishes to visualize and/or otherwise process. This includes, for example,
allowing the user to choose a data set, to choose render parameters such as color or data win-
dow or the view point or camera position when visualizing (e.g., rotating) the data set. In
these regards, the graphics application 18e3 operates in the manner of conventional graphics

applications of the type known in the art.

The graphics subsystem 18e2 is responsible for handling image rendering requests
generated by the graphics application 18¢3 and functions at the interface between that appli-
cation and the client computer’s operating system 18el and hardware. In the illustrated em-
bodiment, it includes a graphics library 18e2a with functions that are invoked directly and
indirectly by the graphics application’s rendering requests. In the foregoing regards, the
graphics subsystem 18e2 can be constructed and operated in the conventional manner of

graphics subsystems known in the art, as adapted in accord with the teachings hereof.

The illustrated graphics subsystem 18e2 also includes a render module 18e2b that is
operated in accord with the teachings hereof and that effects processing of requests made by
the graphics application 18e3 such that requests to render some aspects of a given image are
resolved (i.e., rendered) using the local processing resources (such as, by way of example,
CPU 18a, graphics processing unit 18d and/or graphics library 18e2a) while those for other
aspects of that same image are resolved by messaging the render server for rendering or other
processing by it. In the discussion that follows, operations generally attributed to the “Client
Software” (e.g., of client computer 18) are performed by the render module 18e2b, unless

otherwise evident from context.

The Server Software operates in connection with the Client Software, e.g., 18¢, run-
ning on a client computer, e.g., 18, to render or otherwise process data sets designated by a
user of that client computer. Thus, as the user interacts with a data set (and, more particu-
larly, for example, requests rendering of a data set), the Client Software, €.g., 18¢, (and, more
particularly, the render module 18¢2b) on the respective client computer, e.g., 18, sends mes-
sages to the Server Software which, in turn, generate images, partial images or image data

and returns them to the client computer (and, more particularly, to the render module 18e2b)
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for display and/or further processing. In addition to performing these rendering operations,
the Server Software oversees network communication, data management, and other data

processing tasks (for example, filtering).

Consistent with the remarks above, the Server Software is constructed and operated in
the manner described in the incorporated-by-reference Related Application, as further
adapted in accord with the teachings hereof. This includes, by way of non-limiting example,
the construction and operations shown and discussed in Figures 2 and 13 — 17 and the ac-
companying text of the Related Application, which figures and text are also incorporated

herein by reference.

Thus, though not a requirement of the invention, the Client Software, e.g., 18¢, and
Server Software of the illustrated embodiment can cooperate in the manner described in
incorporated-by-reference Related Application and, more particularly, by way of non-limiting
example, in the manner described in connection with Figure 13 and the accompanying text
thereof, which figures and text are also incorporated herein by reference. Thus, for example,
the Server Software can listen for incoming network connections and, when a client computer
attempts to make such a connection, can exchange authentication credentials and can check
whether sufficient resources are available on the server 11 before accepting or rejecting the
connection. Once a network connection is established, the Server Software can listen for in-
coming messages. These may include: (i) requests for a list of data sets available on the
server — potentially along with some filter criteria, (ii) requests to load a data set for subse-
quent rendering, (iii) requests to render a data set with specified rendering parameters and a
specified resolution level, (iv) requests to terminate a given connection, (v) requests to apply
a filter (for example noise removal or sharpening) etc. Received messages can be processed
immediately or can be added to a queue for later processing. In the typical case in which a
client computer sends a render request, the Server Software can transfer the data set in ques-
tion (or portions of it) into graphics memories on the server 11, can issue commands to GPUs
of the server 11 to create a rendered image in those graphics memories, and can transfer the
rendered image back into host memory on server 11 for subsequent processing and network
transfer back to the requesting client computer. The Server Software can, furthermore, priori-

tize requests added to the queue of pending requests, alter requests in the queue (e.g., remove
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requests which are obsoleted, break down requests into multiple smaller ones), and/or deter-
mine resources used to process a request. Though not a requirement of the instant invention,
the Server Software can service such rendering requests from multiple client computers con-
currently. As noted, the Client Software, e.g., 18¢, and Server Software of other embodi-

ments may cooperate other than in the manner described above.

The Client Software, e.g., 18e, and, particularly, for example, its render module
18e2b, can improve rendering speed and application responsiveness by rendering some image
aspects locally and messaging the server 11 to render (or otherwise process) other image as-
pects.  For example, in response to requests by the graphics application 18e3 executing on a
client computer, e.g., 18, to render aspects of an image of the type shown in Figure 2 — an
image that includes an image aspect including acquired or synthesized images and an overlay
graphics aspect representing textual or other graphical elements to be presented with the
acquired/synthesized image — the render module 18e2b can message the server 11 to render
the image aspect and can utilize the CPU and/or GPU of the respective client computer, €.g.,
18, to render the overlay graphics aspect. Alternatively, the render module 18e2b can cause
such render requests by the graphics application 18e3 to be processed entirely locally or, still
further, can message the render server to effect rendering entirely on that server. Thus, over
the course of multiple user requests and, in turn, multiple image rendering requests by the
graphics application 18e3 (i.e., in response to those user requests), the Client Software, e.g.,
18e, running on a given client computer, e.g., 18, effects rendering of at least one aspect of at
least one of those images on the local processing resources (such as, by way of example,
CPU 18a, graphics processing unit 18d and/or graphics library 18e2a) and messages the

server 11 to render (or otherwise process) the other aspect(s) of those images.

In the illustrated embodiment, decisions on whether to resolve given render requests
locally (i.e., to use local resources to render an aspect of an image in response to a given re-
quest by an application) or to message the render server (i.e., to render or otherwise process
an aspect of an image in response to the given request) are generally made on a request-by-
request basis. However, as will be appreciated, even a single render request can result in

rendering using both local resources and the render server.
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More particularly, decisions on whether and how to divide responsibility for rendering
(e.g., between the local resources and the render server) are made according to which (i.e.,
the local resources or the render server) is better suited for the requisite rendering tasks, e.g.,

at the point in time rendering is requested.

To these ends, the render module 18¢2b has access to the internal state of the graphics
application 18€3 (e.g., as discerned from the calls it makes to the aforementioned graphics
library 18e2a), as well as other information necessary to determine how to allocate rendering
and compute tasks between the respective client computer (e.g., 18) and the render server 11,
e.g., 5o as to avoid inefficient utilization of the server on account, for example, of unneces-
sary network roundtrips. That “other information” includes, for example, (i) the capabilities
of the local processing resources (such as, by way of example, CPU 18a, graphics processing
unit 18d and/or graphics library 18e2a) of the client computer, e.g., 18, itself, (ii) the load on
those resources, (iii) the throughput of the network connecting the client and server comput-
ers, (iv) the image rendering capabilities of the render server, (v) the load on the render
server, (vi) the locale of data being rendered. The latter (e.g., the capabilities of, and load on,
the network and/or render server) may be communicated by the render server to the client
computer’s render module 18e2b, ¢.g., in response to a query made by the latter, and/or may
be discerned by the render module 18e2b based on the rapidity with which the render server

responds to image-rendering messages submitted to it by the client computer.

By way of brief digression, Figure 2 is an example of an image — here, an image that
forms part of a user interface 28 — of the type generated by the graphics application 18e3 on
a client computer, €.g., 18, with rendering by the local processing resources and/or the render
server. That user interface 28 includes an image 30, shown here as a central frame within the
user interface. The image includes an image aspect comprising an MPR image of a patient’s
legs 32. It also includes an overlay graphics aspect comprising patient data text 34, a scout
rectangle 36 for designating cropping regions, a measurement line 38, and an elliptical anno-

tation 40.

Of course, the invention is not limited to use with images that form user interfaces,

nor with images of the type shown in Figure 2, nor to images having two aspects. Indeed, in
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the latter regard, the invention can be used with images that have only a single aspect or that
have three or more aspects. Without loss of generality and for sake of convenience an image
having two or more aspects (e.g., image 30 if Figure 2) is sometimes referred to herein as a

“composite image” and, at other times, simply, as an “image.”

Figure 3 is a data-flow diagram depicting one example of how the Client Software
and, particularly, the render module 18e2b, can allocate rendering in response to requests by
application 18e3 in regard to a (composite) image 30 of the type shown in Figure 2. The par-
ticular allocation shown in Figure 3A can be made, for example, on grounds that (a) the im-
age aspect is relatively unchanging static (barring, for example, a new “slice” selection by the
user) and is based on data already present on the server, and (b) the overlay graphics aspect is
dynamic (e.g., changing as the user alters UI elements by moving the mouse, strikes keys on

the keyboard, etc.).

Figure 3, which shows time proceeding from left to right, depicts the Client Software
and, particularly, the render module 18¢2b, messaging the server 11 with a render request
(see, step 50) in response to a render request pertaining to image aspects of a composite im-
age by application 18e3. In response, the server 11 queues the request (step 54), computes
the respective image slice (step 58) and renders the image aspect (step 60), which it subse-
quently returns to the render module 18e2b (step 62), which can paste the image into a back
buffer (not shown) or other storage area. Having once received the image aspect rendered by
the server, the render module 18e2b renders the overly graphics aspect (step 64) of the com-
posite image, €.g., onto the back buffer, again, in response to a render request by the applica-
tion 18e3, and displays the resulting back buffer image (step 66) and/or makes it available to
the Client Software (e.g., application 18¢e3) for further processing. When adding the overlay
graphics aspect to the back buffer, the render module 183e2b can insure that those graphics
match the state of the application 18e3 (and, specifically, for example, the state of the image

aspects) at the time server was messaged to render the image aspects.

As indicated in Figure 3, after the resulting image is rendered, the render module
18e2b can re-render the overlay graphics aspects, e.g., in response to the user moving the

mouse, striking keys on the keyboard or otherwise taking steps that effect the overlay graph-
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ics, without calling on the server 11 to re-generate the image aspects.  (See, the notation
“start here if ‘overlay graphics’ changed.”) Conversely, if the user selects another slice to
render, the render module 18e2b can re-message the server 11 to re-render the image aspect
of the composite image and can re-render the overlay graphics aspects (See the notation

“start over if slice orientation changed.”)

Figures 4A — 4B are data-flow diagrams of another example of how the Client Soft-
ware and, particularly, the render module 18¢2b, can allocate rendering in response to re-
quests by application 18e3 in regard to a composite image 30 of the type shown in Figure
2 -— here, in connection with an image whose perspective aspect (i.e., zoom factor, panning

position, or window/level setting) is changed, e.g., by user request.

As indicated by their use of similar elemental designations, Figures 4A — 4B generally
depict a data-flow like that show in Figure 3 and discussed above. The particular allocation
of labor (as between the local resources and the render server) reflected in Figures 4A — 4B is
based on the grounds discussed above in connection with Figure 3, as well as on the poten-
tially changing perspective aspect of the composite image being rendered. Particularly, Fig-
ure 4A shows such an allocation where the application 18e3 makes less frequent changes to
zoom factor, panning position, window/level setting, or other perspective aspects. Figure 4B,
on the other hand, shows the allocation where the application 18e3 makes more frequent

changes.

Referring to Figure 4A, the Client Software and, particularly, the render module
18e2b, messages the server 11 with render requests (see, steps 50, 52) in response to render
request pertaining to image and perspective aspects of the composite image by application
18e3. In response, the server 11 queues the requests (steps 54, 56), computes the respective
image slice (step 58) and renders the image and perspective aspects (step 60), which it subse-
quently returns to the render module 18e2b (step 62) for temporary storage in a back buffer,
or otherwise. Having once received the image aspect rendered by the server, the render mod-
ule 18e2b renders the overly graphics aspect (step 64), e.g., on top of the back buffer, again,
in response to a render request by the application 18e3, and displays the resulting image (step

66) and/or makes it available to the Client Software (e.g., application 18e3) for further proc-
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essing. As above, when adding the overlay graphics aspect to the back buffer, the render
module 183e2b can insure that those graphics match the state of the application 18e3 (and,
specifically, for example, the state of the image aspects) at the time server was messaged to

render the image aspects.

As above, after the resulting image is rendered, the render module 18e2b can re-
render the overlay graphics aspects, e.g., in response to the user moving the mouse, striking
keys on the keyboard or otherwise taking steps that effect the overlay graphics, without call-
ing on the server 11 to re-render the image and perspective aspects. (See, the notation “start
here if overlay graphics changed.”) Conversely, in response if the user selects another orien-
tation (e.g., another slice to render and/or changes the view perspective), the render module
18e2b re-messages the server 11 to re-render both the image and perspective aspects (See, the

notation “start over if slice orientation changed.”)

If the user repeatedly modifies the perspective, the render module 18e2b can allocate
processing of both the perspective aspect and the overlay graphics aspect to the local process-

ing resources to avoid repeated network roundtrips. This is reflected in Figure 4B.

To this end, and with reference to Figure 4B, before the given client computer, e.g.,
18, can process the perspective aspect, it must request the slice from server 11. Once having
obtained the image slice, the client computer can process perspective aspects and overlay
graphics aspects for that image slice. Only, if the slice orientation changes, does the render
module 18¢2b have to message server 11 to compute the new slice; otherwise, the render
module 18e2b can perform perspective and/or overlay graphics rendering using image slice

data previously provided by the server.

More particularly, referring to Figure 4B, the Client Software and, particularly, the
render module 18¢2b, messages the server 11 with a render request (see, step 50) in response
to image render requests by application 18e3. In response, the server 11 queues the request
(step 54), computes the respective image slice (see step 58) and sends it back to the client
(step 61). Having once received the slice generated by the server 11, the render module

18e2b renders the corresponding image aspect from the perspective (e.g., zoom, pan, window

-17 -



WO 2009/067675 PCT/US2008/084368

level setting) chosen by the user or otherwise requested by the application 18e3 (step 63).
The render module 18e2b, further, renders the overly graphics aspect (step 64), again, in re-

sponse to a render request by the application 18e3, and displays the resulting image (step 66).

As indicated in Figure 4, after the resulting image is rendered, the render module
18e2b can re-render the perspective and overlay graphics aspects, e.g., in response to the user
(and application 18¢3) changing the zoom, pan, window level-setting, without calling on the
server 11 to re-generate the slice. (See the notation “start here if zoom, pan, w/l changed”).
Moreover, the render module 18e2b can re-render the overlay graphics aspects, €.g., in re-
sponse to the user (and application 18e3) moving the mouse, striking keys on the keyboard or
otherwise taking steps that effect the overlay graphics, without calling on the server 11 to re-
generate the slice or using local resources to re-render the image aspects. Conversely, in re-
sponse if the user selects another slice to render, the render module 18e2b can re-message the
server 11 to re-render the slice and, thereby, to restart the rendering process (See the notation

“start over if slice orientation changed.”)

Though Figures 3 and 4B illustrates rendering of image aspects on the server 11 and
overlay graphics and/or perspective aspects on a given client computer, e.g., 18, it will be
appreciated that the render module 18e2b can cause the entirety of aspects of an image to be
rendered on the server (or, conversely, on the client), e.g., as illustrated in Figure 5. Such
might the be case, by way of non-limiting example, in rendering a movie, video or other im-
age sequence including both image aspects and overlay graphics aspects, where the resulting
file is to be stored on the server, possibly, for transfer to other servers. In such an instance,
by way of non-limiting example, the Client Software and, particularly, the render module
18e2b, can message the server 11 with a render request (see, step 70) in response to a request
from application 18e3, e.g., to render in image from the movie sequence. In response, the
server 11 queues the request (step 72), computes the respective image slice (step 74), renders
the slice image (step 76) and the overlay (step 78), stores the resulting image (step 80) and
sends a copy back to the client for display (step 82). At the same time, the server can send a

copy of the image to a DICOM node for archival storage (step 84).

- 18 -



WO 2009/067675 PCT/US2008/084368

Described above are methods and systems meeting the desired objects, among others.
It will be appreciated that the embodiments shown and described herein are merely examples
of the invention and that other embodiments, incorporating changes therein may fall within

the scope of the invention, of which we claim:
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1. A system for rendering images, comprising:
A. a client digital data processor comprising one or more local processing resources,
B. a server digital data processor in communications coupling the said client digital data

processor over a network,

C. said client digital data processor executing an application that generates one or more
requests for rendering aspects of one or more images, including at least a first aspect

and a second aspect,

D. the client digital data processor being responsive to one or more such requests for (i)
effecting processing on the local processing resources of one of said first aspect and
said second aspect, and (ii) messaging the server digital data processor to effect proc-

essing of the other of said first aspect and said second aspect.

2. The system of claim 1, wherein the first aspect comprises an overlay graphics aspect

of an image and the second aspect comprises an image aspect of the same image.

3. The system of claim 2, wherein the image aspect comprises any of an acquired and a
synthesized image and wherein the overlay graphics aspect comprises one or more

textual or other graphical elements to be presented with the image aspect.

4. The system of claim 1, wherein the local processing resources include any of a central

processing unit (CPU), a graphics processing unit (GPU), and/or a graphics library.

5. The system of claim 1, wherein the client digital data processor comprises a render
module that responds to multiple requests by the application by allocating rendering
and compute tasks between the local processing resources and the server digital data

processor.

6. The system of claim 1, wherein the render module responds to requests from the ap-

plication by (i) messaging the server digital data processor to render an image aspect
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of a composite image, and (ii) effecting rendering of an overlay graphics aspect of

that same composite image using the local processing resources.

7. The system of claim 5, wherein the render module combines for any of display and
further processing aspects of a composite image rendered by the local resources with

aspects rendered by the server digital data processor.

8. The system of claim 7, wherein the render module paste into a buffer an image aspect
of a composite image generated by the server digital data processor and adds to that
buffer another aspect of that composite image rendered by the local processing re-

sources.

9. The system of claim 8, wherein the other aspect of the composite image rendered by
the local processing resources and added to the buffer by the render module is am

overlay graphics aspect.

10.  The system of claim 1, wherein the render module allocates rendering and compute
tasks between the local processing resources and the server digital data processor
based on any of (i) a state of the application, (ii) capabilities of the local processing
resources, (iii) a load on those resources, (iv) throughput of a network connecting the
client digital data processor and the server digital data processor, (v) image rendering
capabilities of the server digital data processor, (vi) a load on the server digital data

processor, (vii) a locale of data being rendered.

11.  The system of claim 8, wherein the render module discerns information on which
such allocation is based from any of communications from the server digital data
processor and a rapidity with which the server digital data processor responds to mes-

sages submitted to it by the client digital data processor.

12. A system for rendering images, comprising:
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A. a client digital data processor comprising one or more local processing resources in-
cluding any a central processing unit (CPU), a graphics processing unit (GPU), and/or

a graphics library,

B. a server digital data processor in communications coupling with said client digital

data processor,

C. said client digital data processor executing an application that generates one or more
requests for rendering aspects of one or more images, including at least a first aspect,

a second aspect, and a third aspect,

D. said client digital data processor comprising a render module that responds to multiple
requests by the application by allocating rendering and compute tasks between the

local processing resources and the server digital data processor.

13. The system of claim 12, wherein the render module messages the server digital data

processor over a network to effect any of rendering and compute tasks allocated to it.

14.  The system of claim 12, wherein

() the first aspect comprises an image aspect of a composite image, the image aspect

representing any of an acquired and a synthesized image,

(ii)  the second aspect comprises an overlay graphics aspects of the composite image, the
overlay graphics aspect comprising any of textual or other graphical elements to be

presented with the acquired or synthesized image, and

(iii)  the third aspect comprises a perspective aspect of that same composite image, the per-

spective aspect comprising any of a viewer vantage point or virtual camera position.

15.  The system of claim 12, wherein the client digital data processor wherein the render
module combines for display aspects of a composite image rendered by the local re-

sources with aspects rendered by the server digital data processor.
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16. The system of claim 15, wherein the render module pastes into a buffer an image as-
pect of a composite image generated by the server digital data processor and adds to
that buffer another aspect of that composite image rendered by the local processing

resources.

17.  The system of claim 15, wherein the render module effects rendering by the local

processing resources of image data generated by the server digital data processor.

18.  The system of claim 12, wherein the render module has access to the internal state of

the application.

19. The system of claim 12, wherein the render module allocates rendering and compute
tasks between the local processing resources and the server digital data processor
based on any of (i) a state of the application, (i) capabilities of the local processing
resources, (iii) a load on those resources, (iv) throughput of a network connecting the
client digital data processor and the server digital data processor, (v) image rendering
capabilities of the server digital data processor, (vi) a load on the server digital data

processor, (vii) a locale of data being rendered.

20.  The system of claim 19, wherein the render module discerns information on which
such allocation is based from any of communications from the server digital data
processor and a rapidity with which the server digital data processor responds to mes-

sages submitted to it by the client digital data processor.

21. A method of rendering images, comprising:

A. executing on a client digital data processor an application that generates one or more

requests for rendering aspects of one or more images,

B. responding, with the client digital data processor, to one or more such requests by (i)
effecting processing of one of said aspects on local processing resources of the client

digital data processor, and (ii) messaging a server digital data processor that is in
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communication coupling with the client digital data processor via a network to effect

processing of others of said aspects.

22.  The method of claim 21, wherein said aspects include any of

1) a first aspect comprising an image aspect of a composite image, the image aspect rep-

resenting any of an acquired and a synthesized image,

(i1) a second aspect comprising an overlay graphics aspects of the composite image, the
overlay graphics aspect comprising any of textual or other graphical elements to be

presented with the acquired or synthesized image, and

(iiiy  the third aspect comprising a perspective aspect of that same composite image, the
perspective aspect comprising any of a viewer vantage point or virtual camera posi-

tion.

23.  The method of claim 21, wherein the local processing resources include any of a cen-
tral processing unit (CPU), a graphics processing unit (GPU), and/or a graphics li-

brary.

24.  The method of claim 21, comprising combining for display aspects of a composite
image rendered by the local resources with aspects rendered by the server digital data

processor.

25.  The method of claim 27, comprising pasting into a buffer an image aspect of a com-
posite image generated by the server digital data processor, and adding to that buffer

another aspect of that composite image rendered by the local processing resources.

26. The method of claim 21, comprising allocates rendering and compute tasks between
the local processing resources and the server digital data processor based on any of (i)
a state of the application, (i) capabilities of the local processing resources, (iii) a load
on those resources, (iv) throughput of a network connecting the client digital data

processor and the server digital data processor, (v) image rendering capabilities of the
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server digital data processor, (vi) a load on the server digital data processor, (vii) a

locale of data being rendered.

27. The method of claim 28, wherein the render module discerns information on which
such allocation is based from any of communications from the server digital data
processor and a rapidity with which the server digital data processor responds to mes-

sages submitted to it by the client digital data processor.
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