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Beschreibung
Technisches Gebiet

[0001] Diese Anmeldung betrifft die folgende eben-
falls anhangige und gemeinsam ubertragene Paten-
tanmeldung mit dem Titel "Ordering Updates in Re-
mote Copying of Data", Aktenzeichen des Patentan-
walts: SJO920030037US1, die am selben Tag wie
die vorliegende Patentanmeldung eingereicht wurde.

Stand der Technik

[0002] Die vorliegende Beschreibung betrifft ein
Verfahren, ein System und einen Herstellungsgegen-
stand zur Aufrechterhaltung der Ubereinstimmung
von Daten bei einer asynchronen Fernkopie mit Hilfe
der Virtualisierung.

[0003] Aus dem Schriftstick EP 1 349 088 ist eine
asynchrone Fernnachbildung oder -spiegelung von
Anderungen in einer Momentaufnahme eines Quel-
lendateisystems in einem Zielnachbildungsdateisys-
tem bekannt, wobei Zeiger zur Herstellung einer Ver-
knipfung zwischen den nachgebildeten Datentra-
gern in dem Nachbildungsdateisystem und dem
Quellendateisystem verwendet und Aktualisierungen
an nicht verwendete Speicherplatze in dem Nachbil-
dungsdatei-Speichersystem geschrieben werden.

[0004] Das Schriftstiick US 5 555 371 lehrt ein Ver-
fahren zum asynchronen Fernkopieren von Daten in
zwei Betriebsarten, wobei es eine primare Datenak-
tualisierungseinheit gibt, die wiederholt Kopien von
Aktualisierungsdaten fir Daten empfangt, die in ei-
nem primaren Datenspeichersystem gespeichert
werden, indem Datensatze zeitnah, asynchron und
unterbrechungsfrei zu Sicherungszwecken in eine
sekundare unabhangige Datenspeichereinheit ko-
piert werden.

[0005] Das Schriftstick US 5 193 184 lehrt ein dy-
namisch abgebildetes virtuelles Datenspeichersys-
tem, das eine dynamisch aktualisierte Abbildungsta-
belle verwendet, die ein virtuelles Spurenverzeichnis
enthalt, das verwaltet wird, um die Position der aktu-
ellen Instanz einer jeden virtuellen Spur in einem Da-
tenspeicher-Teilsystem mit einer Anordnung von par-
allelen Plattenlaufwerken abzurufen.

Beschreibung der Erfindung

[0006] Informationstechnologie-Systeme ein-
schliel3lich Speichersystemen missen gegebenen-
falls vor Storfallen vor Ort oder vor Ausfallen ge-
schiitzt werden. Uberdies kénnen Informationstech-
nologie-Systeme Funktionen zur Umlagerung von
Daten, zur Sicherung von Daten oder zur Vervielfalti-
gung von Daten erforderlich machen. Ausflihrungsar-
ten zur Wiederherstellung nach einem Stér- oder
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Ausfall, zur Umlagerung von Daten, zur Sicherung
von Daten und zur Vervielfaltigung von Daten kénnen
eine Funktion zum Spiegeln oder zum Kopieren von
Daten in Speichersysteme beinhalten. Bei bestimm-
ten Informationstechnologie-Systemen werden Da-
ten von einer primaren Speichersteuerung in eine se-
kundare Speichersteuerung kopiert. Als Reaktion
darauf, dass die primare Speichersteuerung nicht zur
Verfugung steht, kann die sekundéare Speichersteue-
rung als Ersatz fir die nicht zur Verfiigung stehende
primare Speichersteuerung verwendet werden.

[0007] Das Kopien von Daten in Informationstech-
nologie-Systemen kann synchron oder asynchron
stattfinden. Beim synchronen Kopieren werden Da-
ten von der primaren Speichersteuerung an die se-
kundare Speichersteuerung gesendet, und der Emp-
fang dieser Daten wird bestatigt, bevor die Schreibo-
perationen an die primare Speichersteuerung abge-
schlossen sind. Ein synchroner Kopiervorgang ver-
langsamt daher die Antwortzeit bei der Schreibopera-
tion, wahrend auf die Bestatigung von der sekunda-
ren Speichersteuerung gewartet wird. Ein synchroner
Kopiervorgang stellt jedoch fortlaufend Ubereinstim-
mende Daten an der sekundaren Speichersteuerung
bereit.

[0008] Ein asynchroner Kopiervorgang kann ein
besseres Leistungsverhalten als ein synchroner Ko-
piervorgang aufweisen, da die Schreiboperation an
die primare Speichersteuerung abgeschlossen wer-
den kann, bevor der Empfang der gesendeten Daten
von der sekundaren Speichersteuerung bestatigt
wird. Jedoch muss die Datenfolgekonsistenz gege-
benenfalls sichergestellt werden, da an der sekunda-
ren Speichersteuerung empfangene Daten mdgli-
cherweise nicht in der Reihenfolge der an der prima-
ren Speichersteuerung vorgenommenen Aktualisie-
rungen, d.h. der Schreiboperationen, empfangen
werden. Bei einem asynchronen Kopiervorgang kann
eine einheiteniibergreifende Ubereinstimmung zwi-
schen der primaren Speichersteuerung und der se-
kundaren Speichersteuerung erzielt werden, indem
Aktualisierungen vorubergehend an einem festen Ort
wie zum Beispiel einem Journal-Datensatz gespei-
chert werden, bis eine Gruppe von Ubereinstimmen-
den Aktualisierungen zur Anwendung auf den Sekun-
darspeicher, der zu der sekundaren Speichersteue-
rung gehort, verfugbar ist.

[0009] GemalR der vorliegenden Erfindung, die in
den beigefligten unabhangigen Anspriichen 1, 5 und
6 erlautert ist, gibt es ein Verfahren, ein System und
einen Herstellungsgegenstand, die dazu dienen, den
Speicherinhalt zu kopieren, wobei eine erste Einheit
Datenaktualisierungen von einer zweiten Einheit
empfangt. Die Datenaktualisierungen werden in einer
Vielzahl von physischen Speicherplatzen gespei-
chert, die zu der ersten Einheit gehdren. Verknipfun-
gen werden zu mindestens einem der Vielzahl der
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physischen Speicherplatze erzeugt, um tbereinstim-
mende Daten zwischen der ersten Einheit und der
zweiten Einheit zu erzielen.

[0010] In weiteren Ausfihrungsformen ist die erste
Einheit eine sekundaren Speichersteuerung, die mit
einem Sekundarspeicher verbunden ist, und die
zweite Einheit ist eine primare Speichersteuerung,
die mit einem Primarspeicher verbunden ist, wobei
die Vielzahl der physischen Speicherplatze zu dem
Sekundarspeicher gehdren, und wobei die Datenak-
tualisierungen an der ersten Einheit asynchron emp-
fangen werden.

[0011] In weiteren Ausfiihrungsformen werden die
empfangenen Daten nur einmal an der Vielzahl der
physischen Speicherplatze gespeichert, die zu der
ersten Einheit gehéren, und physische Speicherplat-
ze, die keine Verknupfung haben, werden freigege-
ben, damit sie zur Speicherung von spateren Daten-
aktualisierungen verwendet werden kénnen.

[0012] In noch weiteren Ausfiihrungsformen sendet
eine Anwendung Eingabe-/Ausgabeanforderungen
an die zweite Einheit, wobei die Datenaktualisierun-
gen Ausgabeanforderungen von der Anwendung ent-
sprechen und wobei die Datenaktualisierungen nur
einmal an der ersten Einheit gespeichert werden, wo-
bei die erste Einheit die zweite Einheit beim Antwor-
ten auf die Eingabe-/Ausgabeanforderungen von der
Anwendung jederzeit ersetzen kann und wobei die
Daten in der ersten Einheit und in der zweiten Einheit
jederzeit ibereinstimmen.

[0013] In noch weiteren Ausfuhrungsformen wird
festgestellt, ob die gespeicherten Datenaktualisierun-
gen eine Konsistenzgruppe (CG) bilden, bevor die
Verknlpfungen erzeugt werden. Es erfolgt der Eintritt
in einen Wartezustand, um als Reaktion auf die ge-
speicherten Datenaktualisierungen, die keine Kon-
sistenzgruppe bilden, eine nachste Datenaktualisie-
rung zu empfangen.

[0014] In noch weiteren Ausfuhrungsformen wird
festgestellt, ob die gespeicherten Datenaktualisierun-
gen eine Konsistenzgruppe bilden, bevor die Ver-
knlipfungen erzeugt werden. Der mindestens eine
physische Speicherplatz, an dem die Konsistenz-
gruppe festgeschrieben wird, wird ermittelt, wobei
zwischen dem virtuellen Speicher, der zu der ersten
Einheit gehdrt, und dem mindestens einen ermittel-
ten physischen Speicherplatz eine Verknipfung her-
gestellt wird.

[0015] In weiteren Ausflihrungsformen wird eine
Datenstruktur verwaltet, die virtuelle Speicherplatze
auf den mindestens einen der Vielzahl der physi-
schen Speicherplatze abbildet, wobei die erzeugten
Verknlpfungen zu der Datenstruktur gehéren und
wobei eine Vielzahl von Anwendungen Einga-

be-/Ausgabeoperationen mit den virtuellen Speicher-
platzen durchfiihren kann.

[0016] In weiteren Ausfiihrungsformen werden die
Datenstrukturen, die Konsistenzgruppen darstellen,
welche den Datenaktualisierungen entsprechen, ver-
waltet, wobei die verwalteten Datenstrukturen auf die
Vielzahl der physischen Speicherplatze zeigen kon-
nen. An einer ersten Datenstruktur, die eine erste
Konsistenzgruppe darstellt, wird als Antwort auf erste
Datenaktualisierungen, die zu der ersten Konsistenz-
gruppe gehdren, die festgeschrieben wird, eine
Léschoperation durchgefihrt.

[0017] In weiteren Ausfiihrungsformen wird an der
ersten Einheit als Reaktion darauf, dass auf eine Da-
tenaktualisierung gewartet wird, eine Fehlermeldung
empfangen. Die erzeugten Verknlipfungen werden
geandert, um Ubereinstimmende Daten zwischen der
ersten Einheit und der zweiten Einheit anzuzeigen.

[0018] Bestimmte Ausfiihrungsformen erreichen
mittels eines virtuellen Speichersystems eine Uber-
einstimmung der Daten bei asynchronen Fernkopien.
Eine Nachbildungsverwaltungsanwendung (replicati-
on management application) schreibt Daten, die
empfangen wurden, die aber noch nicht mit Daten
Ubereinstimmen, die zu anderen Speichersteuerun-
gen gehdren, in nicht verwendeten physischen Spei-
cher. Als Reaktion auf den Empfang von Daten, die
notwendig sind, um eine Ubereinstimmung zu er-
moglichen, kdnnen Virtualisierungstabellen an den
gultigen sekundaren Speicherplatzen aktualisiert
werden, damit sie auf Speicherplatze in dem physi-
schen Speicher zeigen, an die die Daten geschrieben
wurden. In bestimmen Ausfiuihrungsformen kénnen
die an einer sekundéaren Speichersteuerung empfan-
genen Daten nur einmal in den physischen Speicher
geschrieben werden, der zu der sekundaren Spei-
chersteuerung gehort.

Kurze Beschreibung der Zeichnungen

[0019] Es wird nun Bezug auf die Zeichnungen ge-
nommen, in denen gleiche Bezugszahlen uberall ent-
sprechende Teile darstellen:

[0020] Fig. 1 zeigt ein Blockschaltbild einer Daten-
verarbeitungsumgebung gemal bestimmten be-
schriebenen Aspekten der Erfindung;

[0021] Fig. 2 zeigt ein Blockschaubild von Daten-
strukturen und Einheiten in Bezug auf die Datenver-
arbeitungsumgebung gemafl bestimmten beschrie-
benen Ausfiihrungsarten der Erfindung;

[0022] Fig. 3 zeigt ein Schaubild von Konsistenz-
gruppen gemal bestimmten beschriebenen Ausflih-
rungsarten der Erfindung;
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[0023] Fig. 4 zeigt Logik zur Aufrechterhaltung der
Ubereinstimmung mittels Virtualisierung geman be-
stimmten beschriebenen Ausfiihrungsarten der Erfin-
dung;

[0024] Fig. 5 zeigt ein Blockschaubild eines ersten
Zustands von Datenstrukturen in einer beispielhaften
Ausfuhrungsform gemaR bestimmten beschriebenen
Ausfuhrungsarten der Erfindung;

[0025] Fig. 6 zeigt ein Blockschaubild eines zweiten
Zustands von Datenstrukturen in einer beispielhaften
Ausfuhrungsform gemaR bestimmten beschriebenen
Ausfuhrungsarten der Erfindung;

[0026] Fig. 7 zeigt ein Blockschaubild eines dritten
Zustands von Datenstrukturen in einer beispielhaften
Ausfuhrungsform gemaR bestimmten beschriebenen
Ausfuhrungsarten der Erfindung;

[0027] Fig. 8 zeigt Logik fiir Logik zur Aufrechterhal-
tung der Ubereinstimmung und zur Wiederherstel-
lung nach einem schweren Fehler gemal bestimm-
ten beschriebenen Ausfiihrungsarten der Erfindung;
und

[0028] Fig. 9 zeigt ein Blockschaubild einer Rech-
nerarchitektur, bei der bestimmte beschriebene As-
pekte der Erfindung realisiert sind.

Beste Art und Weise der Durchfiihrung der Erfindung

[0029] In der folgenden Beschreibung wird Bezug
auf die beigeflgten Zeichnungen genommen, die ei-
nen Teil der Beschreibung bilden und mehrere Aus-
fuhrungsarten darstellen. Es versteht sich, dass an-
dere Ausfiihrungsarten verwendet und Anderungen
am Aufbau und an der Betriebsweise vorgenommen
werden kdnnen, ohne vom Umfang der vorliegenden
Ausfuhrungsarten abzuweichen.

[0030] Fig. 1 zeigt ein Blockschaltbild einer Daten-
verarbeitungsumgebung gemal bestimmten Aspek-
ten der Erfindung. Eine primare Speichersteuerung
100 ist mit einer sekundaren Speichersteuerung 102
verbunden. Ein Anwendungssystem 104, das eine
oder mehrere Anwendungen enthalt, kann E/A-Ope-
rationen einschlieBlich Schreiboperationen an die pri-
mare Speichersteuerung 100 durchfihren. In be-
stimmten Ausfihrungsformen kann sich das Anwen-
dungssystem 104 in einer Host-Rechnereinheit befin-
den, die uber einen Host-Busadapter mit der prima-
ren Speichersteuerung 100 verbunden ist.

[0031] Die primare Speichersteuerung 100 und die
sekundare Speichersteuerung 102 kénnen Daten in
einem Primarspeicher 106 beziehungsweise einem
Sekundarspeicher 108 speichern und aus ihnen ab-
rufen, wobei der Primarspeicher 106 mit der primaren
Speichersteuerung 100 und der Sekundarspeicher

108 mit der sekundaren Speichersteuerung 102 ver-
bunden ist. DarUber hinaus kénnen die primare Spei-
chersteuerung 100 und die sekundare Speichersteu-
erung 102 die Operationen des Primarspeichers 106
beziehungsweise des Sekundarspeichers 108 steu-
ern. Der Primarspeicher 106 und der Sekundarspei-
cher 108 kdnnen einen nichtfllichtigen Speicher wie
zum Beispiel Festplattenlaufwerke, RAIDS, Direktzu-
griffspeichereinheiten oder andere Arten von physi-
schem Speicher einschliefl3en.

[0032] In bestimmten Ausfuhrungsformen ist die pri-
mare Speichersteuerung 100 gegebenenfalls nicht
funktionsbereit, und Daten, die zu der sekundaren
Speichersteuerung 102 gehdren, kénnen von einem
Wiederherstellungssystem 110 zur Verarbeitung ver-
wendet werden. In Ausfiihrungsformen der Erfindung
werden Daten, die zu der sekundaren Speichersteu-
erung 102 gehdren, in Ubereinstimmung mit Daten
gehalten, die zu der primaren Speichersteuerung 100
gehéren. Die Ubereinstimmung wird von einer Nach-
bildungsverwaltungsanwendung 112 aufrechterhal-
ten.

[0033] Die Nachbildungsverwaltungsanwendung
112 ist mit der primaren Speichersteuerung 100 und
der sekundaren Speichersteuerung 102 verbunden,
und in bestimmten Ausfihrungsformen kann sie Da-
ten von der primaren Speichersteuerung 100 auf die
sekundare Speichersteuerung 102 spiegeln. In man-
chen Ausfuihrungsformen kann die Spiegelung erfol-
gen, indem Daten asynchron von der primaren Spei-
chersteuerung 100 an die sekundare Speichersteue-
rung 102 kopiert werden.

[0034] In bestimmten Ausfihrungsformen kann die
Nachbildungsverwaltungsanwendung 112 (ber die
primare Speichersteuerung 100 und die sekundare
Speichersteuerung 102 verteilt sein. In anderen Aus-
fuhrungsformen kann sich die Nachbildungsverwal-
tungsanwendung 112 auf einem gesonderten Sys-
tem befinden, das sich von der primaren Speicher-
steuerung 100 und der sekundaren Speichersteue-
rung 102 unterscheidet. In noch weiteren Ausfih-
rungsformen kann sich die Nachbildungsverwal-
tungsanwendung 112 nur in der primaren Speicher-
steuerung 100 oder aber nur in der sekundaren Spei-
chersteuerung 102 befinden.

[0035] In bestimmten Ausfihrungsformen halt die
Nachbildungsverwaltungsanwendung 112 die Uber-
einstimmung der Datenaktualisierungen, die sie von
dem Anwendungssystem 104 empfangen hat, auf-
recht, wobei die Datenaktualisierungen von der pri-
maren Speichersteuerung 100 asynchron an die se-
kundare Speichersteuerung 102 kopiert werden. Die
Nachbildungsverwaltungsanwendung 112 kann eine
Virtualisierung des Sekundarspeichers 108, der mit
der sekundaren Speichersteuerung 102 verbunden
ist, durchfiihren, um die Ubereinstimmung von Daten
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bei der primaren Speichersteuerung 100 und der se-
kundaren Speichersteuerung 102 aufrechtzuerhal-
ten. In bestimmten Ausfihrungsformen beinhaltet die
Virtualisierung die Abbildung des physischen Sekun-
darspeichers 108 auf virtuelle Datentrager.

[0036] Fig. 1 zeigt daher eine Ausfiihrungsform, bei
der die Nachbildungsverwaltungsanwendung 112 die
sekundare Speichersteuerung 102 virtualisiert und
die Ubereinstimmung von Daten bei der primaren
Speichersteuerung 100 und der sekundaren Spei-
chersteuerung 102 aufrechterhalt, wobei Daten asyn-
chron von der primaren Speichersteuerung 100 an
die Speichersteuerung 102 kopiert werden.

[0037] Fig. 2 zeigt ein Blockschaubild von Daten-
strukturen und Einheiten gemaly bestimmten be-
schriebenen Ausfihrungsarten der Erfindung, die zu
der Nachbildungsverwaltungsanwendung 112 und
der sekundaren Speichersteuerung 102 gehdren.

[0038] Die sekundare Speichersteuerung 102 kann
Datenaktualisierungen 200 empfangen, die als Folge
von Schreiboperationen von einer oder von mehre-
ren Anwendungen 204a bis 204m an die primare
Speichersteuerung 100 erzeugt wurden, wobei die
eine oder die mehreren Anwendungen 204a bis
204m das Anwendungssystem 104 bilden kdnnen. In
bestimmten Ausfliihrungsformen kommen die Daten-
aktualisierungen 200 von dem Anwendungssystem
104 asynchron an der sekundaren Speichersteue-
rung 102 Uber die primare Speichersteuerung 100
an, und die Datenaktualisierungen 200 kénnen als
ein Datenaktualisierungsstrom bezeichnet werden.

[0039] Die Nachbildungsverwaltungsanwendung
112 erzeugt eine oder mehrere virtuelle Einheiten wie
zum Beispiel die virtuellen Datentrdger 206a bis
206n, die zu der sekundaren Speichersteuerung 102
gehdren. Die primare Speichersteuerung 100 kann
auch Uber virtuelle Datentrager verfligen, die den vir-
tuellen Datentragern 206a bis 206n entsprechen. In
bestimmten Ausflihrungsformen werden die Daten,
die den virtuellen Datentragern 206a bis 206n ent-
sprechen, an Speicherplatzen in dem physischen Se-
kundarspeicher 108 gespeichert. Die Abbildung der
virtuellen Datentrager 206a bis 206n auf Speicher-
platze in dem physischen Sekundarspeicher 108
kann in Virtualisierungstabellen gespeichert werden,
die zu der sekundaren Speichersteuerung 102 geho-
ren. In bestimmten Ausflihrungsformen kann eine
Verbindung zwischen den Virtualisierungstabellen
208 und den virtuellen Datentragern 206a bis 206n
hergestellt werden.

[0040] Das Anwendungssystem 104 fiihrt E/A-Ope-
rationen an virtuellen Datentrdgern aus, die zu der
primaren Speichersteuerung 100 gehdéren, und zu
der sekundaren Speichersteuerung 102 gehoéren
auch entsprechende virtuelle Datentrager 206a bis
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206n.

[0041] In bestimmten Ausfihrungsformen kann die
Nachbildungsverwaltungsanwendung 112 eine Kon-
sistenzgruppen-Feststellungsanwendung 210 und
zugehorige Datenstrukturen beinhalten, die den Kon-
sistenzgruppen 212 entsprechen.

[0042] Folglich beschreibt Fig. 2 eine Ausflihrungs-
form, bei der die Nachbildungsverwaltungsanwen-
dung 112 die sekundare Speichersteuerung 100 vir-
tualisiert und eine Ubereinstimmung der Daten bei
der primaren Speichersteuerung 100 und der sekun-
daren Speichersteuerung 102 aufrechterhalt.

[0043] Fig. 3 zeigt ein Schaubild von beispielhaften
von der Nachbildungsverwaltungsanwendung 112
erzeugten Konsistenzgruppen gemafy bestimmten
beschriebenen Ausfuhrungsarten der Erfindung.

[0044] Eine Konsistenzgruppe ist eine Gruppe von
Aktualisierungen, bei der sich die Aktualisierungen
Uber eine Vielzahl von Datentragern erstrecken kon-
nen und wobei die Aktualisierungen zusammen ge-
schrieben werden mussen, um eine gegenseitige Da-
tenkonsistenz zwischen den Daten aufrechtzuerhal-
ten, die auf jedem Datentrager der Vielzahl der Da-
tentrager enthalten sind. Um ein Beispiel zu geben,
das nicht als Einschrankung zu verstehen ist, kopiert
ein erster Befehl den Inhalt des Datentragers A1, der
zu der primaren Speichersteuerung 100 gehort, auf
den Datentrager B1, der zu der sekundaren Spei-
chersteuerung 102 gehért, und ein zweiter Befehl ko-
piert den Inhalt des Datentragers A2, der zu der pri-
maren Speichersteuerung gehort, auf den Datentra-
ger B2, der zu der sekundaren Speichersteuerung
gehort. Es ist notwendig, dass die Datentrager B1
und B2 zu einem bestimmten Zeitpunkt einen tber-
einstimmenden Zustand des Datensatzes auf den
Datentragern A1 und A2 darstellen. Bei einer be-
stimmten Abfolge von Operationen auf den Datentra-
gern kann der folgende Satz von abhangigen Schrei-
boperationen durch das Anwendungssystem 104
stattfinden (wobei die zweite Operation nach der ers-
ten Operation stattfindet):

1. Schreibe in den Datensatz auf dem Datentrager

A1 (Daten aktualisiert)

2. Schreibe in den Datensatz auf dem Datentrager

A2 (Daten aktualisiert)

[0045] Wenn der Inhalt der Datentrager A1 und A2
Uber die Datenaktualisierungen 200 asynchron auf
die Datentrager B1 beziehungsweise B2 kopiert wird,
kann die folgende nicht als Einschréankung zu verste-
hende Abfolge von Operationen einen Zustand er-
zeugen, bei dem der Inhalt der Datentrager B1, B2
nicht mit dem Inhalt der Datentrager A1, A2 Uiberein-
stimmt.

1. Kopiere den Inhalt des Datentragers A1 auf

den Datentrager B1
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2. Schreibe in den Datensatz auf dem Datentrager
A1 (Daten aktualisiert)

3. Schreibe in den Datensatz auf dem Datentrager
A2 (Daten aktualisiert)

4. Kopiere den Inhalt des Datentragers A2 auf den
Datentrager B2

[0046] Bei Beendigung aller Kopieroperationen, d.h.
bei Beendigung der vierten Operation, enthalt der
Datentrager B2 die Datenaktualisierung des Daten-
tragers A2, wohingegen der Datentrager B1 nicht die
Datenaktualisierung des Datentragers A1 enthalt.
Der Satz von Datentragern B1, B2 befindet sich in ei-
nem Zustand, der nicht mit dem Zustand des Satzes
der Datentrager A1, A2 Gbereinstimmt. Eine Anwen-
dung 204a bis 204m, die die Datentrager B1, B2 ver-
wendet, welche zu der sekundaren Speichersteue-
rung 102 gehdéren, kénnte nach einem Fehler nicht
mit einer auf den Datentragern B1, B2 gespeicherten
Sicherungskopie wiederhergestellt werden.

[0047] Folglich kénnen nicht alle in Folge stattfin-
denden Datenaktualisierungen einen Ubereinstim-
menden Satz von Datenaktualisierungen bilden. In
Eig. 3 stellen die Zeilen der Tabelle 300 verschiedene
Einheiten dar, und die Spalten stellen unterschiedli-
che Zeitpunkte dar. Bei den Zeitpunkten handelt es
sich um relative und nicht um absolute Zeitpunkte.
Zum Beispiel ist t3 (Bezugszahl 306) ein Zeitpunkt
nach t2 (Bezugszahl 304), und t2 (Bezugszahl 304)
ist ein Zeitpunkt nach t1 (Bezugszahl 302). Eine
Kombination aus Buchstabe und Zahl im Hauptteil
der Tabelle 300 gibt eine an einer Einheit vorgenom-
mene Aktualisierung zu einem bestimmten Zeitpunkt
an, wobei der Buchstabe eine Anwendung und die
Zahl eine Abfolge von Aktualisierungen fur die An-
wendung angibt. B1 (Bezugszahl 308) zum Beispiel
ist die erste Datenaktualisierung von einer Anwen-
dung mit der Bezeichnung B, wobei die Aktualisie-
rung fur die Einheit D3 (Bezugszahl 310) ist, die zum
relativen Zeitpunkt t1 (Bezugszahl 302) ankommt.
Die unterschiedlichen Schattierungen bei den Eintra-
gen der Tabelle 300 geben einen Satz von Aktualisie-
rungen mit Ubereinstimmenden Daten an und sind
nicht unbedingt nur senkrechte Eintragungsbereiche
in der Tabelle. Die Tabelle 300 beispielsweise hat drei
Konsistenzgruppen 312, 314, 316. Bei Daten, die zu
der Sekundarsteuerung 102 gehoéren, missen die
Aktualisierungsdaten in einer Konsistenzgruppe ge-
gebenenfalls zusammen auf die Sekundarsteuerung
102 angewendet werden, damit sie weiterhin mit den
Daten, die zu der Primarsteuerung 100 gehdren,
Ubereinstimmen. Die Festlegung der Konsistenz-
gruppen 312, 314, 316 in der Tabelle 300 kann in je-
der beliebigen in der Technik bekannten Art und Wei-
se vorgenommen werden.

[0048] Folglich zeigt Fig. 3 eine Ausflhrungsform
von beispielhaften Konsistenzgruppen 312, 314, 316,
die von der Nachbildungsverwaltungsanwendung

112 durch Verarbeitung des Datenaktualisierungs-
stroms 200 erzeugt werden kénnen, welcher von der
primaren Speichersteuerung 100 asynchron an der
sekundaren Speichersteuerung 102 ankommt. Um
die Ubereinstimmung der Daten mit den Daten der
primaren Speichersteuerung 102 zu wahren, wird zu-
nachst eine Konsistenzgruppe festgelegt und festge-
schrieben, und anschlieRend werden die Datenaktu-
alisierungen der Konsistenzgruppe Uber Zeiger oder
Verknupfungen in den virtuellen Datentragern 206a
bis 206n der sekundaren Speichersteuerung 108 wi-
dergespiegelt.

[0049] Fig. 4 zeigt Logik zur Aufrechterhaltung der
Ubereinstimmung mittels Virtualisierung, die in der
sekundaren Speichersteuerung 102 gemal be-
stimmten beschriebenen Ausfuhrungsarten der Erfin-
dung realisiert ist.

[0050] Die Steuerung beginnt am Block 400, an
dem die Nachbildungsverwaltungsanwendung 112
Virtualisierungstabellen 208 erzeugt, die den virtuel-
len Datentragern 206a bis 206n entsprechen, welche
zu der sekundaren Speichersteuerung 102 gehoren,
wobei die Virtualisierungstabellen 208 auf Speicher-
platze in dem physischen Speicher 108 zeigen und
den ubereinstimmenden Dateninhalt der virtuellen
Datentrager 206a bis 206n angeben. Die Uberein-
stimmung des Dateninhalts der virtuellen Datentra-
ger 206a bis 206n gilt in Bezug auf den Dateninhalt,
der zu der primaren Speichersteuerung 100 gehort.

[0051] Die Nachbildungsverwaltungsanwendung
112 empfangt (am Block 402) eine Datenaktualisie-
rung 200 fur einen virtuellen Datentrager 206a bis
206n, der zu der sekundaren Speichersteuerung 102
gehort. In bestimmten Ausfihrungsformen kann die
Datenaktualisierung 200 zum Beispiel die Datenaktu-
alisierung B1 (Bezugszahl 308) sein.

[0052] Die Nachbildungsverwaltungsanwendung
112 schreibt (am Block 404) die Datenaktualisierung
200 in nicht verwendeten physischen Speicher. Die
Nachbildungsverwaltungsanwendung 112 kann die
Datenaktualisierung 200 zum Beispiel in nicht ver-
wendete Speicherplatze des Sekundarspeichers 108
schreiben.

[0053] Die Nachbildungsverwaltungsanwendung
112 stellt (am Block 406) fest, ob alle Datenaktualisie-
rungen fur eine Konsistenzgruppe 212 wie zum Bei-
spiel fur die Konsistenzgruppen 312, 314, 316 emp-
fangen worden sind. Wenn ja, aktualisiert die Nach-
bildungsverwaltungsanwendung 112 (am Block 408)
die Virtualisierungstabellen 208, damit sie auf die
Speicherplatze in dem physischen Speicher 108 zei-
gen, die eine Festschreibung der Datenaktualisierun-
gen, die in der Konsistenzgruppe 212 enthalten sind,
angeben. Die aktualisierten Virtualisierungstabellen
208 geben die neuen Daten an, die zu den virtuellen
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Datentragern 206a bis 206n gehdren. Die zu den vir-
tuellen Datentragern 206a bis 206n gehérenden Da-
ten der sekundaren Speichersteuerung 102 stimmen
folglich mit den Daten Uberein, die zu der primaren
Speichersteuerung 100 gehdren.

[0054] Die Nachbildungsverwaltungsanwendung
112 gibt (am Block 410) als Folge der an den Virtua-
lisierungstabellen 208 vorgenommenen Aktualisie-
rungen Speicherplatz in dem physischen Speicher
108 frei. Zum Beispiel werden bestimmte Datenaktu-
alisierungen 200, die am Block 404 in den nicht ver-
wendeten physischen Speicher geschrieben werden,
moglicherweise nicht benétigt, und folglich kann
Speicherplatz freigegeben werden. Die Nachbil-
dungsverwaltungsanwendung 112 empfangt (am
Block 402) die nachste Datenaktualisierung 200.

[0055] Wenn die Nachbildungsverwaltungsanwen-
dung 112 (am Block 406) feststellt, dass nicht alle Da-
tenaktualisierungen fur eine Konsistenzgruppe 212,
wie zum Beispiel fur die Konsistenzgruppen 312,
314, 316, empfangen worden sind, empfangt die
Nachbildungsverwaltungsanwendung 112 (am Block
402) die nachste Datenaktualisierung 200.

[0056] Folglich beschreibt Fig. 4 bestimmte Ausfiih-
rungsformen, bei denen die Nachbildungsverwal-
tungsanwendung 112 alle Datenaktualisierungen 200
an Speicherplatze in dem nicht verwendeten physi-
schen Speicher 108 schreibt, und nachdem sie eine
Konsistenzgruppe 212 festgestellt hat, kann sie nur
eine bestimmte Anzahl der geschriebenen Datenak-
tualisierungen dauerhaft schreiben, indem sie die Vir-
tualisierungstabellen 208 aktualisiert, damit diese auf
die bestimmte Anzahl der geschriebenen Datenaktu-
alisierungen zeigen. Es ist nicht notwendig, die ge-
schriebenen Datenaktualisierungen zu kopieren.

[0057] Fig. 5 zeigt ein Blockschaubild eines ersten
Zustands von Datenstrukturen in einer beispielhaften
Ausfuhrungsform gemaR bestimmten beschriebenen
Ausfuhrungsarten der Erfindung, wobei urspringli-
che Daten zu der sekundaren Speichersteuerung
102 gehoéren und Datenaktualisierungen, die ersten
und zweiten Konsistenzgruppen entsprechen, an der
sekundaren Speichersteuerung 102 angekommen
sind, aber nicht festgeschrieben wurden.

[0058] In Fig. 5 ist eine lineare Darstellung einer
beispielhaften Platte 500 wie zum Beispiel des physi-
schen Speichers 108 gezeigt. Die beispielhafte Platte
500 hat zehn physische Blécke, wobei der erste phy-
sische Block einen ersten virtuellen Block (VB) mit
der Bezeichnung VB1 enthalt, der Teil der urspriingli-
chen Daten auf der Platte 500 ist. Wenn Datenaktua-
lisierungen 200 ankommen und verschiedenen Kon-
sistenzgruppen (CG) zugeordnet werden, werden die
Datenaktualisierungen auf die Platte 500 geschrie-
ben. Zum Beispiel wird eine Datenaktualisierung 200

fur den vierten virtuellen Block (V34), der zu der zwei-
ten Konsistenzgruppe (CG2) gehdrt, in den physi-
schen Block fuinf geschrieben. Die virtuellen Blocke
entsprechen den virtuellen Datentragern 206a bis
206n.

[0059] Fig. 5 zeigt auch die aktuellen Datenzeiger
502, die auf die physischen Blocke der urspriingli-
chen Daten auf der Platte 500 zeigen, Zeiger 504 auf
eine erste Konsistenzgruppe, die auf die physischen
Blocke zeigen, welche den Datenaktualisierungen
entsprechen, die die erste Konsistenzgruppe bilden,
und Zeiger 506 auf eine zweite Konsistenzgruppe,
die auf die physischen Blocke zeigen, welche den
Datenaktualisierungen entsprechen, die die zweite
Konsistenzgruppe bilden.

[0060] Tabellen der Zeiger 502, 504, 506, die die
Abbildung der virtuellen Blécke auf die physischen
Blocke darstellen, werden ebenfalls verwaltet. Zum
Beispiel zeigt die Tabelle 508 des aktuellen Datenzei-
gers die aktuelle Abbildung der virtuellen Blocke auf
die physischen Blocke auf der Platte 500. Die Abbil-
dung in der Tabelle 508 des aktuellen Datenzeigers
zeigt dauerhaft geschriebene (hardened) oder fest-
geschriebene Daten, das heil3t Daten, die bei der pri-
maren Speichersteuerung 100 und bei der sekunda-
ren Speichersteuerung 102 tibereinstimmen. Die An-
wendungen 204a bis 204n, die auf Daten zugreifen,
welche der sekundaren Speichersteuerung 102 zu-
geordnet sind, arbeiten mit den Daten, auf die die
Zeiger 502 fur die aktuellen Daten zeigen.

[0061] Die Tabelle 510 des Zeigers auf die erste
Konsistenzgruppe zeigt die Abbildung der virtuellen
Blocke auf die physischen Blécke auf der Platte 500
bei Datenaktualisierungen, die zu der ersten Konsis-
tenzgruppe gehdéren. Die Daten, die in der Tabelle
510 des Zeigers auf die erste Konsistenzgruppe dar-
gestellt werden, werden nicht dauerhaft geschrieben,
da die erste Konsistenzgruppe noch nicht festge-
schrieben wurde.

[0062] Ebenso zeigt eine Tabelle 512 des Zeigers
auf die zweite Konsistenzgruppe die Abbildung der
virtuellen Blécke auf die physischen Blocke auf der
Platte 500 bei Datenaktualisierungen, die zu der
zweiten Konsistenzgruppe gehdren. Die Daten, die in
der Tabelle 512 des Zeigers auf die zweite Konsis-
tenzgruppe dargestellt werden, werden nicht dauer-
haft geschrieben, da die zweite Konsistenzgruppe
noch nicht festgeschrieben wurde.

[0063] Folglich zeigt Fig. 5 einen ersten Zustand
von Datenstrukturen in einer Ausfiuihrungsform, bei
der Datenaktualisierungen 200 fiir die erste Konsis-
tenzgruppe und die zweite Konsistenzgruppe an der
sekundaren Speichersteuerung 102 angekommen
sind, aber noch nicht festgeschrieben wurden.
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[0064] Fig. 6 zeigt ein Blockschaubild eines zweiten
Zustands von Datenstrukturen in einer beispielhaften
Ausfuhrungsform gemaR bestimmten beschriebenen
Ausfuhrungsarten der Erfindung, wobei die Datenak-
tualisierungen 200, die der Tabelle 510 des Zeigers
auf die erste Konsistenzgruppe entsprechen, dauer-
haft geschrieben wurden, das heif3t, die erste Konsis-
tenzgruppe wurde festgeschrieben, und nicht festge-
schriebene Datenaktualisierungen 200, die einer drit-
ten Konsistenzgruppe entsprechen, kamen an der
sekundaren Speichersteuerung 102 an.

[0065] Fig. 6 zeigt die aktualisierten aktuellen Da-
tenzeiger 502, die auf die physischen Blocke der ur-
springlichen Daten auf der Platte 500 zeigen, die
Zeiger 506 auf die zweite Konsistenzgruppe, die auf
die physischen Bldcke zeigen, welche den Datenak-
tualisierungen entsprechen, die die nicht festge-
schriebene zweite Konsistenzgruppe bilden, und Zei-
ger 600 auf eine neue dritte Konsistenzgruppe, die
auf die physischen Blécke zeigen, die den nicht fest-
geschriebenen Datenaktualisierungen entsprechen,
welche die dritte Konsistenzgruppe bilden.

[0066] Tabellen der Zeiger 502, 506, 510, die die
Abbildung der virtuellen Blécke auf die physischen
Blocke darstellen, werden ebenfalls verwaltet. Zum
Beispiel zeigt die Tabelle 508 des aktuellen Datenzei-
gers die aktuelle Abbildung der virtuellen Blocke auf
die physischen Blécke auf der Platte 500. Die Abbil-
dung in der Tabelle 508 des aktuellen Datenzeigers
zeigt dauerhaft geschriebene oder festgeschriebene
Daten, nachdem die Datenaktualisierungen 200 der
ersten Konsistenzgruppe festgeschrieben worden
sind.

[0067] Die Tabelle 602 des Zeigers auf die dritte
Konsistenzgruppe zeigt die Abbildung der virtuellen
Blocke auf die physischen Blécke auf der Platte 500
bei Datenaktualisierungen, die zu der dritten Konsis-
tenzgruppe gehéren. Die Daten, die in der Tabelle
512 des Zeigers auf die zweite Konsistenzgruppe
oder in der Tabelle 602 des Zeigers auf die dritte Kon-
sistenzgruppe dargestellt sind, werden nicht dauer-
haft geschrieben, da die zweite Konsistenzgruppe
und die dritte Konsistenzgruppe noch nicht festge-
schrieben wurden. In Fig. 6 wurde die Tabelle 510
des Zeigers auf die erste Konsistenzgruppe geldscht,
da die Datenaktualisierungen fir die erste Konsis-
tenzgruppe festgeschrieben wurden.

[0068] Folglich zeigt Fig. 6 eine Ausflihrungsform,
bei der Datenaktualisierungen 200 fiir die erste, die
zweite und die dritte Konsistenzgruppe an der sekun-
daren Speichersteuerung 102 angekommen sind und
nur die Datenaktualisierungen der ersten Konsistenz-
gruppe festgeschrieben wurden.

[0069] Fig. 7 zeigt ein Blockschaubild eines dritten
Zustands von Datenstrukturen in einer beispielhaften
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Ausfuhrungsform gemaR bestimmten beschriebenen
Ausfuhrungsarten der Erfindung. In Fig. 7 wurden die
Datenaktualisierungen 200, die der zweiten und der
dritten Konsistenzgruppe entsprechen, festgeschrie-
ben.

[0070] Da die Datenaktualisierungen der ersten, der
zweiten und der dritten Konsistenzgruppe festge-
schrieben wurden, sind die Tabelle 510 des Zeigers
auf die erste Konsistenzgruppe, die Tabelle 512 des
Zeigers auf die zweite Konsistenzgruppe und die Ta-
belle 602 des Zeigers auf die dritte Konsistenzgruppe
alle als geldscht gezeigt. Die aktuellen Datenzeiger
zeigen auf die physischen Blocke 5, 6, 8, 9 der Platte
500 und entsprechen den virtuellen Blécken VB4,
VB2, VB1 beziehungsweise VB3.

[0071] Folglich zeigt Fig. 7 eine Ausfiihrungsform,
bei der Datenaktualisierungen 200 fiir die erste, die
zweite und die dritte Konsistenzgruppe an der sekun-
daren Speichersteuerung 102 angekommen sind und
alle Datenaktualisierungen festgeschrieben wurden.

[0072] Eiq. 8 zeigt Logik fir Logik zur Aufrechterhal-
tung der Ubereinstimmung von Daten und zur Wie-
derherstellung nach einem schweren Fehler geman
bestimmten beschriebenen Ausfiihrungsarten der Er-
findung, welche in der Nachbildungsverwaltungsan-
wendung 112 ausgefihrt wird.

[0073] Die Steuerung beginnt am Block 800, an
dem eine aktuelle Konsistenzgruppe auf den An-
fangswert eins gesetzt wird. Die Nachbildungsver-
waltungsanwendung 112 stellt (am Block 802) fest,
ob alle Speichersteuerungen, das heif3t die primare
Speichersteuerung 100 und die sekundare Speicher-
steuerung 102, die Datenaktualisierungen der aktuel-
len Konsistenzgruppe empfangen haben. Wenn ja,
schreibt die Nachbildungsverwaltungsanwendung
112 die Datenaktualisierungen der aktuellen Konsis-
tenzgruppe fest und setzt (am Block 804) die aktuel-
len Zeiger bei allen Speichersteuerungen auf die Da-
tenaktualisierungen der aktuellen Konsistenzgruppe.
In bestimmten Ausfihrungsformen kénnen die aktu-
ellen Zeiger uber Datenstrukturen realisiert werden,
die den Virtualisierungstabellen 208 und/oder den
Zeigertabellen 508, 510, 512, 602 zugeordnet sind.

[0074] Die Nachbildungsverwaltungsanwendung
112 stellt (am Block 806) fest, ob alle Zeiger aktuali-
siert worden sind. Wenn ja, |6scht die Nachbildungs-
verwaltungsanwendung (am Block 808) die Zeiger
auf die aktuelle Konsistenzgruppe.

[0075] Die Nachbildungsverwaltungsanwendung
112 erhoht (am Block 810) die aktuelle Konsistenz-
gruppe. Wenn die Datenaktualisierungen der ersten
Konsistenzgruppe zum Beispiel in einem ersten Wie-
derholungslauf der Blécke 802 bis 808 verarbeitet
werden, wirden in dem zweiten Wiederholungslauf



DE 60 2005 000 819 T2 2008.01.10

der Bl6cke 802 bis 808 die Datenaktualisierungen der
zweiten Konsistenzgruppe verarbeitet werden. Die
Nachbildungsverwaltungsanwendung 112 wartet (am
Block 812) auf die Ankunft von Datenaktualisierun-
gen der aktuellen Konsistenzgruppe. Wenn wahrend
der Wartezeit kein Fehler auftritt, schaltet die Steue-
rung zum Block 802, an dem die Nachbildungsver-
waltungsanwendung 112 feststellt, ob alle Speicher-
steuerungen die Datenaktualisierungen fiur die aktu-
elle Konsistenzgruppe empfangen haben.

[0076] Wenn die Nachbildungsverwaltungsanwen-
dung 112 (am Block 802) feststellt, dass nicht alle
Speichersteuerungen die Datenaktualisierungen der
aktuellen Konsistenzgruppe empfangen haben, war-
tet die Nachbildungsverwaltungsanwendung 112 (am
Block 812) auf die Ankunft aller Datenaktualisierun-
gen der aktuellen Konsistenzgruppe. Wenn wahrend
der Wartezeit (am Block 814) ein Fehler oder eine
schwere Stérung auftritt, stellt die Nachbildungsver-
waltungsanwendung 112 (am Block 814) zunachst
die aktuelle Konsistenzgruppe bei allen Speicher-
steuerungen und dann die letzte vorhandene Konsis-
tenzgruppe in jeder Speichersteuerung fest. Die
Nachbildungsverwaltungsanwendung 112 stellt (am
Block 818) die bei allen Speichersteuerungen grofite
vorhandene Konsistenzgruppe fest und aktualisiert
dann (am Block 820) die Zeiger bei allen Speicher-
steuerungen, damit sie der letzten vorhandenen Kon-
sistenzgruppe bei allen Speichersteuerungen ent-
sprechen.

[0077] Wenn die Nachbildungsverwaltungsanwen-
dung 112 (am Block 806) feststellt, dass nicht alle
Zeiger aktualisiert worden sind, wartet die Nachbil-
dungsverwaltungsanwendung 112 (am Block 822)
darauf, dass alle Zeiger aktualisiert werden. Wenn
wahrend der Wartezeit kein Fehler auftritt, schaltet
die Steuerung zum Block 806 zuriick, an dem die
Nachbildungsverwaltungsanwendung 112 feststellt,
ob alle Zeiger aktualisiert worden sind.

[0078] Wenn wahrend der Wartezeit (am Block 822)
ein Fehler auftritt, beginnt die Nachbildungsverwal-
tungsanwendung 112 (am Block 824) mit der Ausfiih-
rung einer FOR-Schleife fir alle Speichersteuerun-
gen. Die Steuerung fir die FOR-Schleife wird (am
Block 824) in jedem Wiederholungslauf fur eine Spei-
chersteuerung ausgefiihrt. Wenn die FOR-Schleife
nicht vollstandig abgearbeitet wurde, das heil3t, wenn
nicht alle Speichersteuerungen verarbeitet worden
sind, stellt die Nachbildungsverwaltungsanwendung
112 (am Block 826) fest, ob die Zeiger der aktuellen
Konsistenzgruppe fir die Speichersteuerung ent-
sprechen, die gerade verarbeitet wird. Wenn ja, setzt
die Nachbildungsverwaltungsanwendung 112 (am
Block 828) die Zeiger zurlick, damit sie der vorheri-
gen Konsistenzgruppe entsprechen, und die Steue-
rung schaltet (am Block 824) zum nachsten Wieder-
holungslauf der FOR-Schleife mit der nachsten Spei-
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chersteuerung.

[0079] Wenn die Zeiger (am Block 826) nicht der ak-
tuellen Konsistenzgruppe entsprechen, schaltet die
Steuerung (am Block 824) zum nachsten Wiederho-
lungslauf der FOR-Schleife mit der nachsten Spei-
chersteuerung. Nach Beendigung der FOR-Schleife
(am Block 830) stimmen die Daten in den Speicher-
steuerungen mit der vorherigen Konsistenzgruppe
Uberein.

[0080] Folglich halt die Logik von Fig. 8 die Daten
bei allen Speichersteuerungen in Ubereinstimmung
miteinander, und Uberdies kann sie im Falle eines
Fehlers oder einer schweren Stérung, der bezie-
hungsweise die sich auf eine Speichersteuerung
wahrend der Aktualisierung von Zeigern oder wah-
rend des Empfangs von Datenaktualisierungen aus-
wirkt, die Zeiger in den Speichersteuerungen zuriick-
setzen, damit sie die Datenaktualisierungen wider-
spiegeln, die zu einer zuvor verarbeiteten Konsis-
tenzgruppe gehoren, so dass die Daten in den Spei-
chersteuerungen miteinander Ubereinstimmen.

[0081] Diese Ausfliihrungsformen erzielen eine
Ubereinstimmung der Daten bei einer asynchronen
Fernkopie, indem sie Speichersysteme virtualisieren.
Eine Nachbildungsverwaltungsanwendung schreibt
Daten, die empfangen wurden, die aber noch nicht
mit Daten in anderen Speicher-Teilsystemen tberein-
stimmen, in nicht verwendeten physischen Speicher.
Als Reaktion auf den Empfang von Daten, die not-
wendig sind, um eine Ubereinstimmung zu ermdgli-
chen, kdnnen Zeiger und Tabellen an den gultigen
Zielspeicherplatzen aktualisiert werden, damit sie auf
Speicherplatze in dem physischen Speicher zeigen,
an die die Daten geschrieben wurden.

[0082] Folglich bedirfen die Ausfiihrungsformen
keiner Zwei-Phasen-Festschreibungsoperation an
der sekundaren Speichersteuerung, um eine Uber-
einstimmung von Daten sicherzustellen. Bei einer
Zwei-Phasen-Festschreibungsoperation kénnen die
Datenaktualisierungen in einer ersten Phase in einen
Journal-Datensatz geschrieben werden, der zu der
sekundaren Speichersteuerung gehort, und in einer
zweiten Phase kénnen die entsprechenden Datenak-
tualisierungen kopiert werden, wenn die Konsistenz-
gruppe festgeschrieben wird. Die Ausflhrungsfor-
men werden ohne Verwendung eines Journal-Daten-
satzes realisiert. Als Reaktion darauf, dass eine Kon-
sistenzgruppe festgeschrieben wird, werden Zeiger
so eingestellt, dass sie auf entsprechende Speicher-
platze im physischen Speicher zeigen, so dass die
eingestellten Zeiger Uber alle Speichersteuerungen
hinweg einen ubereinstimmenden Datensatz darstel-
len.

[0083] Darlber hinaus kénnen die Ausfiihrungsfor-
men im Falle eines Fehlers oder einer schweren Sto-
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rung, der beziehungsweise die wahrend der Aktuali-
sierung von Zeigern oder wahrend des Wartens auf
Datenaktualisierungen auftritt, die Zeiger in den Spei-
chersteuerungen so einstellen, dass sie die Datenak-
tualisierungen widerspiegeln, die zu einer zuvor ver-
arbeiteten Konsistenzgruppe gehoéren, so dass die
Daten in den Speichersteuerungen miteinander tber-
einstimmen.

[0084] Da die Datenaktualisierungen auf der Platte
gespeichert werden kénnen, gibt es iberdies weni-
ger Einschrankungen hinsichtlich der Speichernut-
zung oder der Flichtigkeit, als wenn die Datenaktua-
lisierungen in einem Cachespeicher abgelegt wir-
den. Ferner muss zur Aufnahme von Aktualisierun-
gen fur die Anzahl der Konsistenzgruppen, die je-
weils gerade verarbeitet werden, lediglich genltigend
zusatzlicher Speicherplatz auf der Platte vorhanden
sein.

[0085] Da keine Datenaktualisierungen physisch
Uberschrieben werden, ist es in bestimmten Ausfih-
rungsformen gegebenenfalls auch méglich, mehrere
altere Versionen von ubereinstimmenden Datengrup-
pen in den Speichersteuerungen zu hinterlegen oder
auf diese zuruckzugreifen.

[0086] Die beschriebenen Vorgehensweisen kon-
nen als ein Verfahren, eine Vorrichtung oder als ein
Herstellungsgegenstand realisiert werden, die bezie-
hungsweise der mittels standardmafiger Program-
mier- und/oder technischer Verfahren Software,
Firmware, Hardware oder eine beliebige Kombinati-
on daraus herstellt. Der Begriff "Herstellungsgegen-
stand" bezieht sich in der hier verwendeten Weise auf
Code oder Logik, die in Form von Hardware-Logik
(z.B. in Form eines Schaltkreis-Chip, eines program-
mierbaren Universalschaltkreises (Programmable
Gate Array (PGA)), einer anwendungsspezifischen
integrierten Schaltung (ASIC) usw.) ausgefihrt ist,
oder auf einen rechnerlesbaren Datentrager (bei-
spielsweise ein Magnetspeichermedium wie z.B.
Festplattenlaufwerke, Disketten, Bander usw.), einen
optischen Speicher (CD-ROMs, optische Platten
usw.) flichtige und nichtflichtige Speichereinheiten
(z.B. EEPROMs, ROMs, PROMs, RAMs, DRAMs,
SRAMSs, Firmware, programmierbare Logik usw.).
Der Zugriff auf den Code in dem rechnerlesbaren Da-
tentrager und die Ausfliihrung des Codes erfolgen
durch einen Prozessor. Auf den Code, in dem Aus-
fuhrungsarten realisiert werden, kann Uberdies tUber
ein Ubertragungsmedium oder von einem Dateiser-
ver Uber ein Netzwerk zugegriffen werden. In diesen
Fallen kann der Herstellungsgegenstand, in dem der
Code ausgefiihrt wird, ein Ubertragungsmedium wie
zum Beispiel eine Netzwerk-Ubertragungsleitung, ein
drahtloses Ubertragungsmedium, sich durch den frei-
en Raum ausbreitende Signale, Funkwellen, Infrarot-
signale usw. umfassen. Naturlich erkennt der Fach-
mann, dass an dieser Konfiguration viele Anderun-

gen vorgenommen werden kénnen, ohne vom Um-
fang der Ausflihrungsarten abzuweichen, und dass
der Herstellungsgegenstand jedweden in der Technik
bekannten Datentradger umfassen kann.

[0087] Fig. 9 zeigt ein Blockschaubild einer Rech-
nerarchitektur, bei der bestimmte Aspekte der Erfin-
dung realisiert wurden. Fig.9 zeigt eine Ausfih-
rungsart der Speichersteuerungen 100, 102, einen
Hostrechner, der das Anwendungssystem 104 ent-
halt, und eine Rechnereinheit, die die Nachbildungs-
verwaltungsanwendung 112 enthalt. Die Speicher-
steuerungen 100, 102, der Hostrechner, der das An-
wendungssystem 104 enthalt, und eine Rechnerein-
heit, die die Nachbildungsverwaltungsanwendung
112 enthalt, kdnnen eine Rechnerarchitektur 900 mit
einem Prozessor 902, einem Arbeitsspeicher 904
(z.B. einer flichtigen Speichereinheit) und einem
Permanentspeicher 906 (z.B. einem nichtfliichtigen
Speicher, Magnetplattenlaufwerken, optischen Plat-
tenlaufwerken, Bandlaufwerken usw.) realisieren.
Der Permanentspeicher 906 kann eine interne Spei-
chereinheit, eine an ihn angeschlossene Speicher-
einheit oder eine Speichereinheit umfassen, auf die
Uber ein Netzwerk zugegriffen werden kann. Pro-
gramme im Permanentspeicher 906 kénnen in den
Arbeitsspeicher 904 geladen und von dem Prozessor
902 in einer in der Technik bekannten Weise ausge-
fuhrt werden. Die Architektur kann Uberdies eine
Netzwerkkarte 908 beinhalten, um den Datenaus-
tausch mit einem Netzwerk zu ermdéglichen. Die Ar-
chitektur kann auch mindestens eine Eingabeeinheit
910 wie zum Beispiel eine Tastatur, einen berih-
rungsempfindlichen Bildschirm, einen Stift, eine
sprachaktivierte Eingabe usw. und mindestens eine
Ausgabeeinheit 912 wie zum Beispiel einen Bild-
schirm, einen Lautsprecher, einen Drucker usw. bein-
halten.

[0088] Die Fig. 4 bis Fig. 8 beschreiben ganz be-
stimmte Operationen, die in einer bestimmten Rei-
henfolge stattfinden. Uberdies kénnen die Operatio-
nen parallel sowie in Folge durchgefiihrt werden. In
alternativen Ausfihrungsformen kénnen bestimmte
der Logikoperationen in einer anderen Reihenfolge
durchgefiihrt, geadndert oder entfernt werden und
dennoch Ausflihrungsarten der vorliegenden Erfin-
dung realisieren. Auch kann die vorstehend beschrie-
bene Logik um Schritte erweitert werden und den-
noch den Ausfihrungsarten entsprechen. Noch wei-
tere Schritte kénnen von einem einzigen Prozess
oder von verteilten Prozessen durchgefiihrt werden.

[0089] Obgleich die Ausfiihrungsformen mit Bezug
auf eine asynchrone Fernkopie zwischen Gleichge-
stellten beschrieben wurden, kénnen weitere Ausfuh-
rungsformen zur Anwendung kommen, bei denen
eine Zwei-Phasen-Festschreibungsoperation zum
Kopieren notwendig ist. wenn sich zum Beispiel ein
Datenbankprotokoll und auch Tabellenspeicherplatz
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in derselben Virtualisierungsmaschine befinden, kon-
nen Transaktionen in das Protokoll geschrieben wer-
den, und anschlielend kann die Festschreibungso-
peration mittels der in den Ausfiihrungsformen be-
schriebenen Virtualisierung durchgefihrt werden. Bei
der Verarbeitung des Inhalts der Datenbank kann ge-
gebenenfalls eine Leistungssteigerung erzielt wer-
den, da die Daten zum Festschreiben nicht in den
Speicher Ubertragen werden missen.

[0090] Viele der Software- und der Hardware-Kom-
ponenten wurden zur anschaulicheren Darstellung
als getrennte Module beschrieben. Diese Kompo-
nenten kdnnen zu einer geringeren Anzahl von Kom-
ponenten zusammengefasst oder in eine gréRere
Anzahl von Komponenten aufgeteilt werden. Dartber
hinaus kénnen bestimmte Operationen, die als von
einer bestimmten Komponente durchgefiihrte Opera-
tionen beschrieben wurden, von anderen Komponen-
ten durchgefiihrt werden.

[0091] Die vorstehende Beschreibung der Ausfih-
rungsarten erfolgte folglich zum Zweck der anschau-
lichen Darstellung und Erklarung. Sie erhebt weder
Anspruch auf Vollstandigkeit noch soll sie die Erfin-
dung auf genau die Form, die offen gelegt wurde, be-
schranken. Viele Ab- und Veranderungen sind in An-
betracht der vorstehenden Lehre méglich.

Patentanspriiche

1. Verfahren zum Kopieren von Speicherinhalt,
das Folgendes umfasst:
an einer ersten Einheit (102) Empfangen von Daten-
aktualisierungen von einer zweiten Einheit (100);
Speichern der Datenaktualisierungen an einer Viel-
zahl von physischen Speicherplatzen (108), die zu
der ersten Einheit (102) gehéren, und Erzeugen von
aktuellen Datenzeigern auf mindestens einen der
Vielzahl der physischen Speicherplatze, um tGberein-
stimmende Daten zwischen der ersten Einheit (102)
und der zweiten Einheit (100) zu erhalten; wobei
der Schritt des Erzeugens die vor der Erzeugung der
aktuellen Datenzeiger durchgefuhrte Ermittlung um-
fasst, ob die gespeicherten Datenaktualisierungen
eine Konsistenzgruppe bilden; and Warten auf den
Empfang einer nachsten Datenaktualisierung als Re-
aktion auf die gespeicherten Datenaktualisierungen,
die keine Konsistenzgruppe bilden.

2. Verfahren nach Anspruch 1, wobei die erste
Einheit (102) eine sekundare Speichersteuerung ist,
die mit einem Sekundarspeicher (108) verbunden ist,
und wobei die zweite Einheit (100) eine primare Spei-
chersteuerung ist, die mit einem Primarspeicher
(106) verbunden ist, wobei die Vielzahl der physi-
schen Speicherplatze zu dem Sekundarspeicher
(108) gehdren und wobei die Datenaktualisierungen
an der ersten Einheit (102) asynchron empfangen
werden.

3. Verfahren nach Anspruch 1, wobei die empfan-
genen Daten nur einmal an der Vielzahl der physi-
schen Speicherplatze gespeichert werden, die zu der
ersten Einheit (102) gehéren, wobei das Verfahren
des Weiteren Folgendes umfasst: Freigeben von
physischen Speicherplatzen, die keine Verknipfung
haben und zur Speicherung von spateren Datenaktu-
alisierungen verwendet werden sollen.

4. Verfahren nach Anspruch 1, wobei eine An-
wendung Eingabe-/Ausgabeanforderungen an die
zweite Einheit (100) sendet, wobei die Datenaktuali-
sierungen Ausgabeanforderungen von der Anwen-
dung entsprechen, und wobei die Datenaktualisie-
rungen nur einmal an der ersten Einheit (102) gespei-
chert werden, wobei die erste Einheit (102) die zweite
Einheit (100) beim Antworten auf die Eingabe-/Aus-
gabeanforderungen von der Anwendung jederzeit er-
setzen kann und wobei Daten in der ersten Einheit
und in der zweiten Einheit jederzeit ibereinstimmen.

5. Rechnerprogramm, das Rechnerprogramm-
code umfasst, um, wenn dieser in ein Rechnersystem
geladen wurde und darauf ausgefihrt wird, das
Rechnersystem zur Durchfiihrung aller Schritte eines
Verfahrens nach einem der Ansprliche 1 bis 4 zu ver-
anlassen.

6. System zum Kopieren von Speicherinhalt, das
Folgendes umfasst:
eine erste Verarbeitungseinheit (102), eine Vielzahl
von physischen Speicherplatzen (108), die zu der
ersten Verarbeitungseinheit (102) gehoren;
eine zweite Verarbeitungseinheit (100);
Programmlogik, die Code enthalt, der die erste Verar-
beitungseinheit (102) zur Durchflhrung von Folgen-
dem veranlassen kann:
(i) an der ersten Verarbeitungseinheit (102) Empfan-
gen von Datenaktualisierungen von der zweiten Ver-
arbeitungseinheit (100);
(ii) Speichern der Datenaktualisierungen an der Viel-
zahl der physischen Speicherplatze (108); und
(iii) Erzeugen von aktuellen Datenzeigern auf min-
destens einen der Vielzahl der physischen Speicher-
platze, um Ubereinstimmende Daten zwischen der
ersten Verarbeitungseinheit (102) und der zweiten
Verarbeitungseinheit (100) zu erhalten; wobei die
Programmlogik dartiber hinaus die erste verarbei-
tungseinheit dazu veranlassen kann, Folgendes
durchzufthren: vor dem Erzeugen der aktuellen Da-
tenzeiger Feststellen, ob die gespeicherten Datenak-
tualisierungen eine Konsistenzgruppe bilden; und
Warten auf den Empfang einer nachsten Datenaktu-
alisierung als Reaktion darauf, dass die gespeicher-
ten Datenaktualisierungen keine Konsistenzgruppe
bilden.

7. System nach Anspruch 6, wobei die Verarbei-
tungseinheit eine sekundare Speichersteuerung
(102) ist, die mit einem Sekundarspeicher (108) ver-
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bunden ist, wobei die Vielzahl der physischen Spei-
cherplatze zu dem Sekundarspeicher (108) gehoren
und wobei die Datenaktualisierungen an der sekun-
daren Speichersteuerung (102) asynchron empfan-
gen werden.

8. System nach Anspruch 6, wobei die empfan-
genen Daten nur einmal an der Vielzahl der physi-
schen Speicherplatze gespeichert werden, die zu der
ersten Verarbeitungseinheit (102) gehoéren, und wo-
bei die Programmlogik dartiber hinaus den Prozessor
dazu veranlassen kann, Folgendes durchzufiihren:
Freigeben von physischen Speicherplatzen, die kei-
ne Verknupfung haben und zur Speicherung von spa-
teren Datenaktualisierungen verwendet werden sol-
len.

9. System nach Anspruch 6, wobei die erste Ver-
arbeitungseinheit (102) mit der zweiten Verarbei-
tungseinheit (100) verbunden ist, wobei eine Anwen-
dung Eingabe-/Ausgabeanforderungen an die zweite
Verarbeitungseinheit (100) sendet, wobei die Daten-
aktualisierungen Ausgabeanforderungen von der An-
wendung entsprechen und wobei die Datenaktuali-
sierungen nur einmal an der ersten Verarbeitungsein-
heit (102) gespeichert werden, wobei die erste Verar-
beitungseinheit (102) die zweite Verarbeitungseinheit
(100) beim Antworten auf die Eingabe-/Ausgabean-
forderungen von der Anwendung jederzeit ersetzen
kann und wobei Daten in der ersten Verarbeitungs-
einheit (102) und in der zweiten Verarbeitungseinheit
(100) jederzeit Ubereinstimmen.

10. System nach Anspruch 6, wobei die Pro-
grammlogik darliber hinaus die erste Verarbeitungs-
einheit (102) dazu veranlassen kann, Folgendes
durchzufihren: vor dem Erzeugen der aktuellen Da-
tenzeiger Feststellen, ob die gespeicherten Datenak-
tualisierungen eine Konsistenzgruppe bilden; und Er-
mitteln des mindestens einen physischen Speicher-
platzes, der die Konsistenzgruppe festschreibt, wo-
bei virtueller Speicher, der zu der ersten Verarbei-
tungseinheit (102) gehdrt, mit dem mindestens einen
ermittelten physischen Speicherplatz verknuipft ist.

Es folgen 9 Blatt Zeichnungen
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Anhangende Zeichnungen
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FIG. 3
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FIG. 5
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FIG. 6
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FIG. 7
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FIG. 8
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FIG. 9
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