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METHOD, APPARATUS, AND PROGRAM 
PRODUCT FOR AUTONOMIC PATCH 

DEPLOYMENT BASED ON AUTONOMIC PATCH 
RISK ASSESSMENT AND POLICES 

BACKGROUND OF THE INVENTION 

0001) 1. Field of the Invention 
0002 The present invention relates to data processing 
and, in particular, to patching applications in a managed 
computer environment. Still more particularly, the present 
invention provides a method, apparatus, and program for 
automatic patch deployment based on an assessed risk and 
policies in a managed computer environment. 
0003 2. Description of the Related Art 
0004 A large computer organization may employ a data 
center, which is a room full of servers. Each server may run 
several applications that provide services to customers or 
other applications within the organization. Often, these 
servers run continuously, providing services to users 
throughout the world around the clock. As a result, any 
downtime experienced by a server is potentially costly or 
damaging to the reputation of the organization. For example, 
the organization may have service level agreements with 
customers that may not be met due to server downtime. 
0005. In a managed computer environment, deployment 
of Software is controlled by a managing server. When an 
update, also referred to as a “patch.” for an application is 
available, an administrator may determine whether to push 
the update to the managed endpoints. Managed endpoints 
may be any device within the managed computer environ 
ment, Such as end user client devices, servers, routers, and 
the like. In the case of servers, a patch may disrupt the 
operation of the device. Therefore, the administrator must 
assess the risk of executing the update and deploy the patch 
accordingly. 
0006 Currently, deployment of a patch is a manual 
process in which the data center administrator views patches 
that have been released, reads the documentation, and deter 
mines whether the patch is applicable to the data center. 
However, patch deployment is not a trivial task, and the 
decision to install a patch, as well as when and how to install 
the patch, may be made with incomplete information. The 
administrator must exercise extreme caution when assessing 
the risk of a patch and scheduling deployment. 

SUMMARY OF THE INVENTION 

0007. The present invention recognizes the disadvantages 
of the prior art and provides an automatic patch deployment 
system that deploys a patch according to an assessed risk and 
a policy. The policy may specify actions to be taken to 
deploy the patch for different categories of risk. The auto 
matic patch deployment system receives a patch notification, 
an assessment of the risk, and the policy and deploys the 
patch accordingly. For example, installation of a patch may 
be indefinitely delayed for high risk patches, rescheduled for 
medium risk patches, or installed immediately for low risk 
patches. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008. The novel features believed characteristic of the 
invention are set forth in the appended claims. The invention 
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itself, however, as well as a preferred mode of use, further 
objectives and advantages thereof, will best be understood 
by reference to the following detailed description of an 
illustrative embodiment when read in conjunction with the 
accompanying drawings, wherein: 
0009 FIG. 1 depicts a pictorial representation of a net 
work of data processing systems in which aspects of the 
present invention may be implemented; 

0010 FIG. 2 is a block diagram of a data processing 
system that may be implemented as a server in accordance 
with an illustrative embodiment of the present invention; 
0011 FIG. 3 is a block diagram of a data processing 
system in which aspects of the present invention may be 
implemented; 

0012 FIG. 4 is a visual diagram illustrating the opera 
tional flow of an automatic risk assessment system in 
accordance with exemplary aspects of the present invention; 
0013 FIG. 5 is a visual diagram illustrating the opera 
tional flow of an automatic patch deployment system in 
accordance with exemplary aspects of the present invention; 

0014 FIG. 6 is a flowchart illustrating operation of an 
automatic patch deployment system in accordance with 
exemplary aspects of the present invention; and 

0.015 FIG. 7 is a flowchart illustrating operation of 
automatic patch deployment system in accordance with an 
example policy in accordance with an exemplary embodi 
ment of the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0016 FIGS. 1-3 are provided as exemplary diagrams of 
data processing environments in which embodiments of the 
present invention may be implemented. It should be appre 
ciated that FIGS. 1-3 are only exemplary and are not 
intended to assert or imply any limitation with regard to the 
environments in which aspects or embodiments of the 
present invention may be implemented. Many modifications 
to the depicted environments may be made without depart 
ing from the spirit and scope of the present invention. 

0017. With reference now to the figures, FIG. 1 depicts a 
pictorial representation of a network of data processing 
systems in which aspects of the present invention may be 
implemented. Network data processing system 100 is a 
network of computers in which embodiments of the present 
invention may be implemented. Network data processing 
system 100 contains a network 102, which is the medium 
used to provide communications links between various 
devices and computers connected together within network 
data processing system 100. Network 102 may include 
connections, such as wire, wireless communication links, or 
fiber optic cables. 
0018. In the depicted example, servers 122, 124, 126 
connect to network 102 along with storage unit 106. In 
addition, clients 112, 114, 116 connect to network 102. 
These clients 112, 114, 116 may be, for example, personal 
computers or network computers. In the depicted example, 
server 126, for example, provides data and/or applications to 
clients 112, 114, 116. Clients 112, 114, 116 are clients to 
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server 122. Network data processing system 100 may 
include additional servers, clients, and other devices not 
shown. 

0019. In accordance with an illustrative aspect of the 
present invention, server 124 provides management services 
for devices in network data processing system 100. For 
example, server 126 and client 116 may be managed nodes 
in the managed computer environment. Server 122 provides 
application monitoring to determine the status of an appli 
cation that is to be patched. Server 122 may collect from an 
application running on, for example, server 126, metrics that 
indicate a level of activity. Although depicted in the example 
shown in FIG. 1 as separate computer devices in network 
data processing system 100, managing server 124 and appli 
cation monitoring server 122 may be server applications or 
processes running on the same machine or different 
machines. 

0020. In accordance with an illustrative aspect of the 
present invention, server 124 automatically assesses the risk 
of installing the patch on a managed endpoint. A patch 
metadata may contain a list of files that are “touched by the 
patch. The term “touched, as used herein, refers to when a 
file is modified, updated, or deleted by a patch. For example, 
the patch may replace a file with a newer version of a file, 
modify attributes of the file, or delete the file. 
0021 Application monitoring server 122 may collect 
data about the application to be patched. Such as the amount 
of memory being used, which may indicate that the appli 
cation is under heavy use, or whether one or more touched 
files are locked by the application to be patched or another 
application. Using the list of touched files, the information 
collected by application monitoring server 122, and other 
information, such as time of patch deployment and the like, 
managing server 124 determines a measure of risk for 
deploying the patch. 

0022. The level of risk represents likelihood that the 
patch will disrupt activity of the server. For example, if a 
touched file is locked by an application, the server will 
require a reboot to gain access to the file. A reboot is a very 
disruptive action. As another example, if a large amount of 
memory is being used by the server, then there is a high 
likelihood that the patching the application will negatively 
affect the productivity of the server. 
0023. In the depicted example, network data processing 
system 100 is the Internet with network 102 representing a 
worldwide collection of networks and gateways that use the 
Transmission Control Protocol/Internet Protocol (TCP/IP) 
Suite of protocols to communicate with one another. At the 
heart of the Internet is a backbone of high-speed data 
communication lines between major nodes or host comput 
ers, consisting of thousands of commercial, government, 
educational and other computer systems that route data and 
messages. Of course, network data processing system 100 
also may be implemented as a number of different types of 
networks. Such as for example, an intranet, a local area 
network (LAN), or a wide area network (WAN). FIG. 1 is 
intended as an example, and not as an architectural limita 
tion for different embodiments of the present invention. 
0024 Referring to FIG. 2, a block diagram of a data 
processing system that may be implemented as a server, Such 
as server 104 in FIG. 1, is depicted in accordance with an 
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illustrative embodiment of the present invention. Data pro 
cessing system 200 may be a symmetric multiprocessor 
(SMP) system including a plurality of processors 202 and 
204 that connect to system bus 206. Alternatively, a single 
processor System may be employed. Also connected to 
system bus 206 is memory controller/cache 208, which 
provides an interface to local memory 209. I/O bus bridge 
210 connects to system bus 206 and provides an interface to 
I/O bus 212. Memory controller/cache 208 and I/O bus 
bridge 210 may be integrated as depicted. 

0025 Peripheral component interconnect (PCI) bus 
bridge 214 connects to I/O bus 212 provides an interface to 
PCI local bus 216. A number of modems may be connected 
to PCI local bus 216. Typical PCI bus implementations will 
Support four PCI expansion slots or add-in connectors. 
Communications links to clients 108-112 in FIG. 1 may be 
provided through modem 218 and network adapter 220 
connected to PCI local bus 216 through add-in connectors. 
0026. Additional PCI bus bridges 222 and 224 provide 
interfaces for additional PCI local buses 226 and 228, from 
which additional modems or network adapters may be 
Supported. In this manner, data processing system 200 
allows connections to multiple network computers. A 
memory-mapped graphics adapter 230 and hard disk 232 
may also be connected to I/O bus 212 as depicted, either 
directly or indirectly. 

0027 Those of ordinary skill in the art will appreciate 
that the hardware depicted in FIG.2 may vary. For example, 
other peripheral devices, such as optical disk drives and the 
like, also may be used in addition to or in place of the 
hardware depicted. The depicted example is not meant to 
imply architectural limitations with respect to the present 
invention. 

0028. The data processing system depicted in FIG.2 may 
be, for example, an IBM eServerTM pSeries(R) computer 
system, running the Advanced Interactive Executive 
(AIX(R) operating system or LINUX operating system 
(eServer, pSeries and AIX are trademarks of International 
Business Machines Corporation in the United States, other 
countries, or both while Linux is a trademark of Linus 
Torvalds in the United States, other countries, or both). 
0029. With reference now to FIG. 3, a block diagram of 
a data processing system is shown in which aspects of the 
present invention may be implemented. Data processing 
system 300 is an example of a computer, such as client 108 
in FIG. 1, in which code or instructions implementing the 
processes for embodiments of the present invention may be 
located. In the depicted example, data processing system 
300 employs a hub architecture including a north bridge and 
memory controller hub (MCH) 308 and a south bridge and 
input/output (I/O) controller hub (ICH)310. Processor 302, 
main memory 304, and graphics processor 318 are con 
nected to MCH 308. Graphics processor 318 may be con 
nected to the MCH through an accelerated graphics port 
(AGP), for example. 

0030. In the depicted example, local area network (LAN) 
adapter 312, audio adapter 316, keyboard and mouse adapter 
320, modem 322, read only memory (ROM) 324, hard disk 
drive (HDD) 326, CD-ROM drive 330, universal serial bus 
(USB) ports and other communications ports 332, and 
PCIFPCIe devices 334 connect to ICH 310. PCI/PCIe 
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devices may include, for example, Ethernet adapters, add-in 
cards, PC cards for notebook computers, etc. PCI uses a card 
bus controller, while PCIe does not. ROM 324 may be, for 
example, a flash binary input/output system (BIOS). Hard 
disk drive 326 and CD-ROM drive 330 may use, for 
example, an integrated drive electronics (IDE) or serial 
advanced technology attachment (SATA) interface. A Super 
I/O (SIO) device 336 may be connected to ICH 310. 

0031. An operating system runs on processor 302 and 
coordinates and provides control of various components 
within data processing system 300 in FIG. 3. The operating 
system may be a commercially available operating system 
such as Microsoft(R) Windows(R XP (Microsoft and Win 
dows are trademarks of Microsoft Corporation in the United 
States, other countries, or both). An object oriented pro 
gramming system, Such as the JavaTM programming system, 
may run in conjunction with the operating system and 
provides calls to the operating system from JavaTM programs 
or applications executing on data processing system 300 
(Java is a trademark of Sun Microsystems, Inc. in the United 
States, other countries, or both). 
0032. Instructions for the operating system, the object 
oriented programming system, and applications or programs 
are located on Storage devices, such as hard disk drive 326, 
and may be loaded into main memory 304 for execution by 
processor 302. The processes for embodiments of the 
present invention are performed by processor 302 using 
computer implemented instructions, which may be located 
in a memory such as, for example, main memory 304. 
memory 324, or in one or more peripheral devices 326 and 
330. These processes may be executed by any processing 
unit, which may contain one or more processors. 

0033. Those of ordinary skill in the art will appreciate 
that the hardware in FIGS. 1-3 may vary depending on the 
implementation. Other internal hardware or peripheral 
devices, such as flash memory, equivalent non-volatile 
memory, or optical disk drives and the like, may be used in 
addition to or in place of the hardware depicted in FIGS. 1-3. 
Also, the processes of the present invention may be applied 
to a multiprocessor data processing system. As some illus 
trative examples, data processing system 300 may be a 
personal digital assistant (PDA), which is configured with 
flash memory to provide non-volatile memory for storing 
operating system files and/or user-generated data. 

0034. A bus system may be comprised of one or more 
buses, such as system bus 206, I/O bus 212 and PCI buses 
216, 226, 228, as shown in FIG. 2. Of course the bus system 
may be implemented using any type of communications 
fabric or architecture that provides for a transfer of data 
between different components or devices attached to the 
fabric or architecture. A communications unit may include 
one or more devices used to transmit and receive data, Such 
as modem 218 or network adapter 220 of FIG. 2 or modem 
322 or LAN 312 of FIG. 3. A memory may be, for example, 
local memory 209 or cache, such as found in memory 
controller/cache 208 of FIG. 2, or main memory 304 of FIG. 
3. A processing unit may include one or more processors or 
central processing units, such as processor 202 or processor 
204 of FIG. 2 or processor 302 of FIG. 3. The depicted 
examples in FIGS. 1-3 and above-described examples are 
not meant to imply architectural limitations. For example, 
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data processing system 300 also may be a tablet computer, 
laptop computer, or telephone device in addition to taking 
the form of a PDA. 

0035 FIG. 4 is a visual diagram illustrating the opera 
tional flow of an automatic risk assessment system in 
accordance with exemplary aspects of the present invention. 
In step 1, a new patch is released by a vendor and patch 
notification 410 is received at managing server 420. A patch 
may be released, for example, to update functionality of an 
application, to fix bugs, or to update a device driver. The 
patch itself may replace files with newer files, modify 
attributes of a file, or delete files, for instance. The patch may 
be associated with a particular application, an operating 
system component, or a device driver, for example. Patch 
notification 410 may include the patch files and metadata 
describing the patch. Patch notification 410 may also include 
a list of touched files or, in other words, files affected by the 
patch. 

0036). In step 2, managing server 420 performs patch risk 
assessment. Managing server 420 checks the applicability of 
the patch based on the files affected by the patch, activity of 
the node being patched from metrics collected by applica 
tion monitoring server 430, and other factors. 
0037. In step 3, managing server 420 applies the patch to 
managed endpoint 440. Based on the risk assessment from 
step 2, managing server 420 can apply the patch immedi 
ately, schedule deployment of the patch for a later time, or 
notify the administrator of a high risk so the administrator 
may take appropriate measures. Managing server 420 also 
communicates with policy engine 450, which identifies 
policies from policy storage 460 that apply to the patch 
being deployed. Managing server 420 then applies the 
identified policies when deploying the patch. 
0038 For example, managing server 420 may send patch 
information to policy engine 450 indicating that the patch 
updates an application associated with a service level agree 
ment and is to be deployed in China. Policy engine 450 then 
identifies the policies that apply to patches that affect appli 
cations associated with a service level agreement and poli 
cies that apply to scheduling patch deployment in China. 
Managing server 420 may then apply those policies to the 
patch based on the risk assessment and schedule installation 
of the patch accordingly. 

0039 Turning to FIG. 5, a visual diagram is shown 
illustrating the operational flow of an automatic patch 
deployment system in accordance with exemplary aspects of 
the present invention. Automatic patch deployment system 
520 is illustrated using a MAPE (monitor, analyze, plan, 
execute) loop diagram. The system begins by monitoring 
individual files and assigning weights, shown as 502. Files 
may be assigned higher lower weights based on how fre 
quently, or recently, they are accessed, for example. In the 
depicted example, the file MSVC.DLL is assigned a weight 
of 20, the file Kernel.DLL is assigned a weight of 20, and the 
file XXX.DLL is assigned a weight of 5. 
0040 Monitor component 522 monitors activity on the 
endpoint on which the patch is to be installed. The endpoint 
is shown as element 536, although element 536 may repre 
sent an application, operating system component, device 
driver or any other element that is to be affected by the patch. 
In the depicted example, monitor component 522 collects 
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usage metrics 504 to monitor activity, Such as a percentage 
of usage of resources being used, for example, via sensors 
532. For instance, sensors 532 may be an application moni 
tor component of an application being patched and receive 
a metric indicating a percentage of memory being used by 
the application. A person of ordinary skill in the art will 
recognize that other types of monitoring and sensors may 
also be used within the scope of the present invention. 
0041 Analysis component 524 analyzes the patch based 
on weights 502, metrics 504, and policy 506 to assess the 
risk of the patch. Analysis component 524 may determine a 
percentage risk that the patch will result in a hang or reboot 
or will significantly degrade productivity of the endpoint. 
Policy 506 may, for example, define how the percentage risk 
is categorized into high risk, medium risk, or low risk. In the 
depicted example, policy 506 defines a 50% or greater risk 
as high risk, less than 50% and greater than or equal to 20% 
as medium risk, and less than 20% as low risk. High risk 
may indicate, for example, that the risk is likely to require 
a reboot, while low risk may indicate that the patch can be 
installed immediately without significantly affecting produc 
tivity of the managed endpoint. 
0.042 Policy 506 may be specific to a particular patch, 
specific to a particular endpoint, or universal to all patches 
being deployed to all endpoints. For example, a policy for an 
end user client device may be more tolerant than a policy for 
a server providing critical services to customers under a 
service level agreement. As another example, a policy for a 
non-critical patch may allow a greater distribution within the 
medium risk category because productivity of the endpoint 
may be more important than the timeliness of the patch. 
0.043 Planning component 526 determines how to install 
the patch based on the risk assessment from analysis com 
ponent 524. More particularly, planning component 526 may 
make a determination of whether to install the patch and 
when to install the patch based on policy 508. In the depicted 
example, policy 508 indicates that installation of a patch 
with high risk shall be delayed, while a patch with medium 
risk shall be installed when the endpoint is idle and a patch 
with low risk may be installed immediately. 
0044. Once planning component 526 determines that a 
patch is to be installed, execution component 528 effectuates 
plan from planning component 526 to install the patch 510 
via effectors 534. Effectors 534 apply the patch to element 
536 by replacing files, updating files, modifying attributes, 
altering configurations, deleting files, and the like. 
0045 Monitor component 522, analysis component 524, 
planning component 526, and execution component 528 
operate based on knowledge 530. Knowledge 530 is the 
engine that drives the MAPE loop. Knowledge 530 sched 
ules and analyzes the monitoring data. Knowledge 530 
executes based on the policies and applies policies based on 
the data. 

0046 FIG. 6 is a flowchart illustrating operation of an 
automatic patch deployment system in accordance with 
exemplary aspects of the present invention. Operation 
begins and the automatic patch deployment system receives 
a patch notification (block 602). Then, the automatic patch 
deployment system loads a policy for patch deployment 
(block 604) and monitors application activity (block 606). 
Next, the automatic patch deployment system analyzes the 
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patch (block 608) and determines a level of risk for the patch 
(block 610). Thereafter, the automatic patch deployment 
system deploys the patch according to the policy (block 612) 
and operation ends. 
0047 FIG. 7 is a flowchart illustrating operation of 
automatic patch deployment system in accordance with an 
example policy in accordance with an exemplary embodi 
ment of the present invention. More particularly, FIG. 7 
illustrates deployment of a patch according to the policy 
shown as element 508 in FIG. 5. Operation begins and the 
automatic patch deployment system determines whether the 
patch risk is high, medium, or low (block 702). If the patch 
risk is high, the automatic patch deployment system delays 
the patch install (block 704) and notifies the administrator 
(block 706) of the delayed patch install. The administrator 
may then manually assess the situation and determine 
whether activity of the endpoint machine should be inter 
rupted to deploy the patch. 

0.048 If the patch risk is medium in block 702, the 
automatic patch deployment system determines whether the 
application is idle (block 708). If the application is not idle, 
the automatic patch deployment returns to block 708 to wait 
until the application is idle. If the application is idle in block 
708, the automatic patch deployment system installs the 
patch (block 710) and operation ends. 
0049) If the patch risk is low in block 702, then the patch 
is not likely to interrupt activity of the endpoint machine, 
and the automatic patch deployment system proceeds 
directly to block 710 to install the patch and operation ends. 
0050. The example flow of operation shown in FIG. 7 is 
specific to one example policy. The deployment of a patch 
may be fully customized using a policy file. Such as policy 
508 shown in FIG. 5. That is, an administrator, when 
creating the policy, may determine that a patch with high 
risk may be installed when the application is idle. A policy 
may specify that when a patch having a medium risk is 
deployed, the patch may be installed immediately with a 
notification being sent to the administrator so the adminis 
trator may monitor completion of the patch. Thus, the policy 
may vary depending upon the endpoint device, the element 
being patched, whether there is a service level agreement, 
etc. 

0051 While the example policy is based on three discrete 
categories of risk, the policy may also be based on more or 
fewer categories of risk or even other representations of risk, 
Such as percentage values, types of risk (reboot, hang, high 
memory consumption, low disk space, etc.), and the like. 
0052 Furthermore, FIG. 5 depicts separate components 
502, 504, 506, 508, that specify policy information for 
assessing and deploying a patch; however, all of these 
components may be stored in a single policy file. The policy 
file may take the form of a table, text file, or other file type. 
In a more specific embodiment, the policy file may take the 
form of a markup language document, such as an extensible 
markup language (XML) document or the like. 
0053 Thus, the present invention solves the disadvan 
tages of the prior art by providing an automatic patch 
deployment system that deploys the patch according to the 
assessed risk and a policy. The policy may specify actions to 
be taken to deploy the patch for different categories of risk. 
The automatic patch deployment system receives a patch 
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notification, an assessment of the risk, and the policy and 
deploys the patch accordingly. For example, installation of 
a patch may be indefinitely delayed for high risk patches, 
rescheduled for medium risk patches, or installed immedi 
ately for low risk patches. 

0054 The invention can take the form of an entirely 
hardware embodiment, an entirely software embodiment, or 
an embodiment containing both hardware and software 
elements. In one preferred embodiment, the invention is 
implemented in software, which includes but is not limited 
to firmware, resident software, microcode, etc. 

0055. Furthermore, the invention can take the form of a 
computer program product accessible from a computer 
usable or computer-readable medium providing program 
code for use by or in connection with a computer or any 
instruction execution system. For the purposes of this 
description, a computer-usable or computer-readable 
medium may be any apparatus that can contain, Store, 
communicate, propagate, or transport the program for use by 
or in connection with an instruction execution system, 
apparatus, or device. 

0056. The medium may be an electronic, magnetic, opti 
cal, electromagnetic, infrared, or semiconductor System (or 
apparatus or device) or a propagation medium. Examples of 
a computer-readable medium include a semiconductor or 
Solid state memory, magnetic tape, a removable computer 
diskette, a random access memory (RAM), a read-only 
memory (ROM), a rigid magnetic disk and an optical disk. 
Current examples of optical disks include compact disk 
read only memory (CD-ROM), compact disk read/write 
(CD-R/W) and digital video disk (DVD). 
0057. A data processing system suitable for storing and/ 
or executing program code will include at least one proces 
Sor coupled directly or indirectly to memory elements 
through a system bus. The memory elements can include 
local memory employed during actual execution of the 
program code, bulk storage, and cache memories which 
provide temporary storage of at least Some program code in 
order to reduce the number of times code must be retrieved 
from bulk storage during execution. Input/output or I/O 
devices (including but not limited to keyboards, displays, 
pointing devices, etc.) may be coupled to the system either 
directly or through intervening I/O controllers. 

0.058 Network adapters may also be coupled to the 
system to enable the data processing system to become 
coupled to other data processing systems or remote printers 
or storage devices through intervening private or public 
networks. Modems, cable modem and Ethernet cards are just 
a few of the currently available types of network adapters. 

0059. The description of the present invention has been 
presented for purposes of illustration and description, and is 
not intended to be exhaustive or limited to the invention in 
the form disclosed. Many modifications and variations will 
be apparent to those of ordinary skill in the art. The 
embodiment was chosen and described in order to best 
explain the principles of the invention, the practical appli 
cation, and to enable others of ordinary skill in the art to 
understand the invention for various embodiments with 
various modifications as are Suited to the particular use 
contemplated. 
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What is claimed is: 
1. A method for automatic patch deployment, the method 

comprising: 

receiving a patch to be installed for a software component 
on an endpoint device; 

receiving a risk assessment for the patch identifying a 
level of risk for installing the patch on the endpoint 
device; 

retrieving a policy; and 
deploying the patch according to the level of risk and the 

policy. 
2. The method of claim 1, wherein the level of risk is one 

of high, medium, or low. 
3. The method of claim 2, wherein deploying the patch 

includes delaying installation of the patch and notifying an 
administrator if the level of risk is high. 

4. The method of claim 2, wherein deploying the patch 
includes installing the patch when the Software component 
is idle if the level of risk is medium. 

5. The method of claim 2, wherein deploying the patch 
includes installing the patch immediately if the level of risk 
is low. 

6. The method of claim 1, wherein the policy is retrieved 
from a policy file. 

7. The method of claim 6, wherein the policy file is an 
extensible markup language file. 

8. An automatic patch deployment system comprising: 
a managing server, wherein the managing server receives 

a patch to be installed for a software component on an 
endpoint device and receives a risk assessment for the 
patch identifying a level of risk for installing the patch 
on the endpoint device; 

a policy engine that identifies one or more policies for the 
patch and sends the one or more policies to the man 
aging server, wherein the managing server deploys the 
patch at the endpoint device according to the level of 
risk and the one or more policies. 

9. The automatic patch deployment system of claim 8, 
wherein the level of risk is one of high, medium, or low. 

10. The automatic patch deployment system of claim 9, 
wherein deploying the patch includes delaying installa 

tion of the patch and notifying an administrator if the 
level of risk is high. 

11. The automatic patch deployment system of claim 9. 
wherein deploying the patch includes installing the patch 
when the software component is idle if the level of risk is 
medium. 

12. The automatic patch deployment system of claim 9. 
wherein deploying the patch includes installing the patch 
immediately if the level of risk is low. 

13. The automatic patch deployment system of claim 8, 
wherein the policy is retrieved from a policy storage. 

14. A computer program product comprising: 
a computer usable medium having computer usable pro 
gram code for automatic patch deployment, the com 
puter program product including: 

computer usable program code for receiving a patch to be 
installed for a Software component on an endpoint 
device; 



US 2007/0033635 A1 

computer usable program code for receiving a risk assess 
ment for the patch identifying a level of risk for 
installing the patch on the endpoint device; 

computer usable program code for retrieving a policy; and 
computer usable program code for deploying the patch 

according to the level of risk and the policy. 
15. The computer program product of claim 14, wherein 

the level of risk is one of high, medium, or low. 
16. The computer program product of claim 15, wherein 

the computer usable program code for deploying the patch 
includes computer usable program code for delaying instal 
lation of the patch and notifying an administrator if the level 
of risk is high. 
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17. The computer program product of claim 15, wherein 
the computer usable program code for deploying the patch 
includes computer usable program code for installing the 
patch when the software component is idle if the level of risk 
is medium. 

18. The computer program product of claim 15, wherein 
the computer usable program code for deploying the patch 
includes computer usable program code for installing the 
patch immediately if the level of risk is low. 

19. The computer program product of claim 14, wherein 
the policy is retrieved from a policy file. 

20. The computer program product of claim 19, wherein 
the policy file is an extensible markup language file. 
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