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(57) ABSTRACT 
A data network in which at least one Switch is provided with 
the facility for estimating current network demands using a 
polygonal approximation to Scaled cumulant generating 
function. The approximaton is iteratively refined in accor 
dance with Sampled data passing through the Switch. The 
Switch estimates the demand associated with a new data 
processing request as it is received by the Switch and decides 
whether to accept the request based on available resources. 
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RELATING TO DATA NETWORKS 

INTRODUCTION 

0001. The present invention relates generally to data 
networks and more particularly to the design and manage 
ment of Such networks. 

0002 For the purposes of this specification the term data 
network is taken to include any network in which Signals 
originate from a multiplicity of Sources. These signals may 
be in a variety of formats other than the digital packet 
arrangements associated with local area networks, Internet 
and intranet applications and may also include telephone 
networks, cable TV, cellular and Satellite communications. 
0.003 Controlling congestion on high-speed networks is 
becoming increasingly difficult and expensive. In the case of 
the Internet, it would historically have been impossible to 
predict the impact that the provision of Services, Such as the 
World Wide Web (WWW) would have generated. The traffic 
explosion which is now apparent and the extraordinary 
demand for new Services means that bandwidth optimisation 
is now imperative for any network operator. ASynchronous 
Transfer Mode (ATM) in which signals are broken up into 
Small cells of uniform Size to carry Voice, data and Video 
across a network through ATM Switches is widely used and 
is particularly suited to the present invention. The ATM 
Switches at each network node operate at great Speed to read 
the address of an incoming cell and direct it to an appropriate 
destination. The ongoing challenge to the operators of Such 
networks is the effective management of System resources 
particularly in light of the increasing number of "bandwidth 
hungry” applications. 

0004 All networks including ATM networks are of their 
nature bandwidth limited to Some level therefore when the 
network is asked to communicate a new signal or a set of 
Signals it is essential to accurately determine whether the 
request can be reliably processed without overloading the 
capacity of the network. 
0005. In connection oriented networks, this determina 
tion is Sometimes referred to as connection admission con 
trol (CAC), and relies on knowledge about the behaviour of 
both the current signals on the network and of the new signal 
or Signals. When a request is received for a new traffic 
Stream to enter a network, the network will attempt to route 
that Stream through a sequence of Switches Similar to the 
ATM Switches already mentioned. There may be several 
different possible routes through the network and the net 
work may have a means of choosing from among them. 
However, for transmission failure intolerant or time depen 
dent networks a new Stream can be handled along a par 
ticular route if and only if the Sum of resource requirements, 
that is the current and new, at each Switching point along the 
route does not exceed that Switching point available 
resources. Thus, the present invention may be applied inde 
pendently at each Switching point in the network to deter 
mine whether resources will be exceeded at that point if the 
new Stream is accepted. 
0006 The subsequent description will refer to connection 
admission at a particular point in the network. 
0007. The first known way of determining whether a new 
traffic Stream can be handled by a network carrying existing 
traffic Streams is to determine the peak resource requirement 
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of each traffic Stream. Then, the current capacity of the 
network used by the existing Streams is represented by the 
Sum of their peak requirements, and a new traffic Stream can 
be handled by the network if its peak requirement plus the 
Sum of the peak requirements of the existing Streams does 
not exceed the maximum capacity of the network. This 
approach to connection admission control is referred to as 
“allocation on peak'. 
0008. In networks where the peak requirement is its usual 
requirement, this is a simple and efficient method. For 
example, in a digital telephone network, the peak require 
ment of a call corresponds its usual requirement So that 
connection admission control is relatively Straight forward. 
However, in situations where the requirements of a traffic 
Stream vary during the time that Stream is being carried by 
the network, then the method of allocation on peak is 
potentially wasteful. If, in practice, only a Small number of 
the existing traffic Streams are at their peak requirements, 
there will be a difference between the sum of the peak 
requirements and the actual capacity of the network used by 
the traffic Streams at any particular time. If allocation on 
peak was then used as the connection admission control, the 
control System may prevent a particular signal being handled 
by the network, when, in fact, the network had sufficient 
capacity to handle that Signal. 
0009. Therefore, techniques have been developed which 
take into account Statistical variation of each of the traffic 
Stream, to determine network demands associated with 
existing traffic Streams. The bandwidth requirement per 
Source can be greatly reduced by mixing traffic from many 
Sources. The likelihood of peak demand from all traffic 
Sources occurring Simultaneously is Small therefore using 
Statistical multiplexing it is possible increase the number of 
Signals which may be carried by the network. 
0010 Statistical multiplexing is made possible by the use 
of buffers in which cells can be Stacked in queues, waiting 
to be processed by the Switch. These buffers allow “source 
modelling, to be implemented. This Source modelling 
requires a Statistical model to be derived from each carried 
traffic stream to obtain the statistical properties of the traffic 
Streams as a whole. Each Statistical model is a mathematical 
model containing a number of adjustable parameters. The 
model is then fitted to a respective Stream by observing the 
traffic over a period of time as it passes through the buffers, 
deducing its Statistical properties, and adjusting the param 
eters of the model to reproduce these. There is an obvious 
risk that buffers will occasionally overflow, leading to cell 
loSS, or that long queues will build up, causing unacceptably 
long transmission delays and the goal is to achieve the gain 
from Statistical multiplexing while avoiding the conse 
quences of congestion. 

0011 Where the behaviour of a traffic stream is easily 
captured by such a model, and where the number of different 
traffic Streams is limited, this Source modelling approach 
may prove Satisfactory. 

0012 However, in situations where it is difficult to model 
the behaviour of a traffic stream, or when the number of 
different types of traffic streams is high, the derivation of 
appropriate models is computationally demanding. Thus, 
parametric modelling is unsatisfactory because of the wide 
variety of traffic types offered to the network, the difficulties 
in modelling burstineSS and the time required to fit param 
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eters. For example, multimedia Sources require highly com 
pleX models to capture their Statistical properties. In Situa 
tions where the number of Source or traffic Stream types is 
large and where Sources may adjust their behaviour in 
response to user input, or network conditions, Source mod 
elling does not work Satisfactorily. 
0013 There is therefore a need for a network which will 
overcome the aforementioned problems. 

SUMMARY OF THE INVENTION 

0.014. Accordingly there is provided a data network of the 
type having at least one network Switch, the network Switch 
incorporating means for receiving data from more than one 
network Source and means for onward transmission of Said 
data characterised in that the network Switch further incor 
porates means for processing and analysing data from each 
network Source and abstracting a data characteristic from the 
analysed data. 
0.015 Preferably the Switch incorporates means for 
receiving a new data processing request from the network 
SOCC. 

0016 Preferably the means for receiving the new data 
processing request incorporates means for processing, anal 
ySing and deriving a data model from the data processing 
request. 

0.017. Ideally the Switch includes a decision manager, the 
decision manager comprising: 

0018 means for determining a maximum allowable 
Switch throughput parameter; 

0019 an integration device for combining the data 
model and the data characteristic to produce a Switch 
throughput indicator, and 

0020 a comparator for comparing the Switch 
throughput indicator and the maximum Switch 
throughput parameter. 

0021) 
rateS: 

0022 a real time processor for comparing the com 
parator output and the data model with a pre-defined 
acceptance table to define a request response; and 

0023 means for transmitting the request response to 
the network Source. 

In one arrangement the decision manager incorpo 

0024 Preferably the means for abstracting the data char 
acteristic incorporates a measurement apparatus having 
means for approaching a Scaled cumulant generating func 
tion. 

0.025 Preferably the measurement apparatus is an in-line 
device. 

0026. In a preferred arrangement the in-line device oper 
ates in real time and uses random blocks of time for 
approximating the Scaled cumulant generating function. 
0.027 Preferably the in-line device incorporates a 
throughput buffer. 
0028 Preferably the measurement apparatus further 
includes an estimator for analysing the new data processing 
request using an estimating operation to estimate the data 
model. 
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0029) Ideally the estimator incorporates means for 
approximating a Scaled cumulant generating function. 
0030 Preferably the modelling apparatus is an in-line 
device. 

0031. In a preferred arrangement the in-line device oper 
ates in real time and uses random blocks of time for the 
Scaled cumulant generating function. 
0032) Preferably the in-line device is provided by a 
modelling buffer. 

0033 Preferably the network Switch incorporates a revi 
Sion processor for periodically refreshing the data charac 
teristic. 

0034 Preferably the revision processor is connected to 
the decision manager for receiving the request response. 
0035) Preferably the network comprises a plurality of 
interconnected Switches linking the network Source to a 
network target. 

0036 Preferably each network switch between the net 
work Source and the network target incorporates means for 
generating and communicating a request response to the 
network Source in response to a network target access 
request from the network Source. 
0037 Preferably the Switch is a gateway Switch for 
communication with another network. 

0038 According to one aspect of the invention there is 
provided a data network of the type having at least one 
network Switch, the network Switch incorporating means for 
estimating a current resource demand requirement of net 
work traffic in a queue, Said means operating in line between 
a Switch input and a Switch output and incorporating means 
for approximating a Scaled cumulant generating function to 
estimate the resource demand requirement. 
0039 Preferably the estimation of the scaled cumulant 
generating function is achieved using an arbitrary Sequence 
of random times of network traffic in the queue. 
0040 Preferably the measured estimation of the scaled 
cumulant generating function is achieved using a random 
Series of data blocks from the queue. 
0041) Preferably the data characteristic is abstracted 
according to 

0042 Preferably the Switch incorporates means for 
receiving a data processing request Said means having a 
parametric estimator for identifying the data model for the 
data processing request. 

0043. According to another aspect of the invention there 
is provided a data network of the type having at least one 
network Switch incorporating means for estimating a current 
Source demand requirement of network traffic in a queue 
comprising means for generating an initial polygonal 
approximation and means for iteratively refining Said 
polygonal approximation to a Scaled cumulative generating 
function in response to Sampled data. 
0044 Preferably the initial polygonal approximation is 
generated from declared parameters. 
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0.045 According to another aspect of the invention there 
is provided a data network performance management System 
for managing communications in a network comprising 

0046) means for receiving data from a network 
Source on the network; 

0047 means for onward transmission of the data to 
the other network; 

0048 means for processing, analysing and abstract 
ing a data characteristic from the data; 

0049 a decision manager, the decision manager 
comprising: 

0050 means for determining a maximum Switch 
throughput parameter; 

0051 an integration device for combining the 
data model and the data characteristic to produce 
a Switch throughput indicator and 

0052 a comparator for comparing the Switch 
throughput indicator and the maximum Switch 
throughput parameter; 

0053 a real time processor for comparing the 
comparator output and the data model with a 
pre-defined acceptance table; and 

0054 means for transmitting a request response 
to the network Source. 

0.055 Preferably the network performance management 
System as claimed in claim 26 wherein the means for 
processing, analysing and abstracting a data characteristic 
from the data incorporates: 

0056 means for approximating a polygonal 
approximation; and 

0057 means for iteratively refining said polygonal 
approximation to a Scaled cumulative generating 
function in response to analysed data. 

0.058 According to another aspect of the invention there 
is provided a method for managing the performance of a data 
network comprising the Steps of: 

0059 processing, analysing and abstracting a data 
characteristic for data passing through a Switch node 
of the data network; 

0060 receiving a data processing request from a 
network Source; 

0061 processing, analysing and deriving a data 
model from the data processing request; 

0062 combining the data model and the data char 
acteristic to produce a Switch throughput indicator; 

0063) identifying a maximum allowable Switch 
throughput parameter; 

0064 comparing the Switch throughput parameter 
and the Switch throughput indicator to produce a 
request response; and 

0065 communicating the request response to the 
network Source. 
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0066 Preferably the method further comprises the steps 
of: 

0067 accepting a data request from a network 
Source; and 

0068 generating a new data characteristic. 
0069. Ideally the step of processing, analysing and 
abstracting the data characteristic comprises the Steps of 

0070 generating a polygonal approximation; 
0071 isolating a segment of data passing through 
the Switch node, and 

0072 iteratively analysing a random series of blocks 
of the data for refining the polygonal approximation 
to a Scaled cumulative generating function. 

0073 Preferably the blocks are analysed using an arbi 
trary Sequence of random times. 
0074 Therefore, the present invention seeks to provide a 
method of connection admission control (CAC) which per 
mits more complex Systems to be handled than the known 
arrangements. At its most general, the present invention 
proposes that an estimate is made of the demand on the 
System from the current traffic Stream, based on estimation 
functions, determined in real time using on-line measure 
ment. An estimate is also made of the requirement of a new 
traffic Stream, based on a readily available parameter of that 
traffic Stream, and the results of the two estimates used to 
determine whether the new traffic stream can be handled by 
the network. If the likelihood of the network being unable to 
handle all the traffic streams is low enough, the stream is 
accepted. Once the new stream has been admitted to the 
network, the on-line measurement of the existing Streams 
then takes into account the new Stream in any Subsequent 
processing. 

0075 Normally, a network has a plurality of intercon 
nected Switching points, and each Switching point will 
usually have a processing function associated with that 
Switching point. Therefore, the present invention is normally 
applied to each Switching point, So that for each Switching 
point an estimate is made of the demand on the System from 
the current traffic Stream at that Switching point and also an 
estimate is made of the requirement of a new traffic Stream 
at that Switching point. The result of the two estimates are 
then used at the Switching point to determine whether the 
new traffic Stream can be handled by the Switching point, or 
not. 

0076. Usually, a signal to be handled by the network will 
pass from the origin of that Signal to its destination via a 
plurality of Switching points. In Such a situation, it is 
preferable for the connection admission control of the 
present invention to be applied at each Switching point and 
the Signal passed from its Source to its destination only if it 
is determined that the network is able to handle all the traffic 
Streams, including the new one, at all Switching points. 
0077. The present invention is not limited to arrange 
ments in which demands on the System is determined at each 
Switching point. An alternative is to provide measurement 
devices connected to the transmission links of the network, 
which monitor Signals on the corresponding transmission 
links of the network and control the Signals of that trans 
mission link, either directly or by passing information to 
agents elsewhere in the network which control the Signals of 
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that transmission link, on the basis of the connection admis 
Sion control of the present invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0078 FIG. 1 is a diagrammatic representation of some 
parts of a network, and 
007.9 FIG. 2 is a diagrammatic representation of portion 
of a Switch. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0080 While the actual physical representation of the 
connections to and from a Switch and the connections to any 
apparatus Such as a computer, programmed chip, or the like 
will be easily appreciated it is at the same time advantageous 
to represent it graphically and thus reference is made to FIG. 
1 which illustrates a Switch 1 having an output link 2 and a 
plurality of input multipleX current connections 3 each 
feeding a traffic volume counter 4. The volume counter 4 
feeds a control admission module (CAC) 5 which in turn 
feeds a control Signal for admission control by a line 6 to a 
Source not shown. 

0081. The volume counter 4 and in particular the CAC 5 
contain the majority of the various means for carrying out 
the invention. The means will generally be devices, chips, 
computer memory etc. which can carry the Software to 
provide the invention. 
0082. Within this broad principle stated above, the 
present invention has a number of aspects. The first aspect 
concerns the way of estimating the demands of the current 
traffic Streams. for existing Streams converging at a Switch 
ing point in the network, elements of information belonging 
to a stream will be buffered until they can be transmitted on 
an outgoing link to another Switching point, or the ultimate 
destination of the information. Two cases arise. 

0083 1. An outgoing transmission link is fed by a 
single buffer: The buffer of any particular switch will 
have maximum size hereinafter denoted by “b', 
although the maximum size of different buffers may 
themselves differ. Transmission from the buffer to 
the outgoing link is performed at the constant trans 
mission rate of the outgoing link. This transmission 
rate is denoted hereinafter by “s” and is sometimes 
referred to as the Service rate. 

0084 2. An outgoing transmission link is fed by 
several buffers subject to some service policy which 
determines, at each point in time, which buffer is to 
Supply the Signal to be transmitted on the link. In this 
case, the current invention Still applies, as long as 
each buffer has a maximum size. The current inven 
tion is applied to each buffer has a maximum size. 
The current invention is applied to each buffer to find 
a resource demand of the current traffic for each 
buffer. The new traffic stream is considered with 
respect to the buffer that it will traverse to derive an 
estimate of its resource requirement. The total esti 
mated resource requirement for the output link being 
considered is the Sum of the existing resource 
requirements for each buffer plus the resource 
requirement of the new traffic. 
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0085 Thus, for the purpose of estimating the resource 
requirements of the current traffic, each buffer may be 
considered independently with the Service rate S from a 
buffer considered to be variable. A new traffic stream will 
only enter one of a set of buffers feeding an outgoing 
transmission link. At its broadest, the present invention is 
applied at any point in a network at which the traffic demand 
is measurable, Such point including not only Switches but 
also measurement devices or transmission links between 
Switches. Therefore, the present invention may be applied to 
at least one buffer at least one Switch in a network. The 
invention is preferably applied to all Switches, and prefer 
ably to all buffers of any Switch that has a plurality of 
buffers. 

0086 The stochastic process which describes the arrival 
of information elements into the queue is called the traffic 
arrival process. In one particular form known as the work 
load process, W, describes the amount of work added to the 
queue between time O and time t. If 

0087 for some I(X) then the workload process obeys a 
Large Deviation bound and I(X) is known as the rate 
function. (here the Symbol -denotes asymptotic conver 
gence). 
0088. From mathematical principles, it is possible to 
determine from Source models a rate function of the existing 
traffic Streams on the network. However, rate functions can 
be determined indirectly from on-line measurements. The 
rate function of the traffic streams is directly related to a 
mathematical function known as the “Scaled cumulant gen 
erating function” (hereinafter SCGF) which can be esti 
mated by on-line measurement. One known technique for 
estimating the SCGF involves a time-division of signals into 
a number of blocks of a fixed period. An example of Such a 
way of estimating a SCGF has been published in an article 
entitled “Entropy of ATM traffic streams: a tool for estimat 
ing quality of service parameters” by N. G. Duffield et al in 
the IEEE Journal of Selected Areas in Communications, 
Special issue on Advances in the Fundamentals of Network 
ing, Vol 13 (1995) pages 981 to 990. However, it has been 
realised that an alternative method may make use of any 
arbitrary sequence of random times {T}. The SCGF, )(0) 
for an arrivals process A can be estimated as 

(A) 1 1 EX 

0- iniye k 
K 

k= 

0089 where X is the number of arrives in the k" block 
of time and S is the service rate at which the buffer is drained. 

0090 Thus, the use of this estimator function to deter 
mine the SCGF and So permit an estimation of the existing 
traffic Streams to be made by way of on-line measurement, 
represents a first aspect of the present invention. 

0091. The estimator used differs from the known estima 
tors in that it considers time in a random Series of blocks, 
rather than blocks of fixed length. 
0092. The second aspect of the present invention is 
concerned with the characterising of the requirements of a 
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newly arriving Stream. In the known Source, modelling a 
statistical model is derived for each traffic stream. In the 
Second aspect of the present invention, however, a more 
crude parameter is used which is more readily available. 
Examples of Such parameters are the peak rate, the mean 
burst size, the burstiness of the traffic Stream, or the Second 
moment of the cell inter-arrival times. All these parameters, 
known in themselves, represent Satisfactory ways of char 
acterising the newly arriving traffic Stream, when used in 
combination with SCGF estimated either from the first 
aspect of the present invention, or indeed from other esti 
mations. 

0093. The third aspect of the present invention also 
concerns the estimate involved in determining the SCGF, 
and is based on the realisation that, in order to provide 
Satisfactory results, it is necessary to provide bounds or 
limits on the SCGF, to ensure that the estimators have finite 
variance. This problem has not been realised in the past, but 
by bounding the estimators, improved Statistical reliability 
can be achieved. In particular, for values of 0 greater than 
Some given 0, the estimate of the SCGF is replaced by a 
linear function determined by the peak rate or line rate. 
0094. In order to determine 0, it is desirable to take into 
account the sizes of buffers within the network and the 
Smallest cell-loSS ratio with which the System needs to deal. 
This may be the lowest cell-loss that the system offers or, in 
the case of short-lived connections, the Smallest cell-loSS 
ratio that could be observed, which is the inverse of the total 
number of cells transmitted. Thus, 0 is determined by: 

8 ln(minimum CLR) 
0 buffer-size 

0.095 This third aspect can be used in combination with 
the first or Second aspects of the present invention, but is 
itself an independent aspect of the present invention. 
0096. The various aspects of the present invention permit 
Several different advantages to be achieved. In particular: 

0097. 1. No explicit source model is required; the 
only assumption made about the Source of the data is 
that their outputs can be described by random pro 
ceSSes which are Stationary and weakly dependent on 
the relevant time-Scales, 

0098 2. Measurement can be of a complete mix of 
traffic as well as individual traffic Streams. In par 
ticular, the bulk properties of the traffic are charac 
terised directly, but the properties of individual 
Streams can also be derived; 

0099 3. Since very weak assumptions about the 
Statistical nature of the traffic are made, all existing 
communications Services and any new Services 
which may be developed in the future, can be treated 
in a uniform way. The method is thus service inde 
pendent; 

0100 4. Only those properties relevant to the con 
nection admission control algorithm are estimated; 

0101 5. The method can be applied to any work 
conserving multiple buffer Schemes, not just a Single 
FIFO queuing scheme; 
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0102 6. The method is robust even for non-station 
ary traffic, So long as it exhibits Stationarity on the 
time Scales over which estimation can be performed. 

0103) An embodiment of the present invention will now 
be described in detail, by way of example, with reference to 
the accompanying drawing, in which the Sole figure shows 
a Switch for a network which controls Signals at the Switch 
in accordance with the present invention. 
0104 Before describing a Switch which incorporated the 
present invention, it is desirable first to understand the 
mathematical background which has led to the consider 
ations underlying the present invention. 
0105. Whether or not a network can handle a mix of 
traffic can be reduced to the problem of characterising the 
properties of a mix of traffic Streams arriving at a queue. In 
order to determine this, it is necessary to consider the 
probability that the queue length exceeds certain thresholds. 
These probabilities can be related to delay and loSS charac 
teristics. 

0106 The probability that a queue length Q exceeds 
Some particular value q is hereinafter denoted by PQ>q. If 
the traffic Satisfies a large deviation principle then 

0107 for some 8, where “” denotes asymptotic conver 
gence. Also, we denote by CLR (b;s) the cell-loss ratio 
which occurs in a buffer of size b when it is served at a 
COnStant rate S. 

EI(X -s) lo 

0.108 Thus, the cell-loss per unit time is the excess X-S 
of the arrivals X over the service S whenever the buffer is 
full, Q=b. The cell-loss ratio is the ratio of the expected loss 
per unit time to the expected arrivals EX per unit time. It 
can be shown that, if b is large, then CLR(b;S) decays 
exponentially in b at the same rate 8 as PQ>q decays with 

0109 The decay rate 8 can be estimated by observing the 
traffic arrival process. In particular it can be derived from the 
rate function of the arrival process: if W is the net amount 
of work added to the queue from time O to time t, then 

PW, tex-e-Q) 
0110 where I(X) is the rate function. The decay rate 8 can 
be directly calculated from the rate function: 

0111 that is, 8 is the minimum value of I(x)/x W, is called 
the workload proceSS and is the fundamental process whose 
behaviour we are trying to understand. 
0112 The rate function of the workload process is often 
called the entropy of the workload process by analogy with 
thermodynamics, thermodynamic entropy is a rate function. 



US 2003/0156560 A1 

0113. The rate function is directly related to the Scaled 
Cumulant Generating Function (SCGF) of the workload 
proceSS: 

1 
A(0) = limln Ee" 

0114 where E denotes expectation. 
0115 The SCGF) is related to I() by the Legendre 
transform 

I(x) = maxx0 - (6) 

0116. The decay-rate 8 can be calculated directly from 2. 
Ö(s)=max{0:W(0)s:0 

0117 For this reason, the SCGF is the traffic descriptor 
relevant to resource allocation. 

0118 Let S be the rate at which arrivals at the queue are 
services. The SCGF of the arrival process, 2 (0) is related 
to the SCGF of the workload process (0) by 

0119 AS has previously been mentioned, there exists a 
known estimator based on time blocks of fixed periods T as 
described in the article by N. G. Duffield et al referred to 
previously. Time is divided into a number of blocks, each of 
period T. For a total period of KT, there are K Such blocks. 
Then 

(A) 1 1 EX 
: - - k 

A (0) ink). 8 

0120 where X is the number of arrivals in the k" block, 
is an estimate of the SCGF for the arrival process 2(0). An 
estimate 8 of the decay rate 8 can be obtained directly from 
i(A) and can be used to approximate the probability of the 
queue Size exceeding a given threshold. 

0121. However, an aspect of the present invention is 
concerned with the use of a different family of estimators, 
based on an arbitrary sequence of random times {T}. In 
particular, an alternative SCGF or may be used to calculate 
Ö as follows: 

0122) where 

1 -ST 
AT(0):= |im In Ee Ti 

0123 and A is the total arrivals up to time T. The 
SCGF of the arrivals process can be calculated as 
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0.125. This produces a whole family of estimators: instead 
of time being divided into a number of blocks of fixed size 
T, it is divided into a Sequence of Kblocks of arbitrary large 
sizes T. This gives rise to the estimate 

0126 where X is the number of arrivals in the k" block. 
The estimator 6 of the asymptotic decay rate is given by 

0127 Thus, as previously mentioned, the first aspect of 
the present invention makes use of estimators of this family 
to derive the behaviour of the current traffic streams in real 
time. This estimator uses on-line measurements. 

0128. Each new algorithm for choosing an appropriate 
Sequence of block sizes constitutes a new estimator of Ö. 
One difficulty with the estimator 6 is that it has infinite 
variance. Since we choose the sizes of our blocks to be large 
enough to capture the asymptotics, there is Some Smoothing 
of the fluctuations when the activity is averaged over a 
block. One result of this is that there is a finite probability 
of the total activity in every block being less then or equal 
to the service capacity available in that block. If this 
happens, then i." (0)s 0 for all 0>0 and so 6 is infinite. 
0129. In most situations the blocks of time will be 
Sequential blocks of time of variable duration for each 
connection which would be defined by specifying the initial 
and final times for each block. Preferably the SCGF for each 
connection is updated for each block of time. In certain 
circumstances it may not be possible to measure the Volume 
of traffic in each block of time. Further the duration of the 
blocks of time may be chosen randomly. This is particularly 
advantageous to ensure that resonance due to periodicities in 
the multiplex of the current connections is avoided. It is also 
appreciated that the duration of the blocks of time may in 
practice be dependent on random events occurring during 
carrying out of the method which could be caused by 
physical characteristics of the other portions of the network. 
A situation might arise where computing or other capacity 
might not be sufficient to allow the invention to be carried 
out at a particular time, thus the duration of the block of time 
would have to be varied. This could depend on the amount 
of traffic and on the computational requirements of other 
portions of the network. 
0.130. The third aspect of the present invention thus 
provides that this problem be addressed by using the infor 
mation available about the peak rate of the Sources. Often 
the peak rate is a declared parameter of a Source; if it is not 
declared, then the line-rate can be used instead. We incor 
porate the peak rate into our measurement of the SCGF by 
noting that the peak rate is the asymptotic slope of the true 
SCGF: 

ak rate = li AA)(9) peak rate = |im 
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0131) If, for values of 0 greater than some given 0, we 
represent the SCGF by a straight line of slope the peak rate 
through 2A(0), then we obtain another convex function 
which is greater than the original SCGF. If we calculate 8 
using this new function, we get a conservative bound on the 
true value of 8. We apply this procedure to our estimate 6(A) 
of the SCGF: 

(A) 
r (8 8 : 6 
i.(0) = (0) O 

A'(00) + p(0-60) 0> 0) 

0132) No matter what the input data, 

A: (0) 

0133) is always positive for some finite 0 and so the new 
estimate of 8 based on it is always finite and is always more 
conservative than the original estimate. It only remains to 
make an appropriate choice of 0:this should be the largest 
value of 6 with which we would like to work and is 
determined by the buffer-size and the smallest cell-loss with 
which we must deal. This may be the cell-loSS corresponding 
to the highest quality guarantee that the System offers or, in 
the case of short-lived connections, the Smallest cell-loSS 
that could be observed, which is the inverse of the total 
number of cells transmitted. In either case, we get 

en = ln(minimum CLR) 
0 T buffer size 

0134 Consider now the service rates is needed to ensure 
that the cell-loSS ratio does not exceed Some given level e. 
Once the rate function of the arrival proceSS has been 
estimated, it can be used to answer this question by approxi 
mating 

0135) This approximation gives an estimate of the mini 
mum required Service: 

0136 where 0=-(ln e)/q. This minimum service is a 
measure, not of the mean bandwidth of the Source, but of the 
bandwidth that the Source effectively consumes in the queu 
ing System, 6 is thus known as the effective bandwidth and 
the approximation CLR(bs)se is known as the effec 
tive bandwidth approximation. 
0.137 This approximation is often very accurate but it is 
Sometimes the case, especially with a multiplex of a large 
number of Sources, that the approximation can be much 
improved by including a prefactor: 

0138 where p is based on an estimate of the cell-loss 
ratio in a small buffer. This is known as the reined effective 
bandwidth approximation. Since cell-loSS is a very frequent 
event in Small buffers, p can be accurately estimated. One 
method of doing so is to note that if the buffer is full, then 
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it implies that the arrivals in the current period either equal 
or exceed the available Services, So that 

{Q=b} C{X2s} 
0.139. If overflow is very frequent, then {Q=bs Xes} 
and we can approximate the cell-loSS ratio by 

0140. At each queuing point in the network, the effective 
bandwidth of the traffic can be estimated. A newly arriving 
call will be routed acroSS multiple queuing points. At each 
point, the question can be asked, is the current effective 
bandwidth, plus some upper bound on the effective band 
width of the arriving call less than the rate at which the 
queue is Served? If So, then the call can be accepted. It may 
be that the upper bound on the effective bandwidth is too 
pessimistic in which case the call is needlessly refused; thus 
the algorithm is conservative in accepting calls. Moreover, 
until a new estimate of the effective bandwidth is made for 
the traffic mix including the new call, the network must use 
the old estimate plus the upper bound on the recently arrived 
call as its interim estimate of the effective bandwidth of the 
traffic mix. 

0141 Arriving traffic is often described by crude param 
eters, possibly just the peak rate, or possibly by the ITU (and 
ATM Forum) defined Generic Cell Rate Algorithm (GCRA). 
Traffic confirming to GCRA (TT), if passed through a queue 
of size T/T served at a rate 1/T, will not cause overflow. 
Traffic may be forced to conform to several GCRA con 
straints. Note that GCRA constraints appear in both ITU and 
ATM Forum standards for traffic control in ATM networks, 
and that policing a Source to ensure that it obeys a set of 
GCRA constrains is simple and is currently performed in 
many Switches. 
0142. The CAC algorithm works as follows. At all times 
an estimate of the effective bandwidth of the Streams passing 
through a queuing point in the network is available. Let the 
difference between the total capacity and the estimate, that 
is the available capacity, be c. Let the total buffer available 
be b. Then a bound may be produced on the required 
bandwidth of the incoming Stream and compared with c. 
Several possibilities then arise: 

0143 1. If only the peak rate (sometimes referred to 
as peak cell rate, PCR) of the new stream is avail 
able, then set the required bandwidth estimate to the 
PCR. Accept the call if cePCR; otherwise, reject the 
call. 

0144. 2. If a single GCRA constraint, GCRA (TT) is 9. 
given, then set the effective bandwidth to 

0145 otherwise set the effective bandwidth to the 
line rate at the Source. 

0146 Accept the call if ce1/T and bet/T; otherwise, 
0147) 
wise 

0148 

accept the call if caSource line rate; other 

reject the call. 
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0149) 3. When the ATM Forum parameters PCR, 
SCR and IBT (peak cell rate, Sustained cell rate and 
inter burst tolerance) are given, the traffic conforms 
to the GCRA constraints GCRA (TT) and GCRA 
(TO), with T=1/PCR, T=1/SCR, and t=IBT. We can 
assume that TaT. 

0150. If the buffer is greater than T/T then the effective 
bandwidth is the SCR. Otherwise the effective bandwidth is 
very nearly the PCR. More precisely: 

0151 accept the call if bet/Tand ce1/T; otherwise, 
0152 accept the call if ce(t-T+bT)t/T; otherwise, 
0153) reject the call. 

0154) In all cases, the current estimate of the available 
bandwidth at the queuing centre is decreased by an amount 
equal to the bound on the required bandwidth of the incom 
ing Stream, until a new estimate is available based on 
measurements made after the call is accepted. 
O155 In using the SCGF for computations, it is, as 
mentioned already, advantageous to produce a polygonal 
approximation of the SCGF. This polygonal approximation 
is then iteratively refined to the Scaled cumulative generating 
function by iteratively Sampling the data as it passes through 
the Switch. In effect each SCGF is replaced by a polygonal 
approximation which is computationally very advantageous. 
Ideally each SCGF is then iteratively updated each block of 
time a volume count of traffic is recorded. This can be 
mathematically described in the following terms: when the 
volume count X in the in the K" time block becomes 
available, the SCGF 2 (0.S) for a service rate S is replaced by 
0156 Thus, the present invention permits a control sys 
tem of a network readily and rapidly to determine whether 
a new traffic Stream arriving at the network can be accepted 
by the network. There are three components required to 
implement the current invention. These are the measurement 
component, the computational component and the decision 
component. Measurement must be performed either within 
the network Switches or on measurement devices monitoring 
transmission links of the network. The computational com 
ponent, which receives information from the measurement 
component and produces an estimate of the SCGF, can be 
located with the measurement component or can be imple 
mented Separately. The decision component receives infor 
mation from the computational component and request from 
newly arriving traffic Streams. This component can again be 
located within Switches or may be separate entities within 
the network. The entities responsible for CAC decisions at 
various points in the network will have to intercommunicate 
to ensure that a route exists from Source to destination 
acceptable at all points traversed. 
0157 Thus, as illustrated in FIG. 1, a switch port which 
embodies a data network according to the present invention, 
has three principal components, namely an onward trans 
mission Section 10, a buffer Section 11, and a processor 
Section 12. Several Such Switch ports are interconnected via 
a Switch fabric (not shown) which is accessed through a 
backplane 24. A Switch is a collection of Switch ports, a 
Switch fabric which interconnects them and ancillary ele 
ments Such as a master clock generator and power Supply. 
0158. The processing section 12 has a processor 22 and 
a memory 23 which contains programs and data to enable 
the connection admission control of the present invention to 
be carded out. 
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0159. The transmission section 10 has an input unit 20 
which receives data or Signals from a transmission link 
connected to a number of network Sources and passes those 
signals to an input buffer 21 of the buffer section 11. The 
input buffer 21 has sufficient capacity to buffer a plurality of 
Signals. The processor 22 is notified of each arrival into the 
buffer 21 by means of the well known processor interrupt 
mechanism. The processor is thus able to perform the 
estimation of the resource use of traffic entering the buffer by 
processing and analysing the data. 
0160 The processor also controls the onward forwarding 
of information from the input buffer 21 and thus is able to 
control the acceptance and rejection of new data processing 
requests at this particular Switching point in the network. 
0.161 Onward transmission, for signals which are part of 
an accepted traffic stream, from the buffer 21 under the 
control of the processor 22 passes via the backplane 24 
through a Switch fabric (not shown) then via the backplane 
24 to an output buffer 25 of, in the usual case, another switch 
port and then to an output unit 26 of that Switch ports 
transmission unit 10. 

0162 Specific examples of components, and further pro 
cessing details of the Switch illustrated in the Figure are 
discussed in the article by R. J. Black et al referred to above. 
In the present invention, however, the processor 22 is 
programmed So as to carry out the estimating function of the 
present invention defined previously. The incorporation of 
Such processing methods into appropriate programming of 
the processor 22 will be readily appreciated by a perSon 
skilled in the art, and therefore will not be discussed in more 
detail. 

0163. In the example given, it is the input buffer which is 
used as the point for estimating resource demand by the 
existing traffic stream. The use of the output buffer for this 
purpose is also possible and indeed may prove more advan 
tageous. 
0164. Thus a person skilled in the art may readily form 
the present invention by use of a Switch described above, 
Similar Switches, or Switches having equivalent effects, and 
by implementing the computational and decision functions 
described above using known computer techniques. 
0.165. In summary managing the performance of the data 
network comprises the Steps of processing, analysing and 
abstracting a data characteristic for data passing through a 
Switch node of the data network stored in the buffer. 

0166 When the Switch receives a data processing request 
from a network Source the processor processes, analyses and 
derives a data model from the new data processing request. 
0.167 The data model and the data characteristic are then 
combined to produce a Switch throughput indicator. A maxi 
mum allowable Switch throughput parameter is then identi 
fied by the processor and this is compared with Switch 
throughput parameter to produce a request response which is 
then communicated back to the network Source. 

0168 An important feature of the invention center around 
the manner in which a polygonal approximation is gener 
ated, whether from declared parameters of a data request or 
not. 

0169. This polygonal approximation is then iteratively 
refined to the Scaled cumulative generating function by 
iteratively Sampling the data as it passes through the Switch. 
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0170 The invention is not limited to the embodiment 
hereinbefore described but may be varied in both construc 
tion and detail within the Scope of the appended claims. 

1. A method of maintaining a target quality of Service in 
a network Switch behaving as a buffer of fixed size trans 
mitting a multiplex of current connections at a constant 
Service rate by controlling the admission of a connection 
requesting admission on the basis of a declared parameter 
comprising the Steps of: 

recording the Volume of traffic for each current connec 
tion over a block of time; 

estimating the Scaled cumulant generating function 
(SCGF) (0.s) for each connection; 

Summing all the estimated SCGFS to obtain an aggregate 
SCGF; 

using the aggregate SCGF to obtain an estimated band 
width requirement for the multiplex of current connec 
tions, 

providing a predicted SCGF for the connection requesting 
admission from the declared parameter; 

predicting the bandwidth requirement of the connection 
requesting admission from the predicted SCGF; 

Summing the estimated and predicted bandwidth require 
ments, and 

accepting the connection requesting admission when the 
Sum of the bandwidth requirements is less than the 
Service rate of the Switch. 

2. A method as claimed in claim 1 in which the target 
quality of Service (QoS) parameter is the cell loss ratio. 

3. A method as claimed in claim 1 in which there is a 
plurality of sequential blocks of time of variable duration for 
each connection defined by Specifying the initial and final 
times for each block and in which the SCGF for each 
connection is updated for each block of time. 

4. A method as claimed in claim 1 in which the duration 
of the block of time is chosen randomly whereby resonance 
due to periodicities in the multiplex of current connection is 
avoided. 

5. A method as claimed in claim 1 in which the duration 
of the block of time is dependent on random events occur 
ring during the carrying out of the method. 

6. A method as claimed in claim I in which the SCGF of 
each connection is calculated as: 

1 - 
A(6, S) = log kX, 9(Xk -st.) 

k= 

where: 

(0.s) is the SCGF, 
X is the volume of traffic recorded in the k" time block 
T is the duration of the k" time block 
and K is the number of time blocks in which the volume 

of traffic was recorded up to the current time. 
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7. A method as claimed in claim 1 In which the SCGF is 
used in an effective bandwidth approximation to provide the 
estimated bandwidth requirement for the multiplex of cur 
rent connections. 

8. A method as claimed in claim 1 in which the bandwidth 
requirement is obtained and then the StepS are performed of 
estimating the quality of Service the multiplex of current 
connections would experience if it were queued in a Small 
buffer and refining the estimate of the bandwidth require 
ment using the estimated quality of Service. 

9. A method as claimed in claim 1 in which the steps are 
performed of: 

choosing a virtual buffer of size smaller than the buffer 
size for the Switch; 

running a simulation of the aggregate of the current 
connections in the virtual buffer; 

recording the quality of Service; and 
providing a refined effective bandwidth requirement. 
10. A method as claimed in claim 1 in which each SCGF 

is replaced by a polygonal approximation. 
11. A method as claimed in claim 1 in which each SCGF 

is replaced by a polygonal approximation and is iteratively 
updated each time a Volume count of traffic is recorded So 
that when the volume count X in the K" time block 
becomes available, the SCGF (0,s) for a service rate s is 
replaced by 

Ke(s) 9(XK-sik) 
log - - 

K+ 1 

where T is the length of the K" time block. 
12. A method as claimed in claim 1 in which the SCGF is 

iteratively updated and the starting value of the SCGF in the 
iterative updating is the predicted SCGF of the connection 
requesting admission based on the declared parameter of the 
connection. 

13. A method as claimed in claim 1 in which: 

a value 0 of the parameter 0 is chosen; and 
the calculated values of 2 (0.s) for values of 0 greater than 

0 are replaced by 
W(0s)+(p-s)(0-0), 

where p is the Peak Cell-Rate (PCR) of the connection. 
14. A method as claimed in claim 1 in which: 

a value 0 of the parameter 0 is chosen to be 

log (target QoS) 
Tswitch buffer-size 

15. A method as claimed in claim 1 of predicting the 
SCGF 2 (0.S) of a connection requesting admission from its 
declared parameter in which 

W(0s)=(p-s)0 

where p the is declared Peak Cell-Rate (PCR). 
16. A method as claimed in claim 1 of predicting the 

SCGF) (0.S) of a connection requesting admission from its 
declared parameter in which 
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(O-S)6. 83 i. 

A(6, S) = (1–1) (p-s)0, 0>. 

C = -log(target QoS) 

where p is its declared Peak Cell-Rate (PCR), 
O is its declared Sustainable Cell-Rate (SCR), 
T is Its declared Intrinsic Burst Tolerance (IBT) and 
c=-log (target QoS). 
17. A method as claimed in claim 2 in which there is a 

plurality of sequential blocks of time of variable duration for 
each connection defined by Specifying the initial and final 
times for each block and in which the SCGF for each 
connection is updated for each block of time. 

18. A method as claimed in claim 2 in which the duration 
of the block of time is chosen randomly whereby resonance 
due to periodicities in the multiplex of current connection is 
avoided. 

19. A method as claimed in claim 2 in which the duration 
of the block of time is dependent on random events occur 
ring during the carrying out of the method. 

20. A method as claimed in claim 2 in which the SCGF of 
each connection is calculated as: 

1 - 
Yu t(X -st.) 

A(8, 9-losi) ksik 

where: 

(0.s) is the SCGF, 
X is the volume of traffic recorded in the k" time block 
T is the duration of the k" time block 
and K is the number of time blocks in which the volume 

of traffic was recorded up to the current time. 
21. A method as claimed in claim 2 in which the SCGF is 

used in an effective bandwidth approximation to provide the 
estimated bandwidth requirement for the multiplex of cur 
rent connections. 

22. A method as claimed in claim 2 in which the band 
width requirement is obtained and then the Steps are per 
formed of estimating the quality of Service the multiplex of 
current connections would experience if it were queued in a 
small buffer and refining the estimate of the bandwidth 
requirement using the estimated quality of Service. 

23. A method as claimed in claim 2 in which the Steps are 
performed of: 

choosing a virtual buffer of size smaller than the buffer 
size for the Switch; 

running a simulation of the aggregate of the current 
connections in the virtual buffer, p1 recording the 
quality of Service; and 

providing a refined effective bandwidth requirement. 
24. A method as claimed in claim 2 in which each SCGF 

is replaced by a polygonal approximation. 
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25. A method as claimed in claim 2 in which each SCGF 
is replaced by a polygonal approximation and is iteratively 
updated each time a Volume count of traffic is recorded So 
that when the volume count X in the K" time block 
becomes available, the SCGF (0,s) for a service rate s is 
replaced by 

los 
where T is the length of the K" time block. 

26. A method as claimed in claim 2 In which the SCGF 
is iteratively updated and the starting value of the SCGF in 
the iterative updating is the predicted SCGF of the connec 
tion requesting admission based on the declared parameter 
of the connection. 

27. A method as claimed in claim 2 in which: 

a value 0 of the parameter 0 is chosen; and 

the calculated values of 2 (0.S) for values of 0greater than 
0 are replaced by 

where p is the Peak Cell-Rate (PCR) of the connection. 
28. A method as claimed in claim 2 in which: 

a value 0 of the parameter 0 is chosen to be 

log(target QoS) 
switch buffer size 

29. A method as claimed in claim 2 of predicting the 
SCGF 2 (0.S) of a connection requesting admission from its 
declared parameter in which 

where p is the declared Peak Cell-Rate (PCR). 
30. A method as claimed in claim 2 of predicting the 

SCGF) (0.S) of a connection requesting admission from its 
declared parameter in which 

(O-S)6. 
A(6, S) = 

(1 - ) 
6 s - 

O 

C 
+ (p-s)6, 6) o 

where p is its declared Peak Cell-Rate (PCR), 
O is its declared Sustainable Cell-Rate (SCR). 
T is its declared Intrinsic Burst Tolerance (IBT) and 
c=-log (target QoS). 
31. A method as claimed in claim 1 in which the target 

quality of Service parameter is the cell loSS ratio and in 
which there is a plurality of sequential blocks of time of 
variable duration for each connection defined by Specifying 
the initial and final times for each block and in which the 
SCGF for each connection is updated for each block of time. 
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32. A method as claimed in claim 31 in which the duration 
of the block of time is chosen randomly whereby resonance 
due to periodicities in the multiplex of current connection is 
avoided. 

33. A method as claimed in claim 31 in which the duration 
of the block of time is dependent on random events occur 
ring during the carrying out of the method. 

34. A method as claimed in claim 31 in which the SCGF 
of each connection is calculated as: 

1 k=K 

A(0, s) = logiXe"." 
k= 

where: 

(0s) is the SCGF, 
X is the volume of traffic recorded in the k" time block 
T is the duration of the k" time block 
and K is the number of time blocks in which the volume 

of traffic was recorded up to the current time. 
35. A method as claimed in claim 31 in which the SCGF 

is used in an effective bandwidth approximation to provide 
the estimated bandwidth requirement for the multiplex of 
current connections. 

36. A method as claimed in claim 31 in which the 
bandwidth requirement is obtained and then the steps are 
performed of estimating the quality of Service the multiplex 
of current connections would experience if it were queued in 
a small buffer and refining the estimate of the bandwidth 
requirement using the estimated quality of Service. 

37. A method as claimed in claim 31 in which the steps are 
performed of: 

choosing a virtual buffer of size smaller than the buffer 
size for the Switch; 

running a simulation of the aggregate of the current 
connections in the virtual buffer; 

recording the quality of Service; and 

providing a refined effective bandwidth requirement. 
38. A method as claimed in claim 31 in which each SCGF 

is replaced by a polygonal approximation. 
39. A method as claimed in claim 31 in which each SCGF 

is replaced by a polygonal approximation and is iteratively 
updated each time a Volume count of traffic is recorded So 
that when the volume count X in the k" time block becomes 
available, the SCGF) (0.s) for a service rates is replaced by 

K(6,s) 9(XKSTK) 
I o K+ 1 

where T is the length of the K" time block. 
40. A method as claimed in claim 31 in which the SCGF 

is iteratively updated and the starting value of the SCGF in 
the iterative updating is the predicted SCGF of the connec 
tion requesting admission based an the declared parameter 
of the connection. 
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41. A method as claimed in claim 31 in which: 

a value 0 of the parameter 0 is chosen; and 
the calculated values of 2 (0.s) for values of 0 greater than 

0 are replaced by 
W(0s)+(p-s)(0-0), 

where p is the Peak Cell-Rate (PCR) of the connection. 
42. A method as claimed in claim 31 in which: 

a value 0 of the parameter 0 is chosen to be 

log(target QoS) 
switch buffer size 

43. A method as claimed in claim 31 of predicting the 
SCGF 2 (0.S) of a connection requesting admission from its 
declared parameter in which 

W(0s)=(p-s)0 

where p is the declared Peak Cell-Rate (PCR). 
44. A method as claimed in claim 31 of predicting the 

SCGF) (0.S) of a connection requesting admission from its 
declared parameter in which 

(O-S)6. 
A(6, S) = 

(1–1) (p-s)0, 6 a. i. 

6 s - 
O 

where p is its declared Peak Cell-Rate (PCR), 
O is its declared Sustainable Cell-Rate (SCR), 
T is its declared Intrinsic Burst Tolerance (IBT) and 
c=-log (target QoS). 
45. A data network comprising: 
a network Switch behaving as a buffer of fixed size when 

transmitting a multiplex of current connections at a 
constant Service rate; 

a plurality of connectors feeding the Switch; 
means for recording the Volume of traffic of current 

connections for each current connector to the Switch 
over a block of time; 

means for estimating the Scaled cumulant generating 
function SCGF for each current connection recorded; 

means for summing the estimated SCGFs to obtain an 
aggregate SCGF; 

means for using the aggregate SCGF to obtain an esti 
mated bandwidth requirement for the multiplex of 
current connections, 

means for presenting a new current connection requesting 
admission to the network by providing a declared 
parameter of the connection requesting admission; 

prediction means for providing a predicted SCGF for the 
new current connection requesting admission to the 
network from the declared parameter; 

means for predicting the bandwidth requirement of the 
connection requesting admission from the predicted 
SCGF; 
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means for Summing the estimated and predicted band 
width requirements for the Switch to produce a revised 
bandwidth requirement; and 

control means for deciding to admit the connection 
requesting admission on the basis of the revised band 
width requirement for the Switch. 

46. A network as claimed in claim 45 in which the means 
for recording the Volume of traffic includes means for 
Specifying the initial and final times for each block of time 
to control the duration of the block of time. 

47. A network as claimed in claim 45 in which the means 
for recording the Volume of traffic includes means for 
Specifying the initial and final times for each block of time 
in a random fashion to vary the duration of each block of 
time. 

48. A network as claimed in claim 45 in which the means 
for recording the Volume of traffic includes means for 
Specifying the initial and final times for each block of time 
having regard to the capacity of the remainder of the 
network to handle the computations. 

49. A network as claimed in claim 46 in which the means 
for using the aggregate SCGF to obtain an estimated band 
width requirement includes processing means for carrying 
out modelling of the current connections to obtain a refined 
effective bandwidth requirement. 

50. A network as claimed in claim 45 in which the 
prediction means includes means for providing the predicted 
SCGF as a polygonal approximation. 

51. A network management System for a multiplex of 
current connections providing a real time admission control 
over a connection requesting admission comprising: 

a network Switch capable of transmitting Signals at a 
constant Service rate; 

means for providing a model of the Switch in terms of a 
buffer of fixed size; 

a plurality of connectorS feeding the Switch; 
means for recording the Volume of traffic of current 

connections for each current connector to the Switch 
over a block of time; 

means for estimating the Scaled cumulant generating 
function SCGF for each current connection recorded; 

means for Summing the estimated SCGFs to obtain an 
aggregate SCGF; 
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means for using the aggregate SCGF to obtain an esti 
mated bandwidth requirement for the multiplex of 
current connections, 

means for presenting a new current connection requesting 
admission to the network by providing a declared 
parameter of the connection requesting admission; 

prediction means for providing a predicted SCGF for the 
new current connection requesting admission to the 
network from the declared parameter; 

means for predicting the bandwidth requirement of the 
connection requesting admission from the predicted 
SCGF; 

means for Summing the estimated and predicted band 
width requirements for the Switch to produce a revised 
bandwidth requirement; and 

a control means for receiving the request of the new 
current connection requesting admission and the 
revised bandwidth requirement and for deciding to 
admit the connection requesting admission on the basis 
of the revised bandwidth requirement for the Switch. 

52. A network system as claimed in claim 51 in which the 
means for recording the Volume of traffic includes means for 
Specifying the initial and final times for each block of time 
to control the duration of the block of time. 

53. A network as claimed in claim 51 in which the means 
for recording the Volume of traffic includes means for 
Specifying the initial and final times for each block of time 
in a random fashion to vary the duration of each block of 
time. 

54. A network as claimed in claim 51 in which the means 
for recording the Volume of traffic includes means for 
Specifying the initial and final times for each block of time 
having regard to the capacity of the remainder of the 
network to handle the computations. 

55. A network as claimed in claim 51 in which the means 
for using the aggregate SCGF to obtain an estimated band 
width requirement includes processing means for carrying 
out modelling of the current connections to obtain a refined 
effective bandwidth requirement. 

56. A network as claimed in claim 51 in which the 
prediction means includes means for providing the predicted 
SCGF as a polygonal approximation. 
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