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FRAMING OF IMAGES IN AN IMAGE 
CAPTURE DEVICE 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application claims priority to co-pending U.S. 
provisional application entitled, "Image Capture Device Sys 
tems and Methods,” having Ser. No. 61/509,747, filed Jul. 20, 
2011, which is entirely incorporated herein by reference. 

BACKGROUND 

0002 Users of image capture devices (e.g., still cameras, 
Video cameras, etc.) may sometimes improperly frame an 
image that is captured by the device. In other words, a user 
may capture an image of a Subject without framing the Subject 
ideally. In some cases, the Subject of an image may not be 
centered in the frame, the Subject may occupy too little or too 
much of the frame relative to any background and/or fore 
ground image elements, have insufficient or excessive light 
ing, or possess other imperfections or inadequacies related to 
the users framing of the image. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0003. Many aspects of the invention can be better under 
stood with reference to the following drawings. The compo 
nents in the drawings are not necessarily to scale, emphasis 
instead being placed upon clearly illustrating the principles of 
the present invention. Moreover, in the drawings, like refer 
ence numerals designate corresponding parts throughout the 
several views. 
0004 FIGS. 1A and 1B are drawings of a mobile device 
incorporating an image capture device according to various 
embodiments of the disclosure. 
0005 FIG. 2 is a drawing of an image capture device that 
can be incorporated into a mobile device shown in FIG. 1 
according to various embodiments of the disclosure. 
0006 FIGS. 3-8 are drawings of example user interfaces 
that can be generated in a mobile device in association with 
the image capture device shown in FIG. 2 according to Vari 
ous embodiments of the disclosure. 
0007 FIG. 9 is a flowchart depicting one example execu 
tion of a user interface application executed in an image 
capture device according to various embodiments of the dis 
closure. 

DETAILED DESCRIPTION 

0008 Embodiments of the present disclosure relate to sys 
tems and methods that can be executed in an image capture 
device. More specifically, embodiments of the disclosure 
relate to systems and methods for framing and/or reframing 
of images captured by an image capture device to improve the 
framing characteristics and/or appearance. In the context of 
this disclosure, an image capture device can include a camera, 
Video camera, a mobile device with an integrated image cap 
ture device, or other devices suitable to capturing imagery 
and/or video as can be appreciated. In some embodiments, an 
image capture device according to an embodiment of the 
disclosure can include a device Such as a Smartphone, tablet 
computing system, laptop computer, desktop computer, or 
any other computing device that has the capability to receive 
and/or capture imagery via image capture hardware. 
0009. Accordingly, image capture device hardware can 
include components such as lenses, image sensors (e.g., 
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charge coupled devices, CMOS image sensor, etc.), processor 
(S), image signal processor(s), a main processor, memory, 
mass storage, or any other hardware or Software components 
that can facilitate capture of imagery and/or video. In some 
embodiments, an image signal processor can be incorporated 
as a part of a main processor in an image capture device 
module that is in turn incorporated into a device having its 
own processor, memory and other components. 
0010. An image capture device according to an embodi 
ment of the disclosure can provide a user interface via a 
display that is integrated into the image capture device. The 
display can be integrated with a mobile device. Such as a 
Smartphone and/or tablet computing device, and can include 
a touchscreen input device (e.g., a capacitive touchscreen, 
etc.) with which a user may interact with the user interface 
that is presented thereon. The image capture device hardware 
can also include one or more buttons, dials, toggles, Switches, 
or other input devices with which the user can interact with 
Software executed in the image capture device. 
0011 Referring now to the drawings, FIGS. 1A-1B show 
a mobile device 102 that can comprise and/or incorporate an 
image capture device according to various embodiments of 
the disclosure. The mobile device 102 may comprise, for 
example, a processor-based system, such as a computer sys 
tem. Such a computer system may be embodied in the form of 
a desktop computer, a laptop computer, a personal digital 
assistant, a mobile device (e.g., cellular telephone, Smart 
phone, etc.), tablet computing system, set-top box, music 
players, or other devices with like capability. The mobile 
device can include, for example, an image capture device 104. 
which can further include a lens system as well as other 
hardware components that can be integrated with the device 
to facilitate image capture. The mobile device 102 can also 
include a display device 141 upon which various content and 
other user interfaces may be rendered. The mobile device 102 
can also include one or more input devices with which a user 
can interact with a user interface rendered on the display 
device 141. For example, the mobile device 102 can include 
or be in communication with a mouse, touch input device 
(e.g., capacitive and/or resistive touchscreen incorporated 
with the display device 141), keyboard, or other input 
devices. 

0012. The mobile device 102 may be configured to 
execute various applications, such as a camera application 
that can interact with an image capture module that includes 
various hardware and/or Software components that facilitate 
capture and/or storage of images and/or video. In one 
embodiment, the camera application can interact with appli 
cation programming interfaces (API's) and/or other Software 
libraries and/or drivers that are provided for the purpose inter 
acting with image capture hardware. Such as the lens system 
and other image capture hardware. The camera application 
can be a special purpose application, a plug-in or executable 
library, one or more APIs, image control algorithms, image 
capture device firmware, or other software that can facilitate 
communication with image capture hardware in communica 
tion with the mobile device 102. 

0013 FIG. 2 illustrates an embodiment of the various 
image capture components, or one example of an image cap 
ture device 104, that can be incorporated in the mobile device 
102 illustrated in FIGS. 1A-1B. Although one implementa 
tion is shown in FIG. 2 and described herein, an image capture 
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device according to an embodiment of the disclosure more 
generally comprises an image capture device that can provide 
images in digital form. 
0014. The image capture device 104 includes a lens sys 
tem 200 that conveys images of viewed scenes to an image 
sensor 202. By way of example, the image sensor 202 com 
prises a charge-coupled device (CCD) or a complementary 
metal oxide semiconductor (CMOS) sensor that is driven by 
one or more sensor drivers 204. The analog image signals 
captured by the sensor 202 are provided to an analog-to 
digital (ND) converter 206 for conversion into binary code 
that can be processed by a processor 208. The processor can 
also execute an image framing application 151 that can facili 
tate framing of images captured by a user as well as generat 
ing recommendations to the user regarding adjustments to 
image framing that can be made to produce higher quality 
images with the image capture device 104. In some embodi 
ments, the image framing application 151 can take the form of 
APIs, firmware, or other software accessible to the image 
capture device 104 and/or a mobile device 102 or other sys 
tem in which the image capture device 104 is integrated. 
00.15 Operation of the sensor driver(s) 204 is controlled 
through a camera controller 210 that is in bi-directional com 
munication with the processor 208. In some embodiments, 
the controller 210 can control one or more motors 212 that are 
used to drive the lens system 200 (e.g., to adjust focus, Zoom, 
and/or aperture settings). The controller 210 can also com 
municate with a flash system, user input devices (e.g., but 
tons, dials, toggles, etc.) or other components associated with 
the image capture device 104. Operation of the camera con 
troller 210 may be adjusted through manipulation of a user 
interface. A user interface comprises the various components 
used to enter selections and commands into the image capture 
device 104 and therefore can include various buttons as well 
as a menu system that, for example, is displayed to the user in, 
for example, a camera application executed on a mobile 
device 102 and/or on a back panel associated with a standa 
lone digital camera. 
0016. The digital image signals are processed in accor 
dance with instructions from an image signal processor 218 
that can be implemented as a standalone processor within the 
image capture device as well as being a part of the processor 
208. Processed (e.g., compressed) images may then be stored 
in storage memory. Such as that contained within a removable 
Solid-state memory card (e.g., Flash memory card). The 
embodiment shown in FIG. 2 further includes a device inter 
face 224 through which the image capture device 104 can 
communicate with a mobile device or other computing sys 
tem in which it may be integrated. For example, the device 
interface 224 can allow the image capture device to commu 
nicate with a main processor associated with a mobile device 
as well as memory, mass storage, or other resources associ 
ated with the mobile device. The device interface 224 can 
communicate with a mobile device in various communica 
tions protocols, and this communication can be facilitated, at 
a software level, by various device drivers, libraries, APIs or 
other software associated with the image capture device 104 
that is executed in the mobile device. 

0.017. An image capture device (e.g., camera, mobile 
device with integrated camera, etc.) and/or processing system 
can be configured with automatic framing and/or reframing 
capabilities that are based at least upon an identification and 
characterization of various image elements. An image capture 
device 104 as described herein can identify various framing 

Jan. 24, 2013 

characteristics associated with an image captured by the 
device and automatically reframe the image and/or Suggest 
adjustments to framing conditions that a user may take to 
comply with framing guidelines that can be accessible to the 
image capture device 104. For example, framing guidelines 
can specify various ranges of parameters regarding various 
types of image subjects (e.g., people, foreground elements, 
background elements, other objects, etc.). Additionally, the 
framing guidelines can also specify ranges of parameters that 
are related to various other image properties, such as, but not 
limited to, lighting sources, such as a device flash and/or 
natural or artificial light Sources within the image, brightness, 
sharpness, tone, color intensity, contrast, gamma, etc., or 
other aspects of an image. As described herein, the image 
framing application 151 can determine whether the framing 
characteristics of an image captured by the image capture 
device comply with ranges of various parameters that are 
specified by at least one framing guideline that is accessible to 
the image framing application 151. 
0018. The analysis of imagery as well as determinations 
regarding whether framing characteristics of an image com 
ply with framing guidelines can be accomplished via Soft 
ware executed by the processor 208, the ISP 218 as well as a 
processor associated with a device in communication with the 
image capture device 104. It should be appreciated that the 
specific implementation and/or embodiments disclosed 
herein are merely examples. 
0019. Accordingly, reference is now made to FIG. 3, 
which illustrates an example image that can be captured by 
the image capture device 104 (FIG. 2) according to various 
embodiments according to the disclosure. In the depicted 
non-limiting examples of FIGS. 3-4, the image capture device 
104 is incorporated into a mobile device 102, which can 
execute a camera application that renders a user interface for 
display on a display device associated with the mobile device 
102. It should be appreciated that this is only one non-limiting 
illustrative implementation. Therefore, FIG. 3 illustrates an 
example of an image 303 that can be captured by the image 
capture device. As one example, the image 303 can be cap 
tured via a camera application executed on a mobile device 
where the camera application is configured to communicate 
with API's associated with the image capture device for the 
purposes of initiating capture of imagery, display of imagery 
on a display of the mobile device as well as storage of cap 
tured imagery in the form of still images and/or video in 
memory or mass storage associated with the mobile device. 
The example image 303 includes various elements, such as a 
subject 305, foreground elements, background elements, and 
other elements or objects in an image as can be appreciated. 
0020. According to one embodiment of the disclosure, the 
image framing application 151 executed by the image capture 
device 104 can analyze the image 303 to identify various 
framing characteristics of the image. To perform Such an 
analysis, the image framing application 151 can identify the 
various elements in an image. In other words, the image 
framing application 151 can identify objects that are depicted 
in an image 303 captured by the image capture device 104. 
The image framing application 151 can also identify a subject 
of the image. For example, a Subject of the image can be one 
or more people or any other object that is the focus of an 
image. The image framing application 151 can characterize 
the objects and/or elements within an image 303, which can 
be used to determine the framing characteristics of the image. 
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0021. The various regions, objects, elements, etc., within 
an image 303 can be characterized based upon their content. 
Example, people depicted in an image 303 can be identified as 
Such, background elements (e.g., sky, Sun, etc.), foreground 
elements, and other elements can be characterized. Subse 
quently, the image framing application 151 can identify the 
framing characteristics of the image 303. In other words, the 
image framing application 151 can calculate a measure of 
how well-framed the captured image is as well as whether the 
framing of the image can be improved upon. The framing 
characteristics can then be compared with various framing 
guidelines, which can specify ranges of various parameters 
that represent best practices, or a well-framed image. Accord 
ingly, in some embodiments, the image framing application 
151 can automatically reframe the image 303 based upon the 
captured image data, which can result in a more aesthetically 
pleasing image. 
0022. Framing characteristics associated with the image 
303 can include, as one example, a percentage of the image in 
which a subject appears. As another example, a framing char 
acteristic can comprise a percentage of the Subject that 
appears in the image. Framing characteristics can also include 
coordinates that describe a horizontal and/or vertical position 
of the subject within the image 303. As additional examples, 
framing characteristics can include: a position of lighting 
Sources. Such as a device flash and/or natural or artificial light 
sources relative to the subject, clarity of the subject, bright 
ness, tone, color intensity, contrast, gamma, or other charac 
teristics associated with the subject in the image 303. 
0023. In the depicted example, the image framing appli 
cation 151 can identify the subject 305 of the image and 
identify its various framing characteristics. By way of illus 
tration, the image framing application 151 can determine a 
fraction and/or percentage of the image that the subject 305 
occupies as well as the percentage of the subject 305 appear 
ing in the image. The image framing application 151 can 
estimate such a percentage by identifying the subject 305 as a 
human body and estimating a percentage of the image that 
does not appearin the image 303. The percentage of the image 
that the subject 305 occupies as well as coordinates describ 
ing the position of the subject 305 within the image can also 
be identified. The image framing application 151 can also 
determine a percentage of the image that the background 
(e.g., sky, landscape, etc.), foreground, and/or other image 
elements consume. 
0024. Accordingly, upon identifying the various framing 
characteristics of the image 303, the image framing applica 
tion 151 can compare one or more of the framing character 
istics againstone or more framing guidelines. Framing guide 
lines can represent ideal or best practices as it relates to the 
framing and/or composition of an image. For example, a 
framing guideline can specify one or more percentage range 
that a subject of an image should consume. As another 
example, a framing guideline can specify one or more per 
centage range of a subject that should appearin an image. The 
framing guidelines can also specify these parameters as they 
relate to the other image elements that can be identified in the 
image 305. As a non-limiting example, the image framing 
application 151 can specify that a Subject of an image, if it is 
a person or human body, should ideally comprise 15-25% or 
65-75% of an image. 
0025 Continuing this illustrative example, the framing 
guidelines also specify that a human Subject, if represented in 
the image 305, should appear such that the head of the subject 
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is located within a certain range of the vertical and/or hori 
Zontal center position of the image. As yet another illustrative 
example, the framing guidelines can also specify that if a 
human body is the subject of an image that the body should 
not be cut off at the knees and/or legs. In other words, the 
framing guidelines can specify that a certain percentage range 
of the subject should be represented in the image 305. 
0026. As another example, the image framing application 
151 can detect the lighting conditions of the image 303. For 
example, the intensity and/or position of light sources within 
the image 303 can be detected. As another example, the 
distance of the subject 305 from the image capture device 
104, which can be derived from data regarding focusing from 
the lens system of the image capture device, can also be 
determined. Additionally, the image framing application 151 
can determine an optimum distance from the image capture 
device 104 based at least upon the characteristics of a flash 
device incorporated into the image capture device 104. 
0027. To determine whether framing of an image captured 
by the image capture device 104 can be improved, the image 
framing application 151 can calculate a framing score that 
expresses the extent to which the framing characteristics of an 
image comply with the various framing guidelines. In one 
embodiment, such a framing score can be based at least upon 
how closely the identified framing characteristics comply 
with framing guidelines. Continuing the above example of a 
hypothetical framing guideline that specifies various percent 
age ranges of an image that a subject should consume, the 
framing score can include a measure of how closely the 
identified framing characteristics of an image comply with 
one or more of the percentage ranges. 
0028. Reference is now made to FIG. 5, which illustrates 
an example of how the image framing application 151 can 
reframe an image captured by the image capture device 104 
according to various embodiments of the disclosure. In the 
depicted example, the image framing application 151 can 
identify the framing characteristics of the image 303 and 
determine the extent to which they comply with framing 
guidelines with which the image framing application 151 can 
be configured. As one non-limiting example, the image fram 
ing application 151 can identify that the subject 305 in the 
depicted image 303 can be adjusted to comply with framing 
guidelines. In other words, the image framing application 151 
can identify image adjustments that can raise a framing score 
associated with the image 303. Accordingly, the image fram 
ing application 151 can identify a region 407 of the image that 
can be extracted and/or cropped to result in an image that 
more closely complies with one or more framing guidelines. 
In this example, the region 407 can be identified by the image 
framing application 151 that can cause the image to more 
closely comply with one or more framing guidelines. FIG. 4 
illustrates an example of a subject 305 whose horizontal 
and/or vertical coordinates may lie outside a range specified 
by framing guidelines. As another example, the percentage of 
the image 303 that the subject 305 consumes may lie outside 
a framing guideline, as could a percentage of the Subject 305 
that appears in the image 303. 
0029. In the depicted example, the image framing appli 
cation 151 can crop the image 303 of FIG. 4 so that the 
position and/or size of the subject 505 is reframed and so that 
the resultant image more closely complies with one or more 
framing guidelines with which the image framing application 
151 can be configured. For example, the subject of FIG. 5 in 
the resultant image 503 is centered and the percentage of the 
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subject 505 shown in the image 503 has been adjusted, which 
can cause the image 503 to comply with framing guidelines. 
0030 FIG. 6 shows an alternative image 603 that can be 
reframed by the image framing application 151 according to 
various embodiments of the disclosure. In the depicted 
example, the image framing application 151 can identify the 
subject 605 of the image and determine whether the framing 
characteristics of the image 603 comply with various framing 
guidelines. In the depicted example, the image framing appli 
cation 151 can determine that the vertical coordinates asso 
ciated with the subject 605 as well as a percentage of the 
image 603 that the subject 605 consumes can be altered to 
comply with framing guidelines. Accordingly, the image 
framing application 151 can identify a region 607 of the 
image 603 that can be cropped to achieve such a result. FIG. 
7 continues the example of FIG. 6 and illustrates a resultant 
image 703 that is cropped from the image 603 captured by the 
image capture device 104 and shown in FIG. 6. 
0031 Reference is now made to FIG. 8, which illustrates 
an example of how the image framing application 151 can 
identify recommendations regarding improvements to fram 
ing of an image 803. In the depicted example, the image 
framing application 151 can identify that an intense light 
Source is in a background of the image 803 and generate a 
Suggestion regarding how the image 803 can be reframed by 
the user to yield a resultant image that better complies with 
framing guidelines. In the example of FIG. 8, the image 
framing application 151 can generate a suggestion that the 
user reposition the Subject and/or the image capture device 
105. 
0032. In some embodiments, the image framing applica 
tion 151 can identify a distance of the subject 805 from the 
image capture device 104 and generate a recommendation 
that the user position the image capture device 104 and/or the 
subject 805 closer or further from one another depending on 
an optimum range associated with a flash device associated 
with the image capture device 105. The image capture device 
can also analyze color intensity, image quality, or other 
parameters associated with the subject 805 and generate simi 
lar recommendations that are related to framing of the image 
that can result in a higher quality result. 
0033 Referring next to FIG.9, shown is a flowchart that 
provides one example of the operation of a portion of an 
image framing application 151 executed by an image capture 
device 104, a mobile device 102 or any other device in which 
an image capture device 104 is integrated according to vari 
ous embodiments of the disclosure. It is understood that the 
flowchart of FIG. 6 provides merely an example of the many 
different types of functional arrangements that may be 
employed to implement the operation of the portion of logic 
employed by the image capture device as described herein. As 
an alternative, the flowchart of FIG. 6 may be viewed as 
depicting an example of steps of a method implemented in a 
computing device, processor, or other circuits according to 
one or more embodiments. 
0034) First, in box. 901, the image framing application 151 
can initiate capture of one or more images and/or video by the 
image capture device 104. In one embodiment, image capture 
can be initiated by the user and/or any Software application 
executed by the image capture device 104 or any device in 
which the image capture device 104 is integrated. In box 903, 
the image framing application 151 can identify framing char 
acteristics of the image. In box 905, the image framing appli 
cation 151 can generate a framing score associated with the 
identified framing characteristics. In other words, the image 
framing application 151 can determine whether the framing 
characteristics comply with framing guidelines or whether 
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the image characteristics can be adjusted to more closely 
comply with framing guidelines. In other words, the image 
framing application 151 can reframe animage when the fram 
ing characteristics do not comply with framing guidelines. 
0035. In box 907, the image framing application 151 can 
determine whether improvement of the framing score is pos 
sible. In other words, the image framing application 151 can 
determine whether the image can be reframed (e.g., a region 
of the image identified and/or cropped from the image) and/or 
adjust other image characteristics or parameters associated 
with the image to improve the framing score. If so, in box 909, 
the image framing application 151 can reframe the image 
Such that the framing characteristics more closely comply 
with one or more framing guidelines. 
0036. It should be appreciated that in some embodiments, 
images may be adjusted and/or reframed without initiating 
image capture as described in box. 901, and that the example 
illustrated in the flowchart of FIG. 9 is but one non-limiting 
example. For example, a mobile device 102 and/or image 
capture device 104 can generate a user interface element 
providing adjustability of multiple image settings in conjunc 
tion a gallery application that allows for viewing and/or 
browsing of imagery and/or video stored in a mass storage 
device. Other variations should be appreciated by a person of 
ordinary skill in the art. 
0037 Embodiments of the present disclosure can be 
implemented in various devices, for example, having a pro 
cessor, memory as well as image capture hardware that can be 
coupled to a local interface. The logic described herein can be 
executable by one or more processors integrated with a 
device. In one embodiment, an application executed in a 
computing device. Such as a mobile device, can invoke one or 
more APIs that provide the logic described herein as well as 
facilitate interaction with image capture hardware. Where any 
component discussed herein is implemented in the form of 
Software, any one of a number of programming languages 
may be employed such as, for example, processor specific 
assembler languages, C, C++, C#, Objective C, Java, Javas 
cript, Perl, PHP, Visual Basic, Python, Ruby, Delphi, Flash, or 
other programming languages. 
0038. As such, these software components can be execut 
able by one or more processors in various devices. In this 
respect, the term "executable' means a program file that is in 
a form that can ultimately be run by a processor. Examples of 
executable programs may be, for example, a compiled pro 
gram that can be translated into machine code in a format that 
can be loaded into a random access portion of memory and 
run by a processor, source code that may be expressed in 
proper format such as object code that is capable of being 
loaded into a random access portion of the memory and 
executed by the processor, or source code that may be inter 
preted by another executable program to generate instruc 
tions in a random access portion of the memory to be executed 
by the processor, etc. An executable program may be stored in 
any portion or component of the memory including, for 
example, random access memory (RAM), read-only memory 
(ROM), hard drive, solid-state drive, USB flash drive, 
memory card, optical disc Such as compact disc (CD) or 
digital versatile disc (DVD), floppy disk, magnetic tape, or 
other memory components. 
0039. Although various logic described herein may be 
embodied in Software or code executed by general purpose 
hardware as discussed above, as an alternative the same may 
also be embodied in dedicated hardware or a combination of 
Software/general purpose hardware and dedicated hardware. 
If embodied in dedicated hardware, each can be implemented 
as a circuit or state machine that employs any one of or a 
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combination of a number of technologies. These technologies 
may include, but are not limited to, discrete logic circuits 
having logic gates for implementing various logic functions 
upon an application of one or more data signals, application 
specific integrated circuits having appropriate logic gates, or 
other components, etc. Such technologies are generally well 
known by those skilled in the art and, consequently, are not 
described in detail herein. 

0040. The flowchart of FIG.9 shows the functionality and 
operation of an implementation of portions of an image cap 
ture device according to embodiments of the disclosure. If 
embodied in Software, each block may represent a module, 
segment, or portion of code that comprises program instruc 
tions to implement the specified logical function(s). The pro 
gram instructions may be embodied in the form of Source 
code that comprises human-readable statements written in a 
programming language or machine code that comprises 
numerical instructions recognizable by a suitable execution 
system such as a processor in a computer system or other 
system. The machine code may be converted from the Source 
code, etc. If embodied inhardware, each block may represent 
a circuit or a number of interconnected circuits to implement 
the specified logical function(s). 
0041 Although the flowchart of FIG. 9 shows a specific 
order of execution, it is understood that the order of execution 
may differ from that which is depicted. For example, the order 
of execution of two or more blocks may be scrambled relative 
to the order shown. Also, two or more blocks shown in suc 
cession in FIG.9 may be executed concurrently or with partial 
concurrence. Further, in Some embodiments, one or more of 
the blocks shown in FIG.9 may be skipped or omitted. In 
addition, any number of counters, state variables, warning 
semaphores, or messages might be added to the logical flow 
described herein, for purposes of enhanced utility, account 
ing, performance measurement, or providing troubleshooting 
aids, etc. It is understood that all such variations are within the 
Scope of the present disclosure. 
0042. Also, any logic or application described herein that 
comprises software or code can be embodied in any non 
transitory computer-readable medium for use by or in con 
nection with an instruction execution system such as, for 
example, a processor in a computer device or other system. In 
this sense, the logic may comprise, for example, statements 
including instructions and declarations that can be fetched 
from the computer-readable medium and executed by the 
instruction execution system. In the context of the present 
disclosure, a "computer-readable medium' can be any 
medium that can contain, store, or maintain the logic or appli 
cation described herein for use by or in connection with the 
instruction execution system. The computer-readable 
medium can comprise any one of many physical media Such 
as, for example, magnetic, optical, or semiconductor media. 
More specific examples of a suitable computer-readable 
medium would include, but are not limited to, magnetic tapes, 
magnetic floppy diskettes, magnetic hard drives, memory 
cards, solid-state drives, USB flash drives, or optical discs. 
Also, the computer-readable medium may be a random 
access memory (RAM) including, for example, static random 
access memory (SRAM) and dynamic random access 
memory (DRAM), or magnetic random access memory 
(MRAM). In addition, the computer-readable medium may 
be a read-only memory (ROM), a programmable read-only 
memory (PROM), an erasable programmable read-only 
memory (EPROM), an electrically erasable programmable 
read-only memory (EEPROM), or other type of memory 
device. 
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0043. It should be emphasized that the above-described 
embodiments of the present disclosure are merely possible 
examples of implementations set forth for a clear understand 
ing of the principles of the disclosure. Many variations and 
modifications may be made to the above-described embodi 
ment(s) without departing Substantially from the spirit and 
principles of the disclosure. All Such modifications and varia 
tions are intended to be included herein within the scope of 
this disclosure and protected by the following claims. 

Therefore, having thus described the invention, at least the 
following is claimed: 

1. An image capture device, comprising: 
at least one image sensor, and 
an image framing application executed in the image cap 

ture device, comprising: 
logic that initiates capture of an image via an image 

sensor associated with the image capture device; 
logic that identifies at least one framing characteristic 

associated with the image: 
logic that determines whether the at least one framing 

characteristic complies with at least one framing 
guideline stored in a memory accessible to the image 
capture device; and 

logic that reframes the image based at least upon the at 
least one framing characteristic and the at least one of 
framing guideline. 

2. The image capture device of claim 1, wherein the logic 
that determines whether the at least one framing characteris 
tic complies with at least one framing guideline further com 
prises: 

logic that calculates a framing score associated with the 
image, the framing score representing a framing quality 
of the image, the framing score based at least upon a 
deviation of the at least one framing characteristic from 
the at least one framing guideline. 

3. The image capture device of claim 1, wherein the logic 
that identifies at least one framing characteristic associated 
with the image further comprises: 

logic identifies a subject in the image; and 
logic that calculates a percentage of the image in which the 

Subject appears. 
4. The image capture device of claim3, wherein the subject 

is an object corresponding to at least one person and logic that 
identifies at least one frame characteristic associated with the 
image further comprises: 

logic that identifies a face associated with the at least one 
person; and 

logic that determines at least one coordinate corresponding 
to a position of the face in the image. 

5. The image capture device of claim 4, wherein the logic 
that determines whether the at least one framing characteris 
tic complies with at least one framing guideline stored in a 
memory accessible to the image capture device further com 
prises: 

logic that identifies at least one guideline coordinate speci 
fied by the at least one framing guideline, the at least one 
guideline coordinate identifying a reference coordinate 
range in the image associated with a face of a Subject; 
and 

logic that determines whether the face is within the refer 
ence coordinate range. 

6. The image capture device of claim 4, wherein the logic 
that reframes the image when the at least one framing char 
acteristic does not comply with at least one of the framing 
guidelines further comprises logic that crops a region of the 
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image Surrounding at least a portion of the Subject, the Subject 
placed within the region to comply with the at least one 
framing guideline. 

7. The image capture device of claim 1, wherein the logic 
that identifies at least one framing characteristic associated 
with the image further comprises: 

logic that identifies a Subject in the image; and 
logic that calculates a percentage of the Subject that 

appears in the image. 
8. The image capture device of claim 7, wherein the at least 

one framing guideline specifies a percentage range of the 
Subject that should appear in the image, and the logic that 
reframes the image when the at least one framing character 
istic does not comply with at least one of the framing guide 
lines further comprises logic that crops a region of the image 
Surrounding at least a portion of the Subject, a size of the 
region selected so that the percentage of the Subject that 
appears in the region is within the percentage range. 

9. The image capture device of claim 1, wherein the at least 
one framing guideline further comprises at least one of a 
distance of an object in the image from the image capture 
device, a percentage of the image comprising a background, 
a percentage of the image comprising a foreground, a per 
centage of the object visible in the image, lighting Sufficiency 
of the image, and whether a light source appears in the image. 

10. The image capture device of claim 9, wherein the logic 
that determines whether the at least one framing characteris 
tic complies with at least one framing guideline further com 
prises logic that generates a framing score associated with the 
image, the framing score comprising a measure that expresses 
an extent to which the image complies with each of the 
framing guidelines. 

11. A method, executed in an image capture device, com 
prising the steps of: 

initiating capture of an image via an image sensor associ 
ated with the image capture device; 

identifying at least one framing characteristic associated 
with the image; 

determining whether the at least one framing characteristic 
complies with at least one framing guideline Stored in a 
memory accessible to the image capture device; and 

reframing the image when the at least one framing charac 
teristic does not comply with at least one of the framing 
guidelines. 

12. The method of claim 11, wherein the step of determin 
ing whether the at least one framing characteristic compiles 
with at least one framing guideline further comprises calcu 
lating a framing score associated with the image, the framing 
score representing a framing quality of the image, the framing 
score based at least upon a deviation of the at least one 
framing characteristic from the at least one framing guideline. 

13. The method of claim 11, wherein the step of identifying 
at least one framing characteristic associated with the image 
further comprises the steps of: 

identifying a subject in the image; and 
calculating a percentage of the image in which the Subject 

appears. 
14. The method of claim 13, wherein the subject is an 

object corresponding to at least one person and step of iden 
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tifying at least one frame characteristic associated with the 
image further comprises the steps of: 

identifying a face associated with the at least one person; 
and 

determining at least one coordinate corresponding to a 
position of the face in the image. 

15. The method of claim 14, wherein the step of determin 
ing whether the at least one framing characteristic complies 
with at least one framing guideline stored in a memory acces 
sible to the image capture device further comprises the steps 
of: 

identifying at least one guideline coordinate specified by 
the at least one framing guideline, the at least one guide 
line coordinate identifying a reference coordinate range 
in the image associated with a face of a Subject; and 

determining whether the face is within the reference coor 
dinate range. 

16. The method of claim 14, wherein the step of reframing 
the image when the at least one framing characteristic does 
not comply with at least one of the framing guidelines further 
comprises the step of cropping a region of the image Sur 
rounding at least a portion of the Subject, the Subject placed 
within the region to comply with the at least one framing 
guideline. 

17. The method of claim 11, wherein the step of identifying 
at least one framing characteristic associated with the image 
further comprises the steps of: 

identifying a Subject in the image; and 
calculating a percentage of the Subject that appears in the 

image. 
18. The method of claim 17, wherein the at least one 

framing guideline specifies a percentage range of the Subject 
that should appear in the image, and the step of reframing the 
image when the at least one framing characteristic does not 
comply with at least one of the framing guidelines further 
comprises the step of cropping a region of the image Sur 
rounding at least a portion of the Subject, a size of the region 
selected so that the percentage of the Subject that appears in 
the region is within the percentage range. 

19. The method of claim 11, wherein the at least one 
framing guideline further comprises at least one of a distance 
of an object in the image from the image capture device, a 
percentage of the image comprising a background, a percent 
age of the image comprising a foreground, a percentage of the 
object visible in the image, lighting Sufficiency of the image, 
and whether a light source appears in the image. 

20. A system, comprising: 
means for initiating capture of an image via an image 

sensor associated with the image capture device; 
means for identifying at least one framing characteristic 

associated with the image; 
means for determining whether the at least one framing 

characteristic complies with at least one framing guide 
line stored in a memory accessible to the image capture 
device; and 

means for reframing the image when the at least one fram 
ing characteristic does not comply with at least one of 
the framing guidelines. 
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