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ANOMALOUS NETWORK BEHAVIOUR IDENTIFICATION

Technical Field

The present invention relates to the identification of anomalous behaviour of a computer system.

Background
Network connected computer systems, whether physical and/or virtual computer systems

connected via one or more physical and/or virtual network communication mechanisms, can be
susceptible to malicious attack. For example, one or more computer systems can become
infected with malicious software such as botnet agents or the like, and such infected systems can
instigate malicious communication with other systems such as communications intended to
propagate such infections and/or communications intended to affect the operation of target
computer systems (e.g. denial of service attacks, hijacking or the like).

It is a longstanding desire to detect such malicious communication occurring in a network of

computer systems in order that mitigation measures can be implemented.

Summary
According to a first aspect of the present disclosure, there is provided a computer implemented

method of identifying anomalous behaviour of a computer system in a set of intercommunicating
computer systems, each computer system in the set being uniquely identifiable, the method
comprising: monitoring communication between computer systems in the set for a first plurality of
time periods to generate, for each of the first plurality of time periods, a first vector representation
of each of the computer systems; monitoring communication between computer systems in the
set for a second plurality of time periods to generate, for each of the second plurality of time
periods, a second vector representation of each of the computer systems, wherein a first duration
of each of the first plurality of time periods is different from a second duration of each of the
second plurality of time periods; comparing first vector representations corresponding to different
respective ones of the first plurality of time periods for a target computer system using a vector
similarity function to identify behaviour of the target computer system at a first temporal resolution
corresponding to the first duration; comparing second vector representations corresponding to
different respective ones of the second plurality of time periods for the target computer system
using the vector similarity function to identify behaviour of the target computer system at a second
temporal resolution corresponding to the second duration; and based on the behaviour of the
target computer system at one or more of the first and second temporal resolutions, identifying
anomalous behaviour of the target computer system.
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In some examples, each of the first vector representations is generated based on at least one
walk of a first graph representation of communications between the computer systems during a
respective one of the first plurality of time periods, in which nodes of the first graph correspond to
computer systems in the set and weighted directed edges between nodes of the first graph
correspond to a characteristic of communication between pairs of computer systems in the set;
and each of the second vector representations is generated based on at least one walk of a
second graph representation of communications between the computer systems during a
respective one of the second plurality of time periods, in which nodes of the second graph
correspond to computer systems in the set and weighted directed edges between nodes of the
graph correspond to the characteristic of communication or a further characteristic of
communication between pairs of computer systems in the set. In some of these examples, the
method comprises normalising an input characteristic of communication to determine the
characteristic of communication for each respective pair of the pairs of computer systems,
wherein normalising the input characteristic of communication comprises normalising the input
characteristic of communication for each respective pair based on: an average of the input
characteristic of communication for the pairs of computer systems; and a dispersion of the input
characteristic of communication for the pairs of computer systems. In some of these examples,
the characteristic of communication is a second normalised characteristic of communication, and
normalising the input characteristic of communication comprises: normalising the input
characteristic of communication for each respective pair based on the average and the dispersion,
to obtain a first normalised characteristic; and obtaining the second normalised characteristic
based on the first normalised characteristic such that a relationship between the first and second
normalised characteristics is expressable as:
C,=AC,+B

where €, is the first normalised characteristic, C, is the second normalised characteristic, A is a
first constant, and B is a second constant. In some of these examples, the characteristic of
communication includes one or more of: a flow of network traffic from a source computer system
to a destination computer system; and a volume of data communicated from a source computer

system to a destination computer system.

In examples, the first duration is shorter than the second duration and at least one of the first
plurality of time periods overlaps one of the second plurality of time periods.

In examples, the method comprises: identifying commencement of communication between a
particular computer system of the set and at least one further computer system of a remainder of
the set within a time window comprising the first plurality of time periods and/or the second
plurality of time periods, such that there is a first sub-window of the time window in which the
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particular computer system is not in communication with the remainder of the set and a second
sub-window of the time window, subsequent to the first sub-window, in which the particular
computer system is in communication with the at least one further computer system; and
generating dummy communication between the particular computer system and at least one
computer system of the remainder of the set for the first sub-window, based on communication
between computer systems in the remainder of the set within the first sub-window and the
communication between the particular computer system and the at least one further computer
system within the second sub-window, wherein at least one of the first vector representations
and/or at least one of the second vector representations of the particular computer system is
based on the dummy communication. In some of these examples, the target computer system is
the particular computer system, and comparing the first vector representations for the target
computer system comprises comparing: a first one of the first vector representations,
corresponding to a first one of the first plurality of time periods within the first sub-window, the first
one of the first vector representations based on the dummy communication; and a second one of
the first vector representations, corresponding to a second one of the first plurality of time periods
within the second sub-window, the second one of the first vector representations based on the
communication between the particular computer system and the at least one further computer
system within the second sub-window. In some of these examples, the target computer system
is the particular computer system, and comparing the second vector representations for the target
computer system comprises comparing: a first one of the second vector representations,
corresponding to a first one of the second plurality of time periods within the first sub-window, the
first one of the second vector representations based on the dummy communication; and a second
one of the second vector representations, corresponding to a second one of the second plurality
of time periods within the second sub-window, the second one of the second vector
representations based on the communication between the particular computer system and the at
least one further computer system within the second sub-window. In some of these examples,
generating the dummy communication comprises: determining, based on the communication
between computer systems in the remainder of the set within the first sub-window, an average
characteristic of communication between pairs of computers in the remainder of the set; and
selecting, based on the average characteristic of communication, communication between the
particular computer system and the at least one further computer system within the second sub-
window to use as the dummy communication. In some of these examples, generating the dummy
communication further comprises determining, based on the communication between computer
systems in the remainder of the set within the first sub-window, an average number of
communication events per computer system in the remainder of the set; and selecting the
communication comprises selecting, based on the average number and the average

characteristic of communication, a predetermined number of communications of the
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communication between the particular computer system and the at least one further computer
system within the second sub-window, as the communication. In some of these examples,
selecting the communication comprises: identifying a first subset of communications, of the
communication between the particular computer system and the at least one further computer
system within the second sub-window, with a respective characteristic of communication that
satisfies a condition based on the average characteristic of communication; identifying a second
subset of communications, of the communication between the particular computer system and
the at least one further computer system within the second sub-window, with a respective
characteristic of communication that fail to satisfy the condition based on the average
characteristic of communication; modifying the respective characteristic of communication of each
of the second subset of communications such that, after modification, the respective characteristic
of communication of each of the second subset of communications satisfies the condition based
on the average characteristic of communication; and selecting the communication to comprise

the first subset of communications and the second subset of communications, after modification.

In some examples, the method comprises: comparing first vector representations corresponding
to different respective ones of the first plurality of time periods for each of at least one other
computer system of the set, other than the target computer system, using the vector similarity
function to identify behaviour of each of the at least one other computer system at the first
temporal resolution; and comparing second vector representations corresponding to different
respective ones of the second plurality of time periods for each of the at least one other computer
system using the vector similarity function to identify behaviour of each of the at least one other
computer system at the second temporal resolution, wherein identifying the anomalous behaviour
of the target computer system is further based on the behaviour of the at least one other computer
system at the first and/or second temporal resolutions. In some of these examples, the method
comprises: receiving, via a graphical user interface (GUI), a selection of a behaviour condition to
be satisfied; identifying, based on the behaviour of the target computer system and the at least
one other computer system at the first and/or second temporal resolutions, a display set of
computer systems that satisfy the behaviour condition; and displaying, via the GUI, a
representation of the communication between pairs of computer systems in the display set.
Identifying the display set may comprise identifying the N-most anomalous computer systems of
the target computer system and the at least one other computer system at the first and/or second
temporal resolutions, based on the behaviour of the target computer system and the at least one
other computer system at the first and/or second temporal resolutions, where N is an integer. In
some of these examples, the behaviour condition further indicates a temporal resolution at which
anomalous behaviour is to be identified, and the identifying the display set comprises identifying
the display set based further on the behaviour of the target computer system and the at least one
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other computer system at the first temporal resolution or the second temporal resolution, based
on the temporal resolution indicated by the behaviour condition. In some of these examples, the
method comprises: receiving, via the GUI, an indication of one or more computer systems in the
set for which protective measures are to be implemented to protect against malicious
communication involving the target computer system; and responsive to receiving the indication,
implementing the protective measures for the one or more computer systems in the set. In these
examples, the method may further comprise receiving, via the GUI, a further indication of the
protective measures that are to be implemented.

In examples, the method comprises, responsive to identifying the anomalous behaviour,
implementing protective measures for one or more computer systems in the set to protect against

malicious communication involving the target computer system.

In examples herein in which protective measures are implemented, the protective measures may
include one or more of: preventing network communication to and/or from a particular computer
system; performing an antimalware task on one or more of the computer systems; disconnecting
one or more of the computer systems; and increasing a level of monitoring of network

communication with one or more of the computer systems.

In examples, the method comprises comparing the first vector representations comprises
comparing first vector representations corresponding to two different ones of the first plurality of
time periods for the target computer system using the vector similarity function, wherein the two
different ones of the first plurality of time periods are separated from each other in time by at least
one other one of the first plurality of time periods.

In examples, comparing the second vector representations comprises comparing second vector
representations corresponding to two different ones of the second plurality of time periods for the
target computer system using the vector similarity function, wherein the two different ones of the
second plurality of time periods are separated from each other in time by at least one other one

of the second plurality of time periods.

According to a second aspect of the present disclosure, there is provided a computer system
including a processor and memory storing computer program code for performing the steps of the
method of any example in accordance with the first aspect of the present disclosure.

According to a third aspect of the present disclosure, there is provided a computer program
element comprising computer program code to, when loaded into a computer system and
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executed thereon, cause the computer to perform the steps of the method of any example in
accordance with the first aspect of the present disclosure.

Brief Description of the Drawings

For a better understanding of the present disclosure, reference will now be made by way of
example only to the accompany drawings, in which:

Figure 1 is a block diagram of a computer system according to examples;

Figure 2 is a component diagram of an arrangement for identifying anomalous behaviour
of a computer system in a set of intercommunicating computer systems according to examples;

Figure 3 is a flowchart of a method for identifying anomalous behaviour of a computer
system in a set of intercommunicating computer systems according to examples;

Figures 4a, 4b and 4c depict graph data structures representing intercommunicating
computer systems according to examples;

Figures 5a and 5b depict graph data structures representing intercommunicating
computer systems according to further examples;

Figure 6 is a flowchart of a method for generating dummy data for use in identifying
anomalous behaviour of a computer system in a set of intercommunicating computer systems
according to examples;

Figure 7 is a flowchart of a method for displaying a representation of communication
between pairs of computer systems according to examples;

Figure 8 is a schematic diagram illustrating display of a graphical user interface via a
display according to examples; and

Figure 9 is a flowchart of a method for generating vector representations for computer
systems based on deterministic walks of a graph representation of communications between
computer systems according to examples.

Detailed Description

Physical or virtual computer systems can be physically or virtually connected to other such
systems by way of, for example, a physical or virtual communications network. Communication
between interconnected computer systems can be monitored to obtain a vector representation of
a computer system for a particular time period. In examples herein, a vector representation of a
target computer system is compared for time periods of at least two different durations, so as to
identify behaviour of the target computer system for at least two different temporal resolutions.
For example, a comparison of vector representations for different minutes can be performed to
identify behaviour of the target computer system over the temporal resolution of a minute, and a
comparison of vector representations for two different hours can be performed to identify
behaviour of the target computer system over the temporal resolution of an hour. Anomalous
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behaviour of the target computer system is identified based on the behaviour at one or more of
the different temporal resolutions. Different attacks may occur over different timescales, so this
approach allows various different attacks to be accurately identified.

With this approach, the time periods for which a vector representation is obtained need not be
baseline time periods. A baseline time period is for example a time period in which the
communicating computer systems are free from malicious intervention, such as when the
computer systems are operating in a protected environment. A protected environment is for
example a network which is not accessible to, or susceptible to, external communications from
untrusted systems, such as a pre-production operation of the communicating computer systems.
By identifying baseline behaviour of computer systems (i.e. behaviour of the computer systems
over a baseline time period), an insight into the normal behaviour of the computer systems, in the
absence of malicious intervention, can be obtained. However, the normal behaviour of the
computer systems may vary over time, e.g. as new computer systems begin to communicate with
other computer systems in the set, or as the behaviour of the computer systems changes due to
non-malicious influences, such as a change in season or a non-malicious change in user
behaviour. To compensate for changes in the normal behaviour of the computer systems over
time, the baseline behaviour must generally be recomputed on a regular basis, which can be
computationally intensive and time consuming. Furthermore, it can be difficult in practice to obtain
a baseline time period in which the computer systems are sufficiently protected from malicious

intervention.

By identifying real-time changes in behaviour of the computer systems at different temporal
resolution, examples herein allow anomalous behaviour to be identified without comparing the
behaviour to baseline behaviour. Approaches according to examples herein can hence be applied
more efficiently and/or easily to real data than approaches that rely on a comparison to a baseline.
For example, if it is determined that a computer system has exhibited a large change in behaviour
over a relatively long timescale, e.g. as identified at a relatively low temporal resolution, the
behaviour of the computer system over a shorter timescale, e.g. as identified at a higher temporal
resolution, can also be investigated. In this way, a determination can be made as to whether the
change was gradual, which may be less suspicious, or whether the change was sudden, which

may be more indicative of anomalous activity, without a comparison to baseline behaviour.

Figure 1 is a block diagram of a computer system 100 suitable for the operation of examples
herein. A central processor unit (CPU) 102 is communicatively connected to a storage 104 and
an input/output (I/O) interface 106 via a data bus 108. The storage 104 can be any read/write
storage device such as a random-access memory (RAM) or a non-volatile storage device. The
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storage 104 for example stores computer program code for performing any aspect of the methods
described herein. An example of a non-volatile storage device includes a disk or tape storage
device. The I/O interface 106 is an interface to devices for the input or output of data, or for both
input and output of data. Examples of I/O devices connectable to the I/O interface 106 include a
keyboard, a mouse, a display (such as a monitor) and a network connection.

Machine learning is a form of artificial intelligence which allows a machine to learn a model of a
process by applying statistical techniques on observed data. This means a machine can predict
an outcome when given new, previously unseen data. An example of how machine learning has
benefited people is language translation. By having a machine learn several translations from one
language to another, the machine can “learn” how words are associated with each other. When
a new phrase is entered, the machine can refer to previously seen examples and predict what the
translation should be. Machine learning attempts to mimic how humans learn; observe
experiences and recall on these when presented something new. Many machine learning
techniques have been developed: from utilising basic mathematical models like linear regression

to emulating how a brain works through the use of “neural networks”.

One machine learning technique which can be employed in examples herein is known as “word
embedding”. Word embedding transforms words in a vocabulary into a set of vectors consisting
of real numbers. The reason for this process is to allow a machine to represent a meaning of a
word in relation to other words. Unlike a human, a machine does not know the meaning of a word
but it can work with vector representations of words to represent the meaning of a word. One
method of converting words into vectors is known as “Word2Vec” (“Efficient Estimation of Word
Representations in Vector Space”, Mikolov et al., 2013). Word2Vec is a collection of models for
representing words in a corpus of text as a collection of vectors denoting how similar they are to
each other depending on sentence context. It involves training a neural network to associate
words with each other depending on where they lie within a context. The neural network itself
(specifically its weight matrix) is the word embedding and it can be used to predict the context of
a given word which appeared in the corpus.

Examples herein identify anomalous behaviour of a computer system in a set of
intercommunicating computer systems such as physical or virtual computer systems
communicating via one or more physical or virtual computer networks in which each computer
system is uniquely identifiable (such as by way of an identifier, name, address or other suitable
identification). Figure 2 is a component diagram of an arrangement for identifying anomalous
behaviour of a computer system in a set 200 of intercommunicating computer systems according
to examples. The computer systems of the set 200 are arranged for intercommunication by way
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of, for example, one or more wired or wireless communications networks. As illustrated in Figure
2, such networks can be disparate in technology, topology and/or architecture such as a linear,
hierarchical, star, wireless, cellular or any other suitable intercommunication means for computer
systems. In the example set 200 of computer systems of Figure 2, eleven computer systems
labelled “A” to “K” are depicted, each being communicatively connected to one or more other of

the computer systems in the set.

Examples herein are operable to monitor communication between the computer systems in the
set 200 for a first plurality of time periods to generate, for each of the first plurality of time periods,
a first vector representation of each of the systems. Communication between the computer
systems in the set 200 is also monitored for a second plurality of time periods to generate, for
each of the second plurality of time periods, a second vector representation of each of the
systems. A first duration of each of the first plurality of time periods is different from a second
duration of each of the second plurality of time periods. In examples, the first duration of each of
the first plurality of time periods is the same as each other, and the second duration of each of
the second plurality of time periods is the same as each other (but different from the first duration).
For example, each of the first plurality of time periods may be a time period of one minute, and
each of the second plurality of time periods may be a time period of one hour (although this is

merely a non-limiting example).

In some examples, the first and second vector representations are based on graph
representations of the communications between the computer systems. Computer systems can
be represented as nodes with communications therebetween represented as edges in a graph
representation. Nodes can have associated characteristics corresponding to characteristics of
represented computer systems such as unique identifiers, technical, functional or locational
characteristics. Edges between nodes can correspond to communications between computer
systems corresponding to the nodes such as a volume, frequency, type, speed (e.g. throughput)
of data, an effectiveness of communication (e.g. a degree of error in the communication), a level
of security of the communication (e.g. presence, absence or a degree of encryption) or other
communication characteristics. In this way, edges between nodes of a graph correspond to a
characteristic of communication between pairs of computer systems. Notably, such graph
representations of communications do not necessarily correspond to the architecture, topology or
arrangement of computer networks interconnecting the computer systems. Rather, such graph
representations model actual communications between systems in the set 200. Thus, a graph
representation of communicating computer systems represents communications over a period of

time between computer systems represented in the graph, such as over one of the first plurality
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of time periods for a first vector representation or over one of the second plurality of time periods

for a second vector representation.

In these examples, at least one graph representation is generated for respective one(s) of the
first plurality of time periods, and at least one graph representation is generated for respective
one(s) the second plurality of time periods. Vector representations of the computer systems, e.g.
representative of network communication of the computer systems, are then derived from the
generated graph(s). In one example, each of the first vector representations is generated based
on a first graph representation of communications between the computer systems during a
respective one of the first plurality of time periods. In this example, each of the second vector
representations is generated based on a second graph representation of communications
between the computer systems during a respective one of the second plurality of time periods. In
this case, nodes of the first and second graphs each correspond to respective computer systems
in the set. The first vector representations for each of the first plurality of time periods are
comparable using a vector similarity function to identify behaviour of a target computer system at
a first temporal resolution corresponding to the first duration. Similarly, the second vector
representations for each of the second plurality of time periods are comparable using the vector
similarity function to identify behaviour of a target computer system at a second temporal
resolution corresponding to the second duration. The second temporal resolution is different from
the first temporal resolution as the first duration of each of the first plurality of time periods is
different from the second duration of each of the second plurality of time periods. In some cases,
the first and second temporal resolutions correspond to first and second timescales over which
the behaviour of the target computer system is determined. It is to be appreciated that the
behaviour determined may be a change in behaviour (if the behaviour of the target computer
system has changed), or may indicate that the behaviour of the target computer system is
unchanged. Based on the behaviour of the target computer system over one or more of the first
and second temporal resolutions, anomalous behaviour of the target computer system can be
identified, which may e.g. correspond to changes in behaviour over one or both of the temporal
resolutions. Identification of an anomaly can trigger the implementation of protective measures
for one or more of the computer systems or the entire set 200, for example to protect against

malicious communication involving the target computer system.

Protective measures can include, for example, the deployment of firewalls, new security
measures, additional authentication or authorisation checks, performing an antimalware task on
one or more of the computer systems such as execution or updating of antimalware services,
preventing network communication to and/or from one or more computer systems or the whole

set 200, increasing a level of monitoring of network communication with one or more of the
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computer systems, tracing or logging, disconnecting one or more of the computer systems and
other protective measures as will be apparent to those skilled in the art.

The arrangement of Figure 2 illustrates the identification of behaviour of computer system(s) at a
first temporal resolution using graph representations. However, it is to be appreciated that a
similar arrangement to that of Figure 2 may be used to identify behaviour of computer system(s)
at a second temporal resolution. In the arrangement of Figure 2, a graph generator 202 as a
hardware, software, firmware or combination component, generates a first graph data structure
204 representing communication between computer systems in the set 200 of
intercommunicating computer systems for a first one of the first plurality of time periods. Each of
at least a subset of the computer systems in the set 200 is provided as a node in the first graph
204 with communications therebetween represented as weighted directed edges in the first graph
204. As depicted in Figure 2, edges are directed to indicate a net flow of traffic and are weighted
(indicated by thickness of an edge) to indicate a volume of data communicated. In this case, the
characteristic of communication represented by each edge is the volume of data communicated
from a source to a destination computer system, but in other cases, edges of a graph may
additionally or alternatively represent a different characteristic of communication between
respective pairs of nodes in the graph such as a flow of network traffic from the source to the
destination. A “net” flow of traffic is a predominant direction of transfer of communicated data such
as payload data in network communication, recognising that network communication can be
bidirectional including at least the negotiation, setup and/or configuration of a communication by
way of protocol messages to achieve the delivery of a payload or portion of data as the substantive
subject of the communication. For example, network communication corresponding to a request
for a web-page by a web-browser being communicated to a web-server will involve
communication of the request from the browser to the server with the substantive data transfer
being realised as the communication of the web-page content from the server to the browser.
Thus, the net flow is from the server to the browser and can be determined, in this example, based
on the volume of data transferred. Other mechanisms to determine the net flow of data can be
employed including mechanisms that infer the direction of net flow of data based on an analysis,
inspection or other identification of the data to determine the substantive part of a communication

between computer systems.

Figure 2 further includes a vector generator 206 as a hardware, software, firmware or combination
component arranged to generate a vector representation 208 of communication for each node in
the first graph 204. In one example, the vector generator 206 uses Word2Vec or, preferably,
Node2Vec which uses node identifiers as words and paths through the first graph 204 as

sentences into a typical Word2Vec model (“On Generalizing Neural Node Embedding Methods
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to Multi-Network Problems”, Heimann and Koutra, 2017). The paths can be generated by random
walks (traversals of the graph) for a node in the first graph 204, as will be described in more detall
later. Due to the non-deterministic nature of Node2Vec (arising because it employs random walks
to generate a corpus for Word2Vec) it is preferable to combine a plurality of such random walks
to generate a representative vector for a node, the representative vector being defined based on
a combination of the plurality of walks of the graph for a node (the node representing a computer
system). Combining multiple vector representations into a single representation can be achieved
using a simple average vector. Alternatively, an orthogonal transformation vector for each of a
plurality of pairs of vector representations for the node can be generated such that the orthogonal
transformation vector transforms a first vector in each pair to a second vector in the pair. A linear
optimisation process operating on the orthogonal vectors by, for example, linear regression, can
be used to define a combination vector representation for a node in the first graph 204. Thus, in
this way, the example of Figure 2 generates first vector representations 208 for each node in the
first graph 204 (which in this case is for a first one of a first plurality of time periods).

The arrangement of Figure 2 generates first vector representations for each of the computer
systems in the set 200 for a second one of a first plurality of time periods in a similar manner. The
graph generator 202 generates a second graph 212 representing communication between
computer systems in the set 200 for the second one of the first plurality of time periods. Each of
at least a subset of the computer systems in the set 200 is provided as a node in the second
graph 212 with communications therebetween represented as weighted directed edges in the
second graph 212. Although Figure 2 depicts two instances of the graph generator 202 it is to be
appreciated that in some cases the same graph generator 202 may be used to generate both the
first graph 204 and the second graph 212. The second graph 212 is comparable with the first
graph 204 by way of the first vector representations for each of the computer systems. Thus, the
vector generator 206 is operable to generate a first vector representation 216 of the second graph
212 for each node in the second graph 212. As for the graph generator 202, although Figure 2
depicts two instances of the vector generator 206 it is to be appreciated that in some cases the
same vector generator 206 may be used to generate the first vector representations for both the
first and second ones of the first plurality of time periods.

The first vector representations 208, 216 can be compared, for each computer system, using a
vector similarity function 218 such as a cosine similarity function for comparing vectors as is
known in the art. In this way, behaviour of a computer system at a first temporal resolution
(corresponding to the first duration of each of the first plurality of time periods) can be identified
220. Where the first vector representation 216 for the second one of the first plurality of time
periods for a node in the second graph 212 corresponding to a computer system in the set 200 is
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sufficiently dissimilar to the first vector representation 208 for the first one of the first plurality of
time periods for a node in the first graph 204 corresponding to the same computer system, then
an anomaly is identified at the first temporal resolution. Sufficiency of dissimilarity (or similarity)
can be predetermined in terms of a degree of difference characterised in dependence on the
particular vector similarity function 218 employed, such as an angular difference, an extent of
vectoral magnitude difference or a combination or other such characterisations of difference as
will be apparent to those skilled in the art. In this way, differences in behaviour between a time
period prior to an attack (e.g. prior to a Distributed Denial of Service (DDoS) attack), which for
example corresponds to the first one of the first plurality of time periods, and a time period during
the attack, which for example corresponds to the second one of the first plurality of time periods,
can be identified.

This process may be repeated for a plurality of different ones of the first plurality of time periods,
e.g. for a plurality of different pairs of the first plurality of time periods. In such cases, a comparison
of first vector representations for adjacent ones of the first plurality of time periods for a particular
computer system may be performed to identify changes in behaviour of the particular computer

system over time.

In some cases, though, the comparison may be performed for non-adjacent ones of the first
plurality of time periods. In other words, the comparison may be performed for two different ones
of the first plurality of time periods, which are separated from each other in time by at least one
other one of the first plurality of time periods. This for example allows behaviour to be identified
that occurs periodically. For example, a computer system may exhibit particular behaviour for the
same hour each day. This behaviour may be identified by comparing time periods with a duration
of one hour at the same time on different respective days. If the behaviour of the computer system
for a particular hour on a given day deviates from the behaviour of that computer system for that
particular hour on other days (which e.g. corresponds to usual behaviour of that computer system
for that time of day), the behaviour of the computer system can be identified as anomalous. Such
behaviour could be missed if the comparison is only performed for adjacent time periods. In some
cases, respective ones of the first plurality of time periods may overlap each other, so as to create
a sliding window over which the behaviour of the computer system is determined.

In examples, this process is also repeated for each of the second plurality of time periods, which
are of a second duration different from the first duration of each of the first plurality of time periods.
In this way, a second vector representation may be obtained for each node of a graph, where
each node corresponds to a particular computer system in the set 200. In these examples, rather
than comparing a second vector representation of a given one of the second plurality of time
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periods with a first vector representation of a given one of the first plurality of time periods for a
particular node (corresponding to a computer system), the second vector representation of the
given one of the second plurality of time periods is instead compared with a second vector
representation of a different one of the second plurality of time periods (which is e.g. an adjacent
or non-adjacent one, and which may be partially overlapping), to identify behaviour of the
computer system at a second temporal resolution (corresponding to the second duration of each
of the second plurality of time periods).

As different attacks are typically carried out over different timescales, identification of behaviour
of a particular computer system over the first and/or second temporal resolutions allows different
attacks to be identified, which may otherwise be missed. For example, a network attack such as
a DDoS attack may lead to a noticeable change in behaviour on a minute-long scale. However,
this change in behaviour may be less noticeable on an hour-long, or day-long scale. In some
cases, the first duration (of each of the first plurality of time periods) is shorter than the second
duration (of each of the second plurality of time periods) and at least one of the first plurality of
time periods overlaps one of the second plurality of time periods. For example, where the first
duration is a minute and the second duration is an hour, the behaviour of the particular computer
system may be identified over a minute-long scale that overlaps an hour-long scale over which
the behaviour of the particular computer system is also identified. Use of different temporal
resolutions increase the granularity, providing further insight into the behaviour of the particular

computer system.

Based on the behaviour of a particular computer system (which may be considered a target
computer system) over the first and/or second temporal resolutions, anomalous behaviour of the
particular computer system can be identified. Identification of the anomalous behaviour may
involve determining whether a change in first vector representations and/or second vector
representations for the particular computer system satisfies a predetermined condition. For
example, if the change in the first and/or second vector representations exceeds a particular
amount, or if the change persists over a predetermined number of ones of the first and/or second
plurality of time periods, the behaviour may be identified as anomalous.

In some cases, the behaviour of each of a plurality of different computer systems in a set may be
determined in a similar manner, at a first and/or a second temporal resolution. In such cases,
identifying anomalous behaviour of a particular computer system (which may be considered to be
a target computer system), may be further based on the behaviour of at least one other computer
system at the first and/or second temporal resolutions. For example, anomalous behaviour of the
particular computer system may be identified if the behaviour of the particular computer system
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at a given temporal resolution differs appreciably from that of the at least one other computer
system, e.qg. if the output of the vector similarity function for the particular computer system differs
from that for the at least one other computer system by an amount which meets or exceeds a
threshold.

Protective measures 220 can be implemented to protect one or more of the computer systems in
the set 200 of intercommunicating computer systems in dependence on the detection of an
anomaly based on the behaviour identified 220 at the first and/or second temporal resolution. In
some examples, the protective measures 220 include identifying the N-most anomalous computer
systems of the set 200, where N is an integer, which may for example involve ranking the
behaviour of each of the computer systems of the set 200 from least to most anomalous. It is to
be appreciated that the behaviour may be ranked in various ways, e.g. depending on the
magnitude of the change in behaviour at a particular temporal resolution (with a greater magnitude
in change, e.g. corresponding to a greater a degree of difference in a vector similarity function,
indicating more anomalous behaviour), depending on how long particular behaviour persists (e.g.
over how many of the first and/or second plurality of time periods the behaviour is observed in)
and/or depending on whether the behaviour is observed at a plurality of different temporal
resolutions (e.g. at both the first and second temporal resolutions). In examples, anomalous
behaviour at a particular temporal resolution may be prioritised (or otherwise identified as more
likely to indicate a severe security threat) compared to anomalous behaviour at another temporal
resolution. For example, if it is identified that a first computer system has anomalous behaviour
over a timescale of minutes, whereas a second computer system has anomalous behaviour over
a timescale of days, the behaviour of the first computer system may be identified as more
anomalous than that of the second computer system on the basis that the behaviour of the first
computer system is anomalous at a temporal resolution of minutes (which may e.g. indicate a
network attack). This may be the case even if the magnitude of the anomaly in behaviour of the
second computer system is greater than that of the first computer system (although, in other
examples, the magnitude of the anomalies may additionally or alternatively be taken into account).
It is to be appreciated that these are merely examples, though, and the manner in which behaviour
of computer systems is ranked (if such ranking is performed) is not limited to these examples.
Where a ranking is performed, the protective measures 220 may be prioritised based on the
ranking of each computer system, to apply protective measures 220 more rapidly to higher-ranked
computer systems and/or to apply more stringent protective measures 220 to higher-ranked

computer systems.

In some cases, the protective measures 220 include notifying an analyst of anomalous computer
systems, e.g. the N-most anomalous computer systems. This for example allows the analyst to
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investigate the behaviour of the identified computer systems and take additional or alternative
protective measures than those which may be performed automatically.

Figure 3 is a flowchart of a method 300 for identifying anomalous behaviour of a computer system
in a set of intercommunicating computer systems in accordance with examples herein. Initially, at
items 302 to 304, communication between computer systems in the set 200 is monitored to
generate a first vector representation of each of the computer systems for each of a first plurality
of time periods (each of a first duration). At items 306 to 308, communication between computer
systems in the set 200 is monitored to generate a second vector representation of each of the
computer systems for each of a second plurality of time periods (each of a second duration, which
is different from the first duration). As explained with reference to Figure 2, the first and second
vector representations may be generated based on first and second graph representations of
communications between the computer systems during respective ones of the first and second
plurality of time periods, respectively. For example, the first and second vector representations
may be generated based on at least one walk of first and second graph representations, as further
explained with reference to Figures 4 and 5.

At items 310 to 324 of Figure 3, first vector representations for each of at least one pair of time
periods of the first plurality of time periods are compared and second vector representations for
each of at least one pair of time periods of the second plurality of time periods are compared for
each of a plurality of computer systems in at least a subset of the set 200 of computer systems,
to identify behaviour of each of the plurality of computer systems in at least the subset at a first
temporal resolution and a second temporal resolution, respectively. To facilitate the
comparison(s) of item 312 of Figure 3, a suitable data structure (such as a table) may be used to
store a representation of each computer system (such as a suitable identifier) along with the first
vector representations for each of the at least one pair of time periods. The comparison(s) of item
312 may be performed by applying a vector similarity function to respective pairs of first vector
representations of the data structure. A similar data structure may be used to store the second
vector representations (or the same data structure may be used to store both the first and second
vector representations), and the comparison(s) of item 316 may be performed in a similar manner
to the comparison(s) of item 312, but to identify behaviour of each respective computer system at
the second temporal resolution instead of the first temporal resolution.

In Figure 3, when anomalous behaviour of a computer system is detected at item 320, based on
at least one of the comparisons of items 312 and 316, protective measures are implemented at
item 322. As explained above, detection of the anomalous behaviour may involve ranking the
behaviour of the computer systems in at least part of the set 200 from the most to the least
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changed behaviour (or from the most to the least anomalous behaviour), based on the
comparisons of items 312 and 316. For example, a score may be determined for each computer
system based on the comparisons of items 312 and 316, and used to rank the behaviour of each
computer system. The protective measures of item 322 may include generating an output data
structure (such as a table) including details of the computer system(s) that are identified as
behaving anomalously and/or of the N computer systems that are identified as having the most
anomalous behaviour. The information stored in the output data structure may include, for each
computer system identified as behaving potentially anomalously, communication data
representative of communications between the computer system and at least one further
computer system of the set 200, at least one characteristic of a communication between the
computer system and the at least one further computer system (such as a volume of data
communicated), the score determined for the computer system, and/or whether the computer
system was previously included within the output data structure (e.g. whether the computer
system has previously been identified as behaving in a manner that is potentially anomalous). In
examples in which the output data structure includes communication data, the communication
data may be stored as a series of events, each corresponding to the transfer of data between the
computer system and another computer system of the set 200. For each event, an identifier of
the source of the communication (e.g. the source Internet Protocol (IP) address) and an identifier
of a destination of the communication (e.g. the destination IP address) may be stored, along with,
in some cases, at least one characteristic of the communication. As communication may be
bidirectional, the computer system identified as potentially having anomalous behaviour may be
the source or the destination of the communication. Information such as this about computer
system(s) that are identified as behaving potentially anomalously may be processed to generate
a visualisation of the behaviour of at least part of the set 200, for display using a graphical user
interface (GUI) as described further with reference to Figures 7 and 8.

Thus, examples herein seek to identify a computer system in the set 200 exhibiting a behaviour
change detectable at one or more of a first or second temporal resolution (e.g. over a first and/or
second timescale), which may be indicative of anomalous behaviour of the computer system.
Figures 4a, 4b and 4c depict exemplary graph data structures representing intercommunicating
computer systems in accordance with examples herein. Specifically, Figures 4a, 4b and 4c depict
graph representations of network traffic for a set of computer systems at different time points. In
Figures 4a and 4b, computer “A” is showing “normal” behaviour (that is, typical behaviour for
itself), whereas in Figure 4c, computer “A” is “attacking” several computers, so is exhibiting
anomalous behaviour. Figures 4a, 4b and 4c each represent intercommunicating computer

systems (e.g. in a set such as the set 200 of Figure 2) for different respective ones of a plurality
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of first time periods. It is to be appreciated that similar graph data structures are generated for
different respective ones of a plurality of second time periods in examples herein.

Each edge (arrowed) in Figures 4a to 4c is a flow of traffic between a source and a destination
computer and the weight (thickness) represents a characteristic of the communication between
the source and destination (which in this case may be considered to be an attribute of the flow).
This attribute can be the number of connections/flows between two computers, the number of
bytes or packets sent or an aggregation of these. In the example of Figure 4c the number of
simultaneous flows between computer “A” and others has increased (hence the thicker arrows).
As this behaviour was not observed before it is likely that an attack (for example a denial of service
attack) is occurring.

To identify this anomalous behaviour, examples herein employ machine learning techniques such
as Node2Vec to convert each graph into an embedding so that differences in a node at a particular
temporal resolution can be measured between embeddings. Node2Vec is a version of Word2Vec
which uses node identifiers as words and paths through a graph as sentences in a Word2Vec
model. The paths are generated by random walks from each node in a graph. These random
walks can be configured to walk close to neighbouring nodes (akin to breadth-first search) or walk
across the structure of the graph (akin to depth-first search). A next step to take in a walk can be
determined by edge probabilities. These probabilities can be calculated by an attribute of an edge
(which for example corresponds to a characteristic of communication), such as by normalising
the attribute among all edges and applying the breadth/depth-first search configurations. For
example, an edge probability may be taken as the characteristic of communication or the
normalised characteristic of communication. In the context of monitoring computer behaviour,
attacks may be more likely to occur in respect of neighbouring computer systems rather than
systems on the other side of a network. Therefore, a larger breadth-first search parameter can be
employed, for example.

A characteristic of communication for respective edges (each corresponding to a respective pair
of computer systems in a set) can be normalised in various ways. In one examples, an input
characteristic of communication (corresponding to the characteristic of communication prior to
normalisation) is normalised based on an average of the input characteristic of communication
for pairs of computer systems of the set and a dispersion of the input characteristic of
communication for the pairs. In some cases, the average and dispersion are calculated for each
pair of computer systems of the set but in other cases, the average and dispersion are calculated
for a subset of pairs of computer systems of the set, such as a representative sample or a subset
of pairs that satisfy particular criteria. For example, the average and dispersion may be calculated
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using a subset of pairs for which the input characteristic of communication satisfies a particular
condition, to remove outlying values that may be erroneous and that may otherwise distort the
average and dispersion values calculated. By normalising the input characteristic of
communication using both the average and the dispersion, anomalies can be more effectively
preserved than by use of the average alone for normalisation.

In one example, the average is the mean and the dispersion is the standard deviation. In this
example, the input characteristic of communication can be normalised by subtracting the mean
from the value of the input characteristic of communication and then dividing the result of the
subtraction by the standard deviation, to generate the characteristic of communication. This may
be referred to as a Z-score, which is a numerical measurement indicative of the relationship of a

value to the mean of a distribution of values.

In another example, the Z-score is calculated for a particular characteristic of communication, and
is taken as a first normalised characteristic. A second normalised characteristic is obtained based
on the first normalised characteristic such that a relationship between the first and second
normalised characteristics is expressable as:
C,=AC, +B

where C; is the first normalised characteristic, C, is the second normalised characteristic, A is a
first constant, and B is a second constant. In this example, the second normalised characteristic
corresponds to a T-score, which provides a further indication of how much a particular value
varies from the mean of a distribution of values. In a particular example, A is 10 and B is 50,
although this is not intended to be limiting.

The following table illustrates an example of characteristics of communication for a particular
computer system in a set of computer systems including 7 other computer systems (with node
identifiers from 111 to 777). The table shows the number of packets the particular computer
system sends to each other computer system in the set and the number of connections the
particular computer system has with each other computer system in the set for a particular time
period (e.g. one of the first or second plurality of time periods), as well as the Z-score and T-score
values for the number of packets and the number of connections:

Node ID | No. Z-score | T-score | No.connections | Z-score T-score
packets (P) | for no. P | forno. P | (C) forno.C |forno.C

111 550 2.4 74 2000 -0.9 41

222 7 -0.9 41 4000 -0.08 49
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333 85 -0.5 45 8500 1.7 67
444 100 -0.4 46 400 -1.5 35
555 115 -0.3 47 4000 -0.08 49
666 130 -0.2 48 6540 0.9 59
777 145 -0.1 49 4000 -0.08 49

In this example, the mean number of packets is 162 and the standard deviation of the number of
packets is 164. The mean number of connections is 4206 and the standard deviation of the
number of connections is 2489. Hence, in this example, a Z-score of 2.4 or a T-score of 74 may
be used instead of the raw number of packets for node 111 and/or a Z-score of -0.9 or a T-score
of 41 may be used instead of the raw number of connections for node 111. Hence, in this example,
a characteristic of communication between a node representative of the particular computer
system in the graph and a node representative of a different computer system in the set may be
taken as the number of packets and/or the number of connections, as a raw number or as a Z-

score or T-score.

The net flows of network traffic between pairs of computer systems in a set is directed (as
previously described). This direction is carried forward during a random walk which can have an
effect on which nodes appear in a path. Figures 5a and 5b depict exemplary graph data structures
representing intercommunicating computer systems for a particular time period in accordance
with examples herein. In the graph of Figure 5a, node “B” has relatively heavy weighted edges
directed to each of nodes “A”, “J”, “H” and “E” indicating that computer corresponding to node “B”
is sending lots of packets to those target computers. During walks of the graph of Figure 5a as
part of the Node2Vec process, only node “C” can result in a traversal to node “B” because only
node “C” has an edge directed to node “B”. This means the set of paths (corpus) for training
Node2Vec for all nodes other than node “C” will not involve node “B”, despite node “B’
representing the most communicative computer system in the set. To remedy this, all edges and
their weights are reversed prior to the walking process of Node2Vec, as illustrated in Figure 5b.
In the exemplary graph of Figure 5b many more nodes now lead to node “B”. During the random
walks of the Node2Vec process there is an increased chance of walks involving node “B” meaning
the path corpus has a higher chance of mentioning node “B” and thus highlighting the impact

node “B” has on the graph.

Word2Vec is used to determine the similarity of words within an embedding. In this process, a
similarity score is used on vectors within the embedding. For example, the cosine between two
vectors can be calculated which is used to determine how similar (i.e. how parallel) they are. In
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examples herein, however, each node is to be compared across a set of graph embeddings (each
corresponding to a different respective time period).

A problem in using Node2Vec is it is a non-deterministic algorithm because it uses random walks
to generate the corpus for Word2Vec. This means that every time Node2Vec is used on the same
graph with the same parameters, different embeddings can be generated. For effective
comparison of vectors to determine anomalies, Node2Vec would preferably operate
deterministically producing consistent embeddings no matter how many executions are
performed. This would also mean obtaining a similarity score for the same node among all
embeddings for a particular time period should reveal an identical or, at least, much more similar
score, for example, using cosine similarity should yield a score tending towards one.

One possible solution to this challenge is to use a different walking strategy known as graph
kernelling. Alternatively, a sample average can be calculated from a set of embeddings.

Random walking is integral to Node2Vec and for its intended purpose of producing one
embedding for a graph, it suits most needs. However, for larger graphs where there are many
possible paths, this strategy may be unsuitable. Even increasing a number of iterations during an
execution (i.e. the number of walks performed from each node) may not improve the embedding
as the training phase is built on previous walks. Another walking strategy could be used,
especially if it can be built on hidden Markov models as this is how the graph is constructed as
an input to Node2Vec (“What is a Hidden Markov Model?”, Sean R Eddy, Nature Biotechnology
volume 22, pages 13151316, 2004).

Combining of embeddings is considered in “Linear Ensembles of Word Embedding Models”
(Muromégi et al, 2017) where an ensemble is created for performing Word2Vec tasks on a small
corpus. The technique in Muromagi of combining embeddings (matrices) through a process called
“orthogonal Procrustes” leads to more accurate representations of combined embeddings
compared to least squares regression. Orthogonal Procrustes produces an orthogonal matrix,
given matrices A and B, so that A can be transformed to (closely match) B. As there are multiple
matrices to be combined and one matrix is to represent all of them, this process can be adapted
into a linear optimisation problem so that the process can be run iteratively to produce a matrix
as an embedding rather than an orthogonal matrix. Thus, in the above described examples,
combining vector representations into a single vector representation for a node can be performed
by generating an orthogonal transformation vector for each of a plurality of pairs of vector
representations for the node such that the orthogonal transformation vector transforms a first
vector in the pair to a second vector in the pair. Linear optimisation is then performed on the
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orthogonal transformation vectors by linear regression. Thus, the different embeddings from each
Node2Vec iteration on the same graph and parameters can be combined to produce a
representative embedding of the graph (where the embedding includes a collection of vectors,
each corresponding to different respective nodes).

To evaluate the behaviour of a particular computer system at a first temporal resolution, first
vector representations (e.g. corresponding to embeddings) are compared for different respective
ones of a first plurality of time periods. Similarly, second vector representations (e.g.
corresponding to embeddings) are compared for different respective ones of a second plurality of
time periods to evaluate the behaviour of the computer system at a second temporal resolution.
A comparison of embeddings can be used to show how a node (corresponding to a particular
computer system) has changed behaviour (how the edges have changed) between different
respective ones of the first or second plurality of time periods. Since an embedding is a collection
of vectors, the vectors of the same word (i.e. node having a node identifier) from each embedding
are compared against each other using the vector similarity function to identify change in the
behaviour of the node between the time periods corresponding to each embedding. For example,
a cosine similarity can be used to show how parallel two vectors are — parallel vectors have a
score of 1, perpendicular vectors have a score of 0 and opposite-facing vectors have a score of -
1. Other similarity scores can be used as will be apparent to those skilled in the art.

For example, network traffic can be collected for a time window, such as 24 hours. The 24 hours
of data can be divided into 24 observations (i.e. one per hour), and the 24 observations can each
be further sub-divided into 60 further observations (i.e. one per minute). In this way, 1,440 minute-
by-minute observations can be obtained and 24 hour-by-hour observations can be obtained. In
this case, each minute can be taken as a respective one of a first plurality of time periods (each
with a duration of a minute) and each hour can be taken as a respective one of a second plurality
of time periods (each with a duration of an hour). Each of the minute-by-minute observations can
be converted into a first graph, respectively, in which each node represents a computer system
in the set 200 and each edge represents a property of a connection between two systems. Some
properties can include the number of connections made, number of packets or bytes sent or some
other suitable observable property. Similarly, each of the hour-by-hour observations can be
converted into a second graph, respectively, in which each node represents a computer system
in the set 200 and each edge represents a property of a connection between two systems. Each
first graph and each second graph can then be processed iteratively through Node2Vec with the
resulting vectors merged by the Procrustes mechanism to produce a representative embedding
of each of the first and second graphs. As explained above, the embeddings of the first and
second graphs each include first and second vector representations, respectively, for computer
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systems of the set, where each first vector representation corresponds to a different respective
minute and each second vector representation corresponds to a different respective hour. In other
words, a particular embedding of the first graph (corresponding to a particular minute) includes
first vector representations for respective computer systems of the set, each indicative of the
behaviour of the respective computer system for the particular minute.

A generated embedding for a first minute is compared with the embedding of a subsequent minute
using a similarity function as previously described. For each node in the embeddings a similarity
score will show how much a computer system represented by the node has changed behaviour
from minute to minute. If cosine similarity is used, a score close to 1 means the node did not
change behaviour (constant connections maintained), whereas a score closer to -1 means the
node dramatically changed behaviour, possibly meaning it was performing an attack. A generated
embedding for a first hour is similarly compared with the embedding of a subsequent hour, to
identify changes in behaviour of the computer system from hour to hour. Based on the minute to
minute and/or hour to hour behaviour, it is identified whether the behaviour of the node changed
appreciably and hence whether the behaviour is anomalous (e.g. indicating a potential attack).
Where an attack is indicated, reactive measures can be employed such as the protective
measures previously described.

In some cases, a particular computer system of a set of computer systems 200 may commence
communication partway through a time window over which behaviour of the set of computer
systems 200 is to be investigated. The commencement of communication of a particular computer
system may be due to a cyber security breach such as a Botnet attack, or may be benign in
nature. Figures 4a to 4c illustrate an example in which a particular computer system begins to
communicate with the remainder of a set 200 partway through a time window. The node “E” is not
in communication with the other nodes of the set in the time periods corresponding to Figures 4a
and 4b, but is then in communication with the node “J” in the time period corresponding to Figure
4c. For a first sub-window of a time window in which a particular computer system is not in
communication with the remainder of the set 200, it can be difficult to generate a suitable vector
representation of the particular computer system for comparison with a vector representation of
the particular computer system after the particular computer system has commenced
communication with at least one computer system of the set 200, e.g. in a second sub-window of
the time window, subsequent to the first sub-window. For example, a default vector representation
could be used for the particular computer system in the first sub-window, such as a null vector
representation. However, such an approach may lead to any commencement of communication
between the particular computer system and the remainder of the set 200 being identified as
potentially anomalous (even if it is, in fact, benign).
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To address this, some examples include the generation of dummy data, representing dummy
communication between the particular computer system and at least one computer system of the
reminder of the set 200, for the first sub-window. The dummy communication is for example
generated based on communication between computer systems in the remainder of the set within
the first sub-window and communication between the particular computer system and at least one
further computer system in the remainder of the set within the second sub-window. The dummy
communication generated can then be used to generate at least one of the first and/or second
vector representations of the particular computer system (for respective one(s) of the first and/or
second plurality of time periods that are within the first sub-window). With this approach, a first
one of the first vector representations (based on the dummy communication) corresponding to a
first one of the first plurality of time periods within the first sub-window can be compared to a
second one of the first vector representations (based on actual communication of the particular
computer system with at least one further computer system) corresponding to a second one of
the first plurality of time periods within the second sub-window. This approach may be applied
similarly to compare a first one of the second vector representations (based on the dummy
communication) corresponding to a first one of the second plurality of time periods within the first
sub-window with a second one of the second vector representations (based on actual
communication of the particular computer system with at least one further computer system)
corresponding to a second one of the second plurality of time periods within the second sub-
window. This approach allows a more accurate determination to be made as to whether the
communication of the particular computer system in the second sub-window is genuinely
anomalous, based on expected behaviour of the particular computer system in the first sub-
window (if the particular computer system had been in communication with other computer
system(s) of the set 200 in the first sub-window), at one or more of the first or second temporal

resolutions.

Figure 6 shows a flowchart of a method 600 for generating dummy data for use in identifying
anomalous behaviour of a computer system in a set of intercommunicating computer systems
according to examples. At item 602 of the method 600, commencement of communication, within
a time window, between a particular computer system of a set and at least one further computer
system of a remainder of the set is identified. The time window thus has a first sub-window prior
to the commencement, and a second sub-window after the commencement. The time window for
example includes at least one of the first or second plurality of time periods discussed in other
examples herein. The commencement of communication may be identified based on data
representative of communications between various computer systems in the set. Such data may

for example be log data, e.g. in the form of NetFlow records. The commencement may be
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identified by a particular computer system (e.g. corresponding to a particular IP address) newly
appearing within the data, i.e. so that the particular computer system is absent from entries of the
data within the first sub-window, but is present in at least one entry of the data within the second

sub-window.

At item 604 of the method 600, an average number of communication events per computer
system in the remainder of the set (i.e. other than the particular computer system which is not
communicating within the first sub-window) is determined for the first sub-window, based on the
communication between these computer systems. A communication event associated with a
given computer system is for example an instance of communication involving the computer
system (i.e. with the given computer system either receiving or sending the communication). For
brevity, a communication event may be referred to herein merely as a communication. For
example, a communication event may correspond to an entry of a log file storing network events,
such that each entry corresponds to a respective event. With reference to Figure 4a, the computer
system associated with the node “F” receives a communication from the computer system
associated with the node “G” and sends a communication to the computer system associated
with the node “C”. Each communication may for example correspond to packets of data or other
network traffic. In this example, each of these communications may correspond to a different
respective log entry, and may hence be considered to correspond to a different respective

communication event.

Referring back to Figure 6, at item 606 of the method 600, an average characteristic of
communication between pairs of computer systems in the remainder of the set is determined for
the first sub-window, based on the communication between these computer systems. As
explained above, the characteristic of communication may include at least one attribute of the

communication such as a volume of data communicated and/or a flow of network traffic.

At item 608 of the method 600, communication between the particular computer system and the
at least one further computer system within the second sub-window is selected based on the
average number of communication events identified at item 604. For example, a predetermined
number of communications (e.g. communication events) of the communication between the
particular computer system and the at least one further computer system may be selected. In one
case, the predetermined number of communications corresponds to the average number of
communication events. In this way, an average number of communications can be selected to
use as the dummy communication for the particular computer system within the first sub-window,

so that the dummy communication represents average behaviour (which is e.g. non-anomalous),
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for comparison to the actual behaviour of the particular computer system within the second sub-

window.

In some cases, the communications are selected based on both the average number of
communications and the average characteristic of communication. For example, the
communication between the particular computer system and the at least one further computer
system within the second sub-window may be ranked based on the average characteristic, e.g.
so that communications that are most likely to be non-anomalous (e.g. with characteristics that
are less than or equal to the average characteristic) can be selected for the dummy
communication. In other cases, though, this may be omitted, e.g. if the characteristic of
communication for the selected communications is modified to more closely conform with average
behaviour during the second sub-window (as described further below with reference to item 614
of Figure 6).

At item 610 of the method 600, for each communication selected at item 608, the characteristic
of communication for that particular communication is compared to the average characteristic of
communication determined at item 606. At item 612, it is determined whether the characteristic
satisfies a condition based on the average characteristic. In one example, the condition is satisfied
if the characteristic is less than or equal to the average characteristic (or within a particular range
of the average characteristic). This condition allows communications with unusual characteristics
to be identified, since such communications may be indicative of anomalous behaviour, and
hence unsuitable for use as dummy communications (without modification), since the dummy
communications are intended to capture non-anomalous behaviour. If the characteristic fails to
satisfy the condition, item 614 of the method 600 involves modifying the characteristic based on
the average characteristic. For example, the characteristic can be modified such that, after
modification, the characteristic satisfies a condition based on the average characteristic. In the
example in which the condition is satisfied if the characteristic is less than or equal to the average
characteristic, the modification of item 614 involves setting the characteristic to the average
characteristic. This allows genuine communications between the particular computer system and
remaining computer systems in the set within the second sub-window to be used as the dummy
data for the first sub-window, but with characteristics of communication appropriately adjusted so
as to mitigate the effect of anomalous behaviour of the particular computer system that may be
present in the second sub-window. If, however, the characteristic satisfies the condition at item
612, the characteristic in this case is unmodified. Items 610 to 614 are repeated until each
communication selected at item 608 has been processed. At item 618, the communications
selected at item 608 (modified at item 614 if the condition is not satisfied) are used as the dummy
data for the first sub-window. Items 610 to 618 therefore involve identifying a first subset of the
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communications identified at item 608 that satisfy the condition (at item 612), a second subset of
the communications identified at item 608 that fail to satisfy the condition (at item 612), modifying
the characteristic for each of the second subset of the communications (at item 614) and selecting
the communications to use as the dummy communications to include the first subset and the

second subset (after modification of each of the second subset at item 614).

After the method 600 of Figure 6, the dummy communications, for example represented as
dummy data, may be used to identify behaviour of the particular computer system over a time
window that includes the first sub-window. Mitigation action may be taken based on the behaviour
of the particular computer system at a first and/or second temporal resolution, as discussed
above. In some cases, though, given the sudden appearance of the particular computer system
partway through the time window, certain mitigation action (which may be more limited in scope
than otherwise, e.g. generation of notification rather than changing a configuration of the particular
computer system) may be performed irrespective of the behaviour of the particular computer
system at a first and/or second temporal resolution. For example, a suitable alert may be
generated indicative of the sudden appearance of the particular computer system (which may be
suspicious, and potentially indicative of an attack) and/or the particular computer system may be
added to a suitable data structure (such as a list) indicative of potentially anomalous computer
systems. For example, a particular computer system that commences communication with the
remainder of a set of computer systems may be included on a watch list of potentially anomalous
computer systems for a predetermined number of time periods (e.g. a predetermined number of
the first or second plurality of time periods). This allows the particular computer system to be
monitored closely for anomalous behaviour, for example by a human analyst, as an extra

precaution.

In an illustrative example in accordance with the method 600 of Figure 6, two files are obtained,
each containing one hour of data. A first file includes the hour of data prior to a Botnet attack, and
a second file includes the first hour of the Botnet attack. The Botnet attack is propagated from a
particular computer, which is not in communication with remaining computers of a set in the hour
prior to the Botnet attack. The first file includes a record of the number of communication events
between a source and destination computer within the set, e.g. each corresponding to a different
respective event in the first file. For example, the number of times a particular computer appears
in the first file (i.e. the number of unique events the particular computer is a participant of) may
be taken as the number of communication events. The number of communication events may be
determined per computer system, and averaged across the number of computer systems to
obtain the average number of communication events per computer system. In this example, the

average number of communication events is a mean, which is calculated by dividing the sum of
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unique appearances of respective computer systems in the first file by the number of unique
computer systems in the set. In this case, the average number of times a particular computer
system appears in the first file is 12 times, which is taken as the average number of

communication events.

It is to be appreciated that this is based on an assumption that each computer system of the set
should behave similarly, and that a relatively high number of communication events associated
with a particular computer system is likely to suspicious. However, there may be certain sets in
which at least one computer system is expected to behave differently from other computer
systems in the set. For example, a computer system acting as a super user would be expected
to be associated with a significantly higher number of communication events. To mitigate this, as
explained above, the average number of communication events may be determined from a subset
of computer systems, e.g. using only those computer systems with particular IP addresses, or to
exclude certain computer systems such as those acting as super users. In cases in which a
particular computer system is expected to exhibit different behaviour than other computer
systems, the particular computer system may be flagged or otherwise identified, e.g. such that a
different criterion can be used in assessing whether behaviour of the particular computer system
is anomalous than that used for assessing the behaviour of other computer systems. In further
examples, data such as that of the first file may be divided into portions which each have similar
features. For example, if half of the computer systems represented by the first file are associated
with around 300 communication events and the other half are associated with around 2
communication events, the data of the first file can be divided into two and the appropriate portion
of the data of the first file can be used to obtain the average number of communication events.

In this illustrative example, the first file also includes a record of the number of connections
between a particular source and destination computer within the set. An average (in this example,
a mean) is calculated from this record, to identify that each computer has on average 1.87
connections with another particular computer per hour (which can be rounded to 2 connections).
In other words, based on the first file, it is determined that each computer has on average 12
communications per hour, and that each computer communicates, on average, twice with each

particular destination computer.

In this illustrative example, the second file is then processed to identify all the communications
associated with a particular computer that has newly begun to communicate with the remainder
of computers in the set (and which, in this case, is perpetrating a Botnet attack). The
communications are sorted by the number of connections, and the 12 communications (i.e. the

average number of connections determined using the first file) with the lowest number of



10

15

20

25

30

35

WO 2022/156986 PCT/EP2021/087145
29

connections are selected. Each of the 12 communications are checked to see that the number of
connections is less than the average value calculated using the first file (i.e. less than 2). If the
number of connections is greater than 2 for a given communication, the number of connections
is changed to 2 for that communication. Finally, the 12 communications (after modification of the
number of connections, if needed) are used as dummy data for the first hour, in this case by
adding the 12 communications to the first file.

Figure 7 is a flowchart of a method 700 for displaying a representation of communication between
pairs of computer systems. At item 702 of the method 700, a selection of a behaviour condition
to be satisfied is received, via a graphical user interface (GUI). The behaviour condition may be
used to identify computer systems of a set with behaviour that is likely to be anomalous, e.g. so
that these computer systems can be visualised using the GUI. At item 704 of the method 700, a
display set of computer systems that satisfy the behaviour condition is identified based on the
behaviour of a plurality of computer systems of the set at a first and/or second temporal resolution,
where the behaviour may be determined using any of the methods herein. At item 706 of the
method 700, a representation of communication between pairs of computer systems in the display
set is displayed via the GUI. Use of the GUI facilitates the making of a selection of computer
systems to be displayed, for example so that suitable mitigating action can be performed for the
selected computer systems.

In one example, identifying the display set comprises identifying the N-most anomalous computer
systems of the set, where Nis an integer. In another example, the behaviour condition indicates
a temporal resolution over which the anomalous behaviour is to be identified. For example, item
702 of the method 700 may include receiving a selection of this temporal resolution, via the GUI.
In this example, the identifying the display set comprises identifying the display set based on the
behaviour of the computer systems of the set at either the first temporal resolution or the second
temporal resolution, based on the temporal resolution indicated by the behaviour condition. This
example may be combined with the previous example, so as to display the N-most anomalous
computer systems of the set based on behaviour of the computers over either the first temporal
resolution or the second temporal resolution. Examples in which the behaviour condition indicates
the temporal resolution at which the anomalous behaviour is to be identified allows the display
set to be toggled based on the behaviour condition selected at item 702. For example, a user of
the GUI can view a visualisation of the computer systems based on behaviour at a first temporal
resolution, and can subsequently view a visualisation of the computer systems based on the
behaviour at a second temporal resolution. In other cases, the GUI may display a visualisation of
the behaviour of the computer systems at both the first and second temporal resolutions (e.g. in

separate windows, or overlaid with each other within the same window).
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Figure 8 is a schematic diagram illustrating display of a GUI 800 via a display device. The GUI
800 includes selection boxes 802a-802c via which a user can select respective behaviour
conditions and/or other display characteristics for display of the display set to be displayed in a
display box 804 of the GUI 800. For example, a first selection box 802a may allow the user to
enter a selection of how many different computer systems to display, a second selection box 802b
may allow the user to enter a selection of which temporal resolution is to be used for determining
whether behaviour is anomalous, and a third selection box 802¢ may allow the user to confirm a
selection, or to enter a selection, of mitigating action to be taken in response to anomalous
behaviour of at least one of the computer systems. This is not intended to be limiting, though, and
the GUI 800 may include further interfaces for the selection of other behaviour conditions and/or
display characteristics.

In this example, the display box 804 displays a visualisation of computer systems 806a-e (some
of which are labelled in Figure 8), and communication between pairs of computer systems
(indicated as arrows between respective computer systems, with a direction of the arrow
indicating the direction of communication, one of which is labelled in Figure 8 with the reference
numeral 808). In Figure 8, a shape used to represent a particular computer system is used to
indicate how anomalous the behaviour of the particular computer system has been identified as
being. Computer systems (such as the first computer system 806a) in the top 10 most anomalous
are represented using a diamond shape, computer systems (such as the second and fifth
computer systems 806a, 806e) ranked from 11" to 50" most anomalous are represented using a
square shape, and other computer systems (such as the third and fourth computer systems 806c,
806d) are represented using a small circle. However, this is merely an example, and other GUIs
may indicate behaviour of computer systems in a different manner, e.g. using different colours

rather than shapes, or a combination of colours and shapes.

A GUI 800 such as that of Figure 8 may also allow a user to visualise a comparison between non-
adjacent time periods, such as the same time period on different days. A GUI 800 may also be
used to display a visualisation of a behaviour of a computer system at different respective
temporal resolutions, e.g. with a plurality of windows, such that each window corresponds to a
different respective temporal resolution. In such cases, it is to be appreciated that such a GUI
may include a suitable interface to allow a user to enter a selection of how the computer systems
are to be displayed.

A GUI 800 such as that of Figure 8 may, in addition, allow a user to control the implementation of

protective measures in a straightforward manner. In Figure 8, the user can provide an indication



10

15

20

25

30

35

WO 2022/156986 PCT/EP2021/087145
31

of one or more computer systems in the set for which protective measures are to be implemented
to protect against malicious communication involving the target computer system by selecting a
representation of particular computer systems to be protected via the GUI 800. For example, a
user may click on or otherwise interact with the representation of the first computer system 806a
in the display box 804 of the GUI, to indicate that the user wishes to implement protective
measures for the first computer system 806a. In response to receiving the indication, the
protective measures for the one or more computer systems in the set. Use of the GUI 800 in this
way hence facilitates more straightforward control over the application of protective measures.

In some cases, the protective measures that are to be implemented are configured by a suitable
intrusion response system (IRS). In these cases, the protective measures identified by the IRS
as being appropriate for a particular computer system can be implemented automatically if the
user provides an indication, via the GUI 800, that protective measures are to be implemented for
that particular computer system. This for example simplifies the implementation of the protective

measures.

In the example of Figure 8, though, the GUI 800 includes a third selection box 802c, via which a
user can provide a further indication of the protective measures that are to be implemented for a
particular computer system, as noted above. For example, the third selection box 802¢c may be a
drop-down box, via which the user can select one or more options from a predefined list of
possible protective measures (although this is merely a non-limiting example, and in other cases,
the protective measures that are to be implemented may be indicated in various other ways,
including other ways using a GUI such as the GUI 800). In this case, the user can for example
select one or more computer systems for which a particular protective measure (such as
performance of an antimalware task), selected via the third selection box 802c¢, is to be employed.
This provides further control over the security of the set of intercommunicating computer systems.

It is to be appreciated that the methods herein may be used to identify behaviour of a target
computer system over each of a plurality of temporal resolutions (e.g. over a plurality of
timescales) of different durations. For example, the behaviour of the target computer system may
be identified at a temporal resolution of a minute, an hour, a day, and a month (although this is
not intended to be limiting). The temporal resolution at which the behaviour of a given target
computer system is identified may depend on the threat to be identified, which is e.g. a threat the
target computer system is considered to be vulnerable to. If it is unknown which threat(s) a
particular target computer system is vulnerable to, the behaviour of the target computer system
may be identified at a predetermined plurality of temporal resolution of different durations (e.g. a

default combination such as a minute, an hour, a day, and a month).
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In examples above, multiple Node2Vec executions are used to generate a vector representation
of a node in a graph. However, generating multiple vectors for consolidation into a single vector
representation and a particular number of vectors required to arrive at a statistically representative
combined vector can be difficult to determine (similar to a difficulty in determining a depth of a
deep learning network or a number of training examples for a machine learning algorithm to arrive
at a suitably trained machine). Furthermore, the use of random walking of the graph results in a
lack of certainty that independently generated vector embeddings will be comparable due to the
non-determinative nature of the walking process. While the non-determinative nature of the
walking process can be suitably mitigated by consolidating a multiplicity of walks, the selection
and number of such walks is itself challenging to determine.

Hence, in further examples herein, vector representations such as the first and second vector
representations discussed herein are generated based on deterministic walks of a graph
representation of communications between computer systems. The use of a reproducible
deterministic walk of a graph as a basis for the generation of a vector representation removes a
need to combine a plurality of walks of the graph to generate a representative vector
representation. Accordingly, the selection of an appropriate number of such walks for combination
is also avoided.

Figure 9 is a flowchart of a method 900 for generating vector representations for computer
systems based on deterministic walks of a graph representation of communications between
computer systems according to examples herein. In examples, the method 900 of Figure 9 is
applicable to the generation of the first and second vector representations at items 302 and 306
of Figure 3. For example, the graph representation referred to in Figure 9 may be a graph
representation of a set of computer systems 200 for one of a first plurality of time periods or for
one of a second plurality of time periods.

Firstly, at item 902 of Figure 9, the nodes in at least a subset of the graph (and, in some cases,
all nodes in the graph) are ordered using a deterministic ordering function. The nodes may be
ordered based on a degree of each node (i.e. a number of edges for each node). Where multiple
nodes share the same degree, an ordered differentiation of the nodes can be made based on a
characteristic of each node sharing the same degree. For example, a unique identifier of each
node can be used to order the nodes, such as by ordering the nodes in order of their identifier
using a suitable means (e.g. an alphabetic, alphanumeric or numeric identifier can be readily
ordered). Thus, in such examples, the degree of each node constitutes at least part of the basis
for determining an order of the nodes.
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Subsequently, at item 904, the method 900 proceeds to iterate through nodes in the ordered set
of nodes starting with a first node in the ordered set. At item 906, for a current node, a walk of the
graph commencing with the current node is undertaken. Thus, the walk is performed for the
current node which constitutes the start node of the walk. Such current node is therefore referred
to herein as the current start node.

The walk is constituted by the items 908 to 912 of Figure 9 in which, initially at item 908,
determines if a stopping condition for the walk is met. A walk for a start node preferably stops
after a predetermined number of edge traversals (or node visits) in order to limit the maximum
length of the walk. Such a limit thus constitutes a stopping condition. Another stopping condition
can include a condition that a total weight of all edges from the node exceeds a particular value,
such as a total weight must be greater than zero. Other suitable stopping conditions will be
apparent to those skilled in the art.

Where the stopping condition is not satisfied the method 900 proceeds to item 910 where an edge
to traverse next in the walk is determined based on a deterministic edge selection function. The
edge selection function is a function that determines which edge, from a particular node, the walk
should take next and is deterministic such that the function always determines the same edge in
the same circumstances. In some examples, the edge selection function selects an edge based
on weights of edges for a node. For example, the edge selection function identifies the edge
having the greatest weight by, e.g., comparing the weights of the edges for the node. In such an
example, multiple edges sharing the same weight can be differentiated in an ordered manner by,
for example, ordering the nodes to which each edge leads using a characteristic of such nodes.
Such a characteristic can be a unique identifier of the nodes so that the nodes can be ordered in
a deterministic way so that the edge selection function can identify deterministically which edge
should be walked next. Subsequently, at item 912, the determined edge is walked and the method
900 iterates to item 908 until the stopping condition is met.

In some examples, the selection of an edge by the edge selection function at item 910 for traversal
of the edge at item 912 further comprises decreasing a weight of the edge so that the weight of
the edge when it is traversed reduces. In this way, frequently traversed edges are progressively
deemphasised deterministically in terms of the edge selection function for subsequent walks of
the graph.

When the stopping condition for a walk of the graph for a current start node is met, the walk for
the current start node is stored, recorded or otherwise remembered in association with the current
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start node at item 914. The method 900 then determines, at item 916, whether each node in the
graph has been visited and iterates to item 904 accordingly. Notably, the determination at item
916 could be to determine if all nodes have been used as start nodes. Alternatively, the
determination at item 916 is whether all nodes have been visited, such visit being constituted as
either a start node or as part of a walk of another node as start node.

Thus the method 900 of Figure 9 generates, for each node in a set of nodes of the graph (start
nodes), a single deterministic walk of the graph for the node on which basis a vector
representation can be generated using, for example, Node2Vec or Word2Vec as previously
described. The method 900 of Figure 9 may hence be performed for a plurality of graphs, each
representing communications within a set of intercommunicating computer systems over a
different respective time period (which may or may not be overlapping), so as to obtain a vector
representation of a particular computer system for each of a plurality of first time periods and each
of a plurality of second time periods.

It is to be appreciated that, in further examples, the first and second vector representations may
be obtained in a different manner that does not involve the walking of a graph representation, as
the skilled person will appreciate.

In Figure 6, both the average number of communication events and the average characteristic of
communication are used to generate dummy communications. However, in other examples that
may be otherwise similar to the method 600 of Figure 6, one of the average number of
communication events and the average characteristic of communication need not be used. For
example, a predetermined number of communications may be selected, rather than selecting a
number based on the average number, or the communications may be selected irrespective of
the average characteristic of communication. If the communications are selected irrespective of
the average characteristic of communication, the characteristic of each communication may be

set to a predetermined value which is considered to be indicative of non-anomalous behaviour.

Insofar as examples described are implementable, at least in part, using a software-controlled
programmable processing device, such as a microprocessor, digital signal processor or other
processing device, data processing apparatus or system, it will be appreciated that a computer
program for configuring a programmable device, apparatus or system to implement the foregoing
described methods is envisaged as an aspect of the present disclosure. The computer program
may be embodied as source code or undergo compilation for implementation on a processing
device, apparatus or system or may be embodied as object code, for example.
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Suitably, the computer program is stored on a carrier medium, for example as a computer
program element, in machine or device readable form, for example in solid-state memory,
magnetic memory such as disk or tape, optically or magneto-optically readable memory such as
compact disk or digital versatile disk etc., and the processing device utilises the program or a part
thereof to configure it for operation. The computer program may be supplied from a remote source
embodied in a communications medium such as an electronic signal, radio frequency carrier wave
or optical carrier wave. Such carrier media are also envisaged as aspects of the present

disclosure.

It will be understood by those skilled in the art that, although the present invention has been
described in relation to the above described examples, the invention is not limited thereto and
that there are many possible variations and modifications which fall within the scope of the

invention.

The scope of the present invention includes any novel features or combination of features
disclosed herein. The applicant hereby gives notice that new claims may be formulated to such
features or combination of features during prosecution of this application or of any such further
applications derived therefrom. In particular, with reference to the appended claims, features from
dependent claims may be combined with those of the independent claims and features from
respective independent claims may be combined in any appropriate manner and not merely in

the specific combinations enumerated in the claims.
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CLAIMS
1. A computer implemented method of identifying anomalous behaviour of a computer
system in a set of intercommunicating computer systems, each computer system in the set being
uniquely identifiable, the method comprising:

monitoring communication between computer systems in the set for a first plurality of time
periods to generate, for each of the first plurality of time periods, a first vector representation of
each of the computer systems;

monitoring communication between computer systems in the set for a second plurality of
time periods to generate, for each of the second plurality of time periods, a second vector
representation of each of the computer systems, wherein a first duration of each of the first
plurality of time periods is different from a second duration of each of the second plurality of time
periods;

comparing first vector representations corresponding to different respective ones of the
first plurality of time periods for a target computer system using a vector similarity function to
identify behaviour of the target computer system at a first temporal resolution corresponding to
the first duration;

comparing second vector representations corresponding to different respective ones of
the second plurality of time periods for the target computer system using the vector similarity
function to identify behaviour of the target computer system at a second temporal resolution
corresponding to the second duration; and

based on the behaviour of the target computer system at one or more of the first and
second temporal resolutions, identifying anomalous behaviour of the target computer system.

2. The method of claim 1, wherein:

each of the first vector representations is generated based on at least one walk of a first
graph representation of communications between the computer systems during a respective one
of the first plurality of time periods, in which nodes of the first graph correspond to computer
systems in the set and weighted directed edges between nodes of the first graph correspond to
a characteristic of communication between pairs of computer systems in the set; and

each of the second vector representations is generated based on at least one walk of a
second graph representation of communications between the computer systems during a
respective one of the second plurality of time periods, in which nodes of the second graph
correspond to computer systems in the set and weighted directed edges between nodes of the
graph correspond to the characteristic of communication or a further characteristic of

communication between pairs of computer systems in the set.



10

15

20

25

30

35

WO 2022/156986 PCT/EP2021/087145
37

3. The method of claim 2, comprising normalising an input characteristic of communication
to determine the characteristic of communication for each respective pair of the pairs of computer
systems, wherein normalising the input characteristic of communication comprises normalising
the input characteristic of communication for each respective pair based on:

an average of the input characteristic of communication for the pairs of computer systems;

and

a dispersion of the input characteristic of communication for the pairs of computer
systems.
4. The method of claim 3, wherein the characteristic of communication is a second

normalised characteristic of communication, and normalising the input characteristic of
communication comprises:

normalising the input characteristic of communication for each respective pair based on
the average and the dispersion, to obtain a first normalised characteristic; and

obtaining the second normalised characteristic based on the first normalised characteristic
such that a relationship between the first and second normalised characteristics is expressable
as:

C,=AC, +B

where C; is the first normalised characteristic, C, is the second normalised characteristic,

Ais a first constant, and Bis a second constant.

5. The method of any one of claims 2 to 4, wherein the characteristic of communication
includes one or more of: a flow of network traffic from a source computer system to a destination
computer system; and a volume of data communicated from a source computer system to a

destination computer system.

6. The method of any one of claims 1 to 5, wherein the first duration is shorter than the
second duration and at least one of the first plurality of time periods overlaps one of the second
plurality of time periods.

7. The method of any one of claims 1 to 6, comprising:

identifying commencement of communication between a particular computer system of
the set and at least one further computer system of a remainder of the set within a time window
comprising the first plurality of time periods and/or the second plurality of time periods, such that
there is a first sub-window of the time window in which the particular computer system is not in

communication with the remainder of the set and a second sub-window of the time window,
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subsequent to the first sub-window, in which the particular computer system is in communication
with the at least one further computer system; and

generating dummy communication between the particular computer system and at least
one computer system of the remainder of the set for the first sub-window, based on
communication between computer systems in the remainder of the set within the first sub-window
and the communication between the particular computer system and the at least one further
computer system within the second sub-window,

wherein at least one of the first vector representations and/or at least one of the second

vector representations of the particular computer system is based on the dummy communication.

8. The method of claim 7, wherein the target computer system is the particular computer
system, and comparing the first vector representations for the target computer system comprises
comparing:

a first one of the first vector representations, corresponding to a first one of the first plurality
of time periods within the first sub-window, the first one of the first vector representations based
on the dummy communication; and

a second one of the first vector representations, corresponding to a second one of the first
plurality of time periods within the second sub-window, the second one of the first vector
representations based on the communication between the particular computer system and the at
least one further computer system within the second sub-window.

9. The method of claim 7 or claim 8, wherein the target computer system is the particular
computer system, and comparing the second vector representations for the target computer
system comprises comparing:

a first one of the second vector representations, corresponding to a first one of the second
plurality of time periods within the first sub-window, the first one of the second vector
representations based on the dummy communication; and

a second one of the second vector representations, corresponding to a second one of the
second plurality of time periods within the second sub-window, the second one of the second
vector representations based on the communication between the particular computer system and
the at least one further computer system within the second sub-window.

10. The method of any one of claims 7 to 9, wherein generating the dummy communication
comprises:

determining, based on the communication between computer systems in the remainder of
the set within the first sub-window, an average characteristic of communication between pairs of

computers in the remainder of the set; and
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selecting, based on the average characteristic of communication, communication between
the particular computer system and the at least one further computer system within the second

sub-window to use as the dummy communication.

11. The method of claim 10, wherein:

generating the dummy communication further comprises determining, based on the
communication between computer systems in the remainder of the set within the first sub-window,
an average number of communication events per computer system in the remainder of the set;
and

selecting the communication comprises selecting, based on the average number and the
average characteristic of communication, a predetermined number of communications of the
communication between the particular computer system and the at least one further computer

system within the second sub-window, as the communication.

12. The method of claim 11, wherein selecting the communication comprises:

identifying a first subset of communications, of the communication between the particular
computer system and the at least one further computer system within the second sub-window,
with a respective characteristic of communication that satisfies a condition based on the average
characteristic of communication;

identifying a second subset of communications, of the communication between the
particular computer system and the at least one further computer system within the second sub-
window, with a respective characteristic of communication that fail to satisfy the condition based
on the average characteristic of communication;

modifying the respective characteristic of communication of each of the second subset of
communications such that, after modification, the respective characteristic of communication of
each of the second subset of communications satisfies the condition based on the average
characteristic of communication; and

selecting the communication to comprise the first subset of communications and the

second subset of communications, after modification.

13. The method of any one of claims 1 to 12, comprising:

comparing first vector representations corresponding to different respective ones of the
first plurality of time periods for each of at least one other computer system of the set, other than
the target computer system, using the vector similarity function to identify behaviour of each of
the at least one other computer system at the first temporal resolution; and

comparing second vector representations corresponding to different respective ones of
the second plurality of time periods for each of the at least one other computer system using the



10

15

20

25

30

35

WO 2022/156986 PCT/EP2021/087145
40

vector similarity function to identify behaviour of each of the at least one other computer system
at the second temporal resolution,

wherein identifying the anomalous behaviour of the target computer system is further
based on the behaviour of the at least one other computer system at the first and/or second

temporal resolutions.

14. The method of claim 13, comprising:

receiving, via a graphical user interface (GUI), a selection of a behaviour condition to be
satisfied;

identifying, based on the behaviour of the target computer system and the at least one
other computer system at the first and/or second temporal resolutions, a display set of computer
systems that satisfy the behaviour condition; and

displaying, via the GUI, a representation of the communication between pairs of computer
systems in the display set.

15. The method of claim 14, wherein identifying the display set comprises identifying the N-
most anomalous computer systems of the target computer system and the at least one other
computer system at the first and/or second temporal resolutions, based on the behaviour of the
target computer system and the at least one other computer system at the first and/or second

temporal resolutions, where Nis an integer.

16. The method of claim 14 or claim 15, wherein the behaviour condition further indicates a
temporal resolution at which anomalous behaviour is to be identified, and the identifying the
display set comprises identifying the display set based further on the behaviour of the target
computer system and the at least one other computer system at the first temporal resolution or
the second temporal resolution, based on the temporal resolution indicated by the behaviour

condition.

17. The method of any one of claims 13 to 16, comprising:

receiving, via the GUI, an indication of one or more computer systems in the set for which
protective measures are to be implemented to protect against malicious communication involving
the target computer system; and

responsive to receiving the indication, implementing the protective measures for the one

or more computer systems in the set.

18. The method of claim 17, comprising receiving, via the GUI, a further indication of the
protective measures that are to be implemented.
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19. The method of any one of claims 1 to 16, comprising responsive to identifying the
anomalous behaviour, implementing protective measures for one or more computer systems in

the set to protect against malicious communication involving the target computer system.

20. The method of any one of claims 17 to 19, wherein the protective measures include one
or more of: preventing network communication to and/or from a particular computer system;
performing an antimalware task on one or more of the computer systems; disconnecting one or
more of the computer systems; and increasing a level of monitoring of network communication

with one or more of the computer systems.

21. The method of any one of claims 1 to 20, wherein comparing the first vector
representations comprises comparing first vector representations corresponding to two different
ones of the first plurality of time periods for the target computer system using the vector similarity
function, wherein the two different ones of the first plurality of time periods are separated from
each other in time by at least one other one of the first plurality of time periods.

22. The method of any one of claims 1 to 21, wherein comparing the second vector
representations comprises comparing second vector representations corresponding to two
different ones of the second plurality of time periods for the target computer system using the
vector similarity function, wherein the two different ones of the second plurality of time periods
are separated from each other in time by at least one other one of the second plurality of time
periods.

23. A computer system including a processor and memory storing computer program code for
performing the steps of the method of any one of claims 1 to 22.

24. A computer program element comprising computer program code to, when loaded into a
computer system and executed thereon, cause the computer to perform the steps of the method
of any one of claims 1 to 22.
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