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METHOD FOR REDUCING MOTION BLUR IN A 
DIGITAL IMAGE 

0001. This application is a continuation application of 
Ser. No. 09/867,352 of Charles H. McConica for METHOD 
FOR REDUCING MOTION BLUR IN A DIGITAL 
IMAGE filed on May 29, 2001, which is hereby incorpo 
rated for all that is disclosed therein. 

METHOD FOR REDUCING MOTION BLUR IN 
A DIGITAL IMAGE 

TECHNICAL FIELD OF THE INVENTION 

0002 The present invention relates to reducing motion 
blur in a digital image and, more particularly, to analyzing 
image data representative of a digital image to determine the 
amount and direction of motion blur and processing the 
image data to reduce the motion blur. 

BACKGROUND OF THE INVENTION 

0.003 Digital still cameras generate image data represen 
tative of an image of an object. The process of generating 
image data representative of an image of an object is often 
referred to simply as "imaging or “capturing the object. 
The image data is processed and output to a device that 
displays a replicated image of the object. For example, the 
replicated image of the object may be displayed on a video 
monitor or printed by a printer. 
0004. The digital camera focuses the image of the object 
onto a two-dimensional array of photodetecting elements. 
The photodetecting elements are relatively Small and each 
one generates image data representative of a very Small 
portion of the image of the object. For example, the two 
dimensional array may have Several million photodetecting 
elements that each generate image data representative of a 
Small portion of the image of the object. The image data 
generated by the individual photodetecting elements is pro 
cessed to recreate the image of the object. One type of 
photodetecting element is a charge-coupled device that 
outputs a Voltage that is proportional to the amount of light 
it receives over a preselected period. 
0005. In order to improve the image generated by a 
digital camera, the density of photodetecting elements on the 
two-dimensional array is increased. The increased density of 
photodetecting elements increases the number of photode 
tecting elements that image an object, which in turn 
improves the quality of the image by reducing Spaces 
between imaged portions of the object. Another method of 
improving the image generated by a digital camera, espe 
cially in low light conditions, is by using a long period to 
generate the image data. This long period of image genera 
tion is achieved by having the photodetecting elements 
detect light for an extended period. 
0006. One problem with photography, including digital 
photography, is that the image generated by the camera will 
be blurred if the camera moves as the photodetecting ele 
ments generate image data. For example, under ideal con 
ditions of no movement in the digital camera relative to the 
object being imaged, each photodetecting element generates 
image data representative of a particular portion of the 
image of the object. If, however, the camera is moved as the 
image data is generated, the individual portions of the image 
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of the object will be imaged by Several photodetecting 
elements. Accordingly, each photodetecting element images 
Several different portions of the image of the object, which 
causes the replicated image of the object to be blurred. This 
type of blur is referred to as motion blur. 
0007. The motion blur problem is exacerbated as the 
above-described imaging period is extended. The extended 
imaging period results in a higher probability that the 
camera will be moved during the imaging period, which 
results in a higher probability that motion blur will occur in 
the replicated image. Accordingly, the benefit of an extended 
imaging period may be offset by a higher probability of 
generating a blurred image. The problem of motion blur is 
further exacerbated by the use of more photodetecting 
elements to generate an image. The photodetecting elements 
will be Smaller and receive leSS light. Accordingly, the 
exposure time of the camera must be extended in order for 
the Smaller photodetecting elements to receive enough light 
to generate accurate image data. 
0008. Therefore, a need exists for a method and device 
for detecting and reducing motion blur in a digital image. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0009 FIG. 1 is a schematic illustration of a digital 
camera imaging an object. 
0010 FIG. 2 is a front, enlarged view of a two-dimen 
Sional photoSensor array used within the digital camera of 
FIG. 1. 

0011) 
pattern. 

0012 FIGS. 4A and 4B are a flowchart depicting a 
method of detecting and minimizing motion blur. 
0013 FIG. 5A is a graph representative of photodetect 
ing element outputs detecting a Single point of light without 
the presence of a blur filter in the camera. 
0014 FIG. 5B is a graph representative of photodetect 
ing element outputs of the point of light of FIG. 5A with the 
addition of a blur filter. 

FIG. 3 is a color filter array using the Bayer 

0015 FIG. 5C is a graph representative of photodetect 
ing element outputs of the point of light of FIG. 5A with the 
addition of a blur filter and motion blur. 

0016 FIG. 6A is a graph showing the discrete spatial 
frequency representation of the graph of FIG. 5A. 
0017 FIG. 6B is a graph showing the discrete spatial 
frequency representation of the graph of FIG. 5B. 
0018 FIG. 6B is a graph showing the discrete spatial 
frequency representation of the graph of FIG. 5C. 
0019 FIG. 7 is an enlarged view of photodetecting 
elements located on the Surface of the two-dimensional 
photosensor array of FIG. 2. 
0020 FIG. 8 is a graph showing the representation of 
FIG. 5C with motion blur minimized. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0021. A method and apparatus for detecting and reducing 
motion blur in an image is generally described below 
followed by a more detailed description. 
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0022 FIGS. 1 through 8, in general, illustrate a method 
for detecting motion blur in a digital image. The method may 
comprise providing image data representative of the digital 
image. The image data is analyzed to calculate a first figure 
of merit of the digital image in a first direction (X) and a 
Second figure of merit of the digital image in a Second 
direction (Y), wherein the first and the second directions are 
Substantially orthogonal. A first ratio of the first figure of 
merit to the Second figure of merit is calculated, wherein the 
ratio is the greater of the first or Second figure of merit is 
divided by the lesser of the first or second figure of merit. 
The first ratio is compared to a preselected value, wherein 
motion blur exists in the digital image if the first ratio is 
greater than the preselected value. 

0023 FIGS. 1 through 8 also, in general, illustrate a 
method for reducing motion blur in an image. The method 
may comprise providing image data representative of the 
image. The image data is analyzed to detect the presence of 
motion blur in the image. The image data is further analyzed 
to detect the direction of motion blur in the digital image. 
The image data is then processed to increase edge acuity the 
image in the direction of the motion blur. 
0024 FIGS. 1 through 8 also, in general, illustrate an 
apparatus for detecting motion blur in an image. The appa 
ratus may comprise a computer and a computer-readable 
medium operatively associated with the computer, wherein 
the computer-readable medium contains instructions for 
controlling the computer to detecting motion blur in an 
image by the method described below. The apparatus 
receives image data representative of the image. A first 
figure of merit of the image data is calculated in a first 
direction (X). A Second figure of merit of the image data is 
calculated in a second direction (Y), wherein the first and the 
Second directions (X, Y) are Substantially orthogonal. A first 
ratio of the first figure of merit to the Second figure of merit 
is calculated. The first ratio is the greater of the first or the 
second figure of merit divided by the lesser of the first or the 
Second figure of merit. The first ratio is compared to a 
preSelected value, wherein motion blur exists in the digital 
image if the first ratio is greater than the preselected value. 
The direction of motion blur corresponds to the lesser of the 
figures of merit. 

0.025 Having generally described the digital camera 100 
and a method for reducing blur in a digital image, they will 
now be described in greater detail. The following description 
focuses on the operation of the camera 100 followed by 
detection and reduction of motion blur in images generated 
by the camera 100. 

0026. A schematic illustration of a digital camera 100 
generating image data representative of an object 110 is 
illustrated in FIG. 1. The process of generating image data 
representative of an object is Sometimes referred to Simply 
as imaging or capturing the object. An X-direction X and a 
Z-direction Z are used for reference purposes with regard to 
the camera 100 and the object 110 shown in FIG. 1. The 
X-direction X is described in greater detail with reference to 
a positive x-direction XP and a negative x-direction XN. 
Likewise, the Z-direction Z is described in greater detail with 
reference to a positive Z-direction ZP and a negative Z-di 
rection ZN A y-direction, not shown in FIG. 1, extends 
perpendicular to both the X-direction X and the Z-direction 
Z and is described below. 
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0027. The camera 100 may have a housing 120 with an 
aperture 122 formed therein. A lens 126 or a plurality of 
lenses may be located within or adjacent the aperture 122 
and may serve to focus an image of the object 110 onto 
components located within the camera as is described below. 
The lens 126 may, as a non-limiting example, have a focal 
length of approximately Seven millimeters. A two-dimen 
Sional photosensor array 130 and a processor 132 may also 
be located within the housing 120. As illustrated in FIG. 1, 
the image of the object 110 is focused onto the two 
dimensional photosensor array 130 by the lens 126. It should 
be noted that the view of the two-dimensional photosensor 
array 130 illustrated in FIG. 1 is a side view. The processor 
132 may be electrically connected to the two-dimensional 
photosensor array 130 and may serve to proceSS data gen 
erated by the two-dimensional photosensor array 130 as is 
described in greater detail below. 

0028. A front, enlarged view of the two-dimensional 
photosensor array 130 is illustrated in FIG. 2. The two 
dimensional photosensor array 130 may have a surface 136 
to which a plurality of photodetecting elements 138 are 
mounted. It should be noted that the photodetecting ele 
ments illustrated in FIG. 2 have been greatly enlarged for 
illustration purposes. The photodetecting elements 138 may 
be arranged so as to form a plurality of rows 140 and 
columns 142. Each of the photdetecting elements 138 may 
be adapted to generate image data representative of the 
intensity of a specific frequency band of light. For example, 
with additional reference to FIG. 3, a color filter array 143 
may be attached to the surface 136 of the two-dimensional 
photosensor array 130 to filter the light before the light 
reaches the photodetecting elements 138. Accordingly, each 
photodetecting element 138 may receive light having a 
specific and narrow band of wavelengths. The color filter 
array 143 shown in FIG. 3 illustrates the Bayer patter, 
wherein R, G, and B represent color filters that allow specific 
bands of red, green and blue light to pass to the photode 
tecting elements 138. Accordingly, each of the red, green, 
and blue filters shown in FIG. 3 are associated with single 
photodetecting elements 138. It should be noted that the 
Bayer pattern has twice as many green filters as red and blue. 
The increased number of green filters compensates for 
human vision that is more Sensitive to green light that red or 
blue light. It should also be noted that the color filter array 
143 may have filters arranged in patterns other than the 
Bayer patter shown in FIG. 3. 

0029. The photodetecting elements 138 may be charge 
coupled devices that develop a charge that is proportional to 
the amount of light they receive during a preselected period. 
The preselected period is dependent on the intensity of light 
to which the object 110, FIG. 1, is exposed and, thus, the 
intensity of light 150 that reflects from the object 110. For 
example, when an image is generated in a relatively dark 
environment, the preselected period is increased to enhance 
the generated image. Likewise, when an image is generated 
in a relatively bright environment, the preselected period is 
decreased. 

0030) Referring to FIGS. 1 and 2, in the embodiment of 
the camera 100 described herein, the lens 126 causes a blur 
of the image of the object 110 onto the photodetecting 
elements 138. The blur in the embodiment described herein 
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is equal to approximately two photodetecting elements 138 
and Serves to prevent aliasing of the image during proceSS 
ing. 
0.031 Referring again to FIG. 1, as described above, the 
processor 132 may be electrically connected to the two 
dimensional photosensor array 130. The processor 132 
receives and processes image data generated by the two 
dimensional photosensor array 130. For example, the pro 
ceSSor 132 processes information generated by the indi 
vidual photodetecting elements 138 to “demosaic' the image 
and to properly combine the colors as described in greater 
detail below. Some examples of the functions performed by 
the processor 132 are described in the U.S. patent applica 
tion, Ser. No. 09/177,729 for IMAGE DEMOSAICING 
AND ENHANCEMENT SYSTEM of Taubman, filed on 
Oct. 23, 1998, which is hereby incorporated by reference for 
all that is disclosed therein. It should be noted that the 
processor 132 described herein has the additional ability to 
detect and minimize motion blur in an image. 
0.032 The processor 132 may also be electrically con 
nected to a peripheral viewing device, not shown, Such as a 
computer monitor or a printer that Serves to display and/or 
process the image data generated by the camera 100. The 
processor 132 may also be electrically connected to a 
peripheral computer, not shown, that Stores and/or processes 
the image data generated by the two-dimensional photosen 
sor array 130 and, thus, the camera 100. It should be noted 
that the processing techniques and methods described herein 
with reference to the processor 132 may be performed by the 
peripheral viewing device or computer. For example, image 
data generated by the two-dimensional photoSensor array 
130 may be transmitted directly to a peripheral processor for 
processing. 
0.033 Having described the components of the camera 
100 that are essential for the correction of motion blur, the 
operation of the camera 100 will now be described followed 
by a description of the camera 100 correcting for motion 
blur. 

0034. The camera 100 is typically held by a user and used 
to generate image data representative of an object, Such as 
the object 110. The image data typically represents a still 
picture of the object 110, however, the image data may 
represent a moving picture, e.g., a motion picture, of the 
object 110. Light 150 reflects from the object 110 and enters 
the housing 120 of the camera 100 via the aperture 122. The 
lens 126 then focuses an image of the object 110 onto the 
two-dimensional photosensor array 130. The two-dimen 
Sional photoSensor array 130 generates image data repre 
sentative of the image of the object 110, which is output to 
the processor 132 for processing. AS described above, in the 
embodiment of the camera 100 described herein, the lens 
126 blurs the image focused onto the two-dimensional 
photosensor array 130 by two photodetecting elements 138, 
FIG. 2. 

0035 FIG. 2 illustrates an example of an image 156 of 
the object 110, FIG. 1, focused onto the two-dimensional 
photosensor array 130. When the image 156 is properly 
focused onto the two-dimensional photoSensor array 130, an 
instruction is transmitted to the two-dimensional photosen 
sor array 130, which causes the photodetecting elements 138 
to generate image data. More specifically, the photodetecting 
elements 138 develop electrical charges that are dependent 
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on the amount of light they receive over a preselected period 
that is reflected from the object 110. When the camera 100, 
FIG. 1, is used in dark environments, the preselected period 
is relatively long and when the camera 100 is used in bright 
environments, the preselected period is relatively short. 

0036) Referring to FIGS. 2 and 3, the image data may be 
processed as a plurality of individual color planes. For 
example, the image data may have agreen plane, a red plane, 
and a blue plane. Alternatively, the green plane may be 
processed as two green planes because there are twice as 
many green photodetecting elements 138 as red or blue 
photodetecting elements 138. The green plane consists of 
image data generated by photodetecting elements 138 hav 
ing a green color filter of the color filter array 143 associated 
with them. Likewise, the red and blue planes consist of 
image data generated by photodetecting elements 138 hav 
ing red and blue color filters of the color filter array 143 
respectively associated with them. These color planes allow 
for each color component of the composite image data to be 
processed individually. For example, individual colors may 
be Scaled to increase or decrease their relative intensity. 
Likewise, image data from individual photodetecting ele 
ments 138 may be scaled accordingly. 

0037. The color filter array 143 provides a reference for 
directions used herein, including the directions of motion 
blur. Ay-direction Y extends perpendicular to the X-direction 
X that was described above. An a-direction A extends 
diagonally to the X-direction X and the y-direction Y. A 
b-direction B extends perpendicular to the a-direction A. The 
aforementioned directions provide non-limiting examples of 
blur motion and correction as will be described in greater 
detail below. 

0038 Referring again to FIG. 1, under ideal circum 
stances, both the camera 100 and the object 110 remain 
Stationary relative to each other during the above-described 
preSelected period in which the two-dimensional photosen 
Sor array 130 generates image data. Ideal circumstances, 
however, are rarely achieved and the camera 100 generally 
moves somewhat relative to the object 110 while image data 
is being generated. For example, a user typically is unable to 
maintain the camera 100 in a fixed position relative to the 
object 110 while image data is being generated. 

0039 Motion blur is typically attributed to either rota 
tional or translational movement of the camera 100 relative 
to the object 110 occurring as the object 110 is being imaged. 
The motion blur correction methods described herein are 
directed toward correcting motion blur caused by transla 
tional motion between the object 110 and the camera 100 as 
the object 100 is being imaged. It should be noted, however, 
that motion blur caused by rotational motion may also be 
corrected by the methods described herein. For example, if 
the center of relative motion between the camera 100 and the 
object 110 is a significant distance from the image area, the 
motion blur associated with the image may be Substantially 
Similar to motion blur caused by translational motion. One 
test to determine if motion blur attributed to rotational 
motion can be corrected as though it is attributed to trans 
lational motion is my measuring the blur on the image 
closest to the center of rotation and furthest from the center 
of rotation. If the two blurs are substantially equivalent, the 
motion blur may be corrected as though it is the result of 
translational motion. In one embodiment of the methods 
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described herein, the blurs at the edges of the image are 
measured to determine if they are Substantially equivalent, 
meaning that the blur is the result of translational motion. 
0040 Having summarily described the operation of the 
camera 100, the operation of the camera 100 will now be 
described generating image data that is blurred. In the 
example illustrated herein, the camera 100 has moved in the 
X-direction X as the image data was being generated. The 
movement in the X-direction X is an amount that causes the 
image 156 to move a distance of two and one-half photo 
detecting elements 138. 
0041) The movement of the camera 100 relative to the 
object 110 as the two-dimensional photosensor array 130 
generates image data results in the image of the object 110 
being blurred. More Specifically, when the image data is 
processed using conventional processing methods, the rep 
licated image of the object 110 will be blurred. An example 
of this blurring is illustrated in FIG. 2. The image 156 of the 
object 110, FIG. 1, is shown focused onto the two-dimen 
sional photosensor array 130 at the commencement of the 
generation of the image data. AS the generation of the image 
data by the photodetecting elements 138 proceeds, the image 
156 focused onto the two-dimensional photosensor array 
130 moves in the negative x-direction XN. By the time the 
photodetecting elements 138 have ceased generating image 
data, the image 156 has moved to a different location on the 
two-dimensional photosensor array 130. The location of the 
image of the object 110, FIG. 1, at the termination of the 
generation of image data is referenced as the Second image 
158 and is illustrated by dashed lines of FIG. 2. In the 
example cited herein, the image 156 has moved a distance 
that is represented by two and one-half columns 142 in the 
negative X-direction XN during the generation of the image 
data. The distance that the image 156 moved is proportional 
to the amplitude of the motion blur. The direction that the 
image 156 moved is referred to as the direction of the motion 
blur. 

0042. As described in greater detail below, image data is 
analyzed to determine the direction and amplitude of the 
blur. The amplitude is the amount of movement that 
occurred during the generation of the image data. The 
direction of motion blur as described herein is, for illustra 
tion purposes only, limited to the X-direction X, the y-di 
rection Y, the a-direction A and the b-direction B. It should 
be noted that the motion blur detection and correction 
methods described herein are applicable to a plurality of 
amplitudes and directions. 
0.043 Referring again to FIG. 1, the image data gener 
ated by the two-dimensional photosensor array 130 is trans 
mitted to the processor 132 for processing. The processor 
132 correlates the image data generated by each of the 
photodetecting elements 138, FIG. 2, with its associated 
color filter per the color filter array 143 of FIG. 3. For 
processing purposes, the image data may be Sorted into the 
three color groups or planes described above, which are the 
red plane, the green plane, and the blue plane. Alternatively, 
the image data may be Sorted into four groups if two green 
color planes are considered. 
0044) The processor 132 may store a numeric value 
corresponding to the image data values, or simply image 
data, generated by each of the photodetecting elements 138. 
The image data generated by each of the photodetecting 
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elements 138 is proportional to the intensity of light received 
by each of the photodetecting elements 138. The processor 
132 may also store the location from where each value of the 
image data was generated on the two-dimensional photo 
sensor array 130. 
0045 Having described the generation of image data, the 
detection and reduction of motion blur will now be 
described. The following procedure is outlined in the flow 
chart of FIGS. 4A and 4.B. 

0046) Image data generated by the two-dimensional pho 
tosensor array 130 is representative of the amplitude of light 
at a plurality of Spatial locations within the area of the image. 
In the Situation where the image data is representative of a 
color image, the image data is representative of the ampli 
tude of light at a plurality of Spatial locations for a plurality 
of color planes. For example, the image data may be 
represented in three color planes, a red plane, a green plane, 
and a blue plane. The image data of each color plane may be 
transformed to a frequency domain by application of a 
Fourier transform and is Sometimes referred to as the 
“transformed” image data. The transformed image data 
represents an amplitude and a phase for each of a set of 
Spatial frequencies. 
0047 The transformed image data offers a perspective on 
the image data relating to the amplitude and direction of blur 
within the image. The transformed image data may be 
manipulated as described below to reduce motion blur. The 
image data may then be retransformed by way of an inverse 
Fourier transform to its original format for presentation to a 
user. The motion blur in the retransformed image data has 
been reduced by the manipulation. 
0048 Motion blur reduces the amplitude of the trans 
formed image data, especially in the higher spatial frequen 
cies and always in the direction of the blur motion. When the 
image data is transformed into the frequency domain using 
a Fourier transform or the like, the magnitude of the ampli 
tude of Sinusoidal signals throughout the Set of Spatial 
frequencies in a direction perpendicular to the direction of 
the motion remains virtually unaffected. The Same occurs 
with regard to directions that are close to perpendicular to 
the direction of the motion. 

0049 Having summarized motion blur, its detection and 
minimization will now be described in greater detail. 
0050. An example of the spatial affects of motion blur are 
shown in the graphs of FIGS. 5A through 5C. The graphs 
5A through 5C are, for illustration purposes, based on a 
linear view of the two-dimensional photosensor array 130 
rather than a planar view of the two-dimensional photosen 
sor array 130. The horizontal axes P in the graphs 5A 
through 5C represent Spatial locations, and more particularly 
photodetecting element locations or pixel locations, from 
where image data was generated. Accordingly, the horizon 
tal axes correspond to the locations of the photodetecting 
elements 138 of FIG. 2. The vertical axes I(P) represent the 
intensity of light received at the photodetecting element 
locations, which are values or magnitudes of the image data 
generated by the photodetecting elements. The graphs of 
FIGS. 6A through 6C represent the magnitudes of the 
amplitudes of the spatial frequencies of the graphs of FIGS. 
5A through 5C respectively. 
0051) The graph of FIG. 5A shows the ideal representa 
tion of image data I(P) of a single point of light that would 
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be generated by a two-dimensional photoSensor array with 
out a blur filter associated therewith. As shown in FIG. 5A, 
a Single photodetecting element, eight or spatial location 
eight, generates image data having a magnitude of eight. The 
graph of FIG. 5B is a representation of image data I(P) of 
the single point of light of FIG. 5A that would be generated 
by a two-dimensional photoSensor array having a blur filter 
of two pixels associated therewith. As shown in FIGS. 5A 
and 5B, the blur filter causes the image data I(P) to have a 
reduced high Spatial frequency content, which is evident by 
the discrete pulse of the graph of FIG. 5A versus the discrete 
triangular function of the graph of FIG. 5B. In the graph of 
FIG. 5B, the magnitude of the spatial location eight drops to 
an amplitude of four and the magnitudes of Spatial locations 
Seven and nine increase from Zero to two. It should be noted 
that the graph of FIG. 5B is considered the “perfect” point 
of light as imaged by the camera with the two pixels of blur. 
AS the number of photodetecting elements in a digital 
camera increases, this “perfect' image represented by the 
graph of FIG. 5B more closely resembles the point of light 
of FIG. 5A. Accordingly, the negative affects of the blur 
filter become insignificant. 

0.052 It should be noted that many digital cameras have 
various types of blur filters, Such as a blurry lens, a bire 
fringent filter or lens, or other blur filter device. The blur 
filter is to prevent objectionable aliased signal artifacts in the 
image. Aliased Signal artifacts are typically associated with 
large areas of moderately high Spatial frequency repetitive 
patters, Such as the weave of a shirt. 
0053) The graph of FIG. 5C shows the amplitude of 
image data received by a camera having a blur filter asso 
ciated there with and undergoing motion equivalent to two 
and one-half pixels or photodetecting elements as image 
data is being generated. As shown in FIG. 5C, the energy 
from a single point of light (FIG.5A) is spread over a total 
of five photodetecting elements due to the blur filter and the 
motion blur. In the non-limiting example of FIG. 5C, the 
amplitude of image data generated at the Sixth and tenth 
Spatial locations has increased to 0.6. The amplitude of 
image data generated at the Seventh and ninth Spatial loca 
tions have decreased of two. The amplitude of image data 
generated at the eighth spatial location has decreased to 2.8. 
As shown by the graph of FIG. 5C, the image data generated 
with respect to the Spatial locations represents a very wide 
triangular function. This is indicative of a very low magni 
tude of high Spatial frequency content of the replicated 
image, meaning that the replicated image is not sharp and is 
likely blurred. 

0.054 As will be described in greater detail below, motion 
blur in the replicated image is reduced by increasing the 
magnitude of the amplitude of the Sinusoidal Signals at 
Specific spatial frequencies of the frequency domain trans 
formed image in the direction of the motion blur. It should 
be noted that the sinusoidal signals are used herein for 
illustration purposes and that they are derived by way of a 
Fourier transform. It should also be noted that the inventive 
concepts described herein are applicable to other signals 
derived from other transform functions. 

0.055 Different sharpening kernels may be applied to the 
image data in the direction of the motion blur to increase the 
magnitude of the amplitude of the high Spatial frequency 
content. In one non-limiting example, a Weiner correction 
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algorithm is applied to the frequency domain transformed 
image data in the direction of the motion blur to increase the 
magnitude of the amplitude of a specific Set of Spatial 
frequency content. It should be noted that other correction 
algorithms may be applied to the image data to reduce 
motion blur. 

0056 Having summarily described the effects of motion 
blur and a method of minimizing the effects of motion blur, 
the detection of motion blur will now be described. 

0057. As summarily described above, motion blur due to 
translational motion, unlike other blurs, only occurs in a 
Single direction. For example, with reference to the motion 
blur illustrated by the images 156 and 158 of FIG. 2, the 
motion blur only occurs in the x-direction X. Other blurs, 
Such as optical blur, typically occur in all directions. Accord 
ingly, the magnitude of the amplitude of the high Spatial 
frequency content of an image affected by motion blur will 
be low in the direction corresponding to the direction of the 
motion. The magnitude of the amplitude of the high Spatial 
frequency content corresponding to directions perpendicular 
or Substantially perpendicular to the direction of motion will 
be less. When applied in practice, the magnitude of the 
amplitude of the high spatial frequency content in the 
direction of the motion blur will be significantly lower than 
the magnitude of the amplitude of the same specific high 
Spatial frequency content in a perpendicular direction. 

0058. The detection of motion blur may be accomplished 
by analyzing image data generated by photodetecting ele 
ments 138 located in a portion of the two-dimensional 
photosensor array 130. A user of a camera typically assures 
that the Subject of the photograph is focused and Substan 
tially centered in the photograph. Accordingly, the center of 
the photograph is where the Sharpest focused image is 
located. For this reason, in the examples described herein, 
image data generated by a central portion of the two 
dimensional photosensor array 130 will be analyzed for 
motion blur. For example, image data generated by the 
middle one-ninth of the two-dimensional photosensor array 
130 may be analyzed for motion blur. It should be under 
stood, however, that any portion of the two-dimensional 
photosensor array 130 may be analyzed for motion blur. 

0059 For illustration purposes, an example of analyzing 
image data to determine the direction and magnitude of 
motion blur is provided. The analysis commences analyzing 
image data generated by the photodetecting elements 138 
located in the vicinity of a corner 160 of the image 156. FIG. 
7 is an exploded view of the photodetecting elements 138 
located in the corner 160 of the two-dimensional photosen 
sor array 130. Image data generated by a row 164 of 
photodetecting elements 138 extending in the x-direction X 
will be analyzed in the following example. Likewise, image 
data generated by a column 166 of photodetecting elements 
138 extending in the y-direction Y will also be analyzed in 
the following example. The photodetecting elements 138 in 
the row 164 are referenced as X(1), Y(1) through X(10), 
Y(1) and the photodetecting elements 138 in the column 166 
are referenced as X(1), Y(1) through X(1), Y(10). It should 
be noted that for illustration purposes, only ten photodetect 
ing elements 138 extending in the x-direction X and the 
y-direction Y are being analyzed. It is to be understood, 
however, that any number of photodetecting elements 138 in 
the x-direction X and the y-direction Y may be analyzed. It 



US 2005/0243178 A1 

is also to be further understood that any number of photo 
detecting elements 138 extending in the a-direction A and 
the b-direction B may also be analyzed to detect motion blur 
in other directions. 

0060. The first step in determining whether motion blur 
exists in the image data is to analyze the magnitude of the 
amplitude of the high spatial frequency content in orthogo 
nal directions over an area of an image. The magnitude of 
the amplitude of the high spatial frequency content in the 
X-direction X and the y-direction Y is proportional to the 
figure of merit in the x-direction X and the y-direction Y 
respectively. The figure of merit provides a basis for deter 
mining the degree to which light/dark transitions occur in a 
Specific direction in an image. A non-limiting example of a 
figure of merit in the x-direction X is referred to herein as FX 
and is calculated as follows: 

0061 wherein p is the number of photodetecting 
elements 138 in the X-direction X that are to be 
analyzed, q is the number of rows that are analyzed 
in the x-direction X, and X(n,m) is the value of the 
image data generated by the photodetecting element 
138 at that location. Accordingly, in designates the 
column number of the photodetector array and m 
designates the row number. It should be noted that in 
the non-limiting example described herein, the figure 
of merit F may calculated in the center of the image 
where the Sharpest focus occurs. It should also be 
noted that the figures of merit are calculated in a 
Single color plane and not by adjacent photodetecting 
elements for the example of the digital camera 
described herein. This assures that the figure of merit 
measures motion blur and not color transitions in the 
image. Furthermore, by not analyzing adjacent pho 
todetecting elements, the anti-aliasing blur filter will 
have little, if any, influence on the figure of merit 
calculation. It should be noted that virtually any 
increment of pixel values may be used to calculate 
the figure of merit. A preferred embodiment will use 
photodetecting elements that are close together 
within one color plane, because this will emphasize 
the higher spatial frequencies. The higher spatial 
frequencies are the most Sensitive measures of 
motion blur. It should also be noted that the figures 
of merit may be calculated in any direction to 
measure motion blur in any direction. 

0.062. As with the figure of merit in the x-direction X, the 
figure of merit in the y-direction Y is referred to as F and 
is calculated as follows: 

Fy = Y(n, n) - Y(n, n - 1) 

0063 wherein q is the number of photodetecting 
elements 138 in the y-direction Y that are to be 

Nov. 3, 2005 

analyzed, p is the number of columns in the y-di 
rection Y, and Y(n,m) is the value of the image data 
generated by the photodetecting element 138 at that 
location. It should be noted that in the non-limiting 
example described herein, the figure of merit F is 
calculated along the column 166. In one preferred 
embodiment, p is equal to q So that the figures of 
merit are calculated from a Square Section of the 
image. 

0064. As described above, the figures of merits described 
herein are non-limiting examples of figures of merit. Other 
variations of the figure of merit can use weighted multiple 
color planes. For example, the figures of merit may be 
calculated in all the color planes. The values from the 
different color planes can be weighted and Summed togther. 
For example, each green plane may be weighted thirty 
percent, the red plane may be weighted thirty percent and the 
blue plane may be weighted ten percent. Likewise, the 
Spatial frequencies may be weighted. It is also possible to 
combine weighted color planes with weighted Spatial fre 
quencies. In another variation, higher order numerical meth 
ods may be used to generate the slope estimates. These slope 
estimate may be used rather than the Simple difference 
calculations described above. 

0065. The figures of merit provide indications of the 
magnitudes of the amplitudes of Spatial frequencies of the 
image in the specified directions. Referring briefly to FIG. 
5A, the graph shows a steep transition between adjacent 
photodetecting elements for image data generated without 
motion blur and without a blur filter. More precisely, the 
Single point of light has caused image data to be generated 
Solely at the eighth spatial position. Accordingly, the figure 
of merit associated with the graph of FIG. 5A is high. The 
graph of FIG. 5B shows transitions between image data 
values that are not as steep as the graph of FIG. 5A. 
Accordingly, the figure of merit associated with the graph of 
FIG. 5B is less that the figure of merit associated with the 
graph of FIG. 5A. The graph of FIG. 5C shows image data 
generated in the presence of motion blur. The motion blur 
decreases the magnitudes of the transitions between image 
data values of adjacent photodetecting elements 138, FIG. 
2. Accordingly, the figure of merit of the image data asso 
ciated with the graph of FIG. 5C is less than the figures of 
merit associated with the graphs of FIG. 5A and FIG. 5B. 
It should also be noted that the figure of merit as described 
herein is proportional to the magnitude of the slope of the 
graphs. By using the figure of merit equations described 
above, the figures of merit for the graphs of FIGS. 5A is 
sixteen, the figure of merit of the graph of FIG. 5B is eight, 
and the figure of merit of the graph of FIG. 5C is 5.6. 
0066. As described above, motion blur due to transla 
tional motion, unlike other blurs, occurs only in one direc 
tion. Accordingly, if the figure of merit in the X-direction X, 
F, differs from the figure of merit in the y-direction Y, F, 
motion blur likely occurred during the generation of the 
image data. This difference in the figures of merit may be 
calculated by taking the ratio of F to F or F to F and 
comparing the ratio to a preselected value. As a non-limiting 
example, if the ratio is greater than 1.4, it can be assumed 
that motion blur occurred. It follows that the direction of the 
motion blur will be in the direction having the lower figure 
of merit because the magnitudes of the transitions in this 
direction are lower. It also follows that the value of the ratio 
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determines the amount of motion blur. For example, a 
greater value of the ratio means that the image was blurred 
over a greater number of photodetecting elements 138, FIG. 
2. The value of the ratio is used to determine the amount to 
which motion blur is to be minimized. It should be noted that 
the non-limiting methods described herein for determining 
the direction of motion blur determine the direction of 
motion blur closest to a preselected direction. For example, 
the methods described herein may determine the direction of 
motion blur that is closest to the x-direction X, the y-direc 
tion Y, the a-direction A or the b-direction B. Similar 
methods can be used to expand the possible number of 
directions in which motion blur may be analyzed. 
0067. When a determination has been made that the 
image has been blurred or, more specifically, that the repli 
cated image is blurred, the image data is processed to 
minimize the blur of the replicated image. Minimizing 
motion blur involves increasing the magnitude of the ampli 
tude of Sinusoidal Signals at Specific spatial frequencies of 
the frequency domain transformed image data in the direc 
tion of the blur. A non-limiting example may be achieved by 
amplifying image data values corresponding to higher Spa 
tial frequencies. For example, in the case where the motion 
blur occurs in the X-direction X, the image data generated by 
individual rows 140, FIG.2, of photodetecting elements 138 
are processed to increase the magnitude of the amplitude of 
Spatial frequency. Other Scaling and processing techniques 
as described below may also be applied to the image data. 
0068. It should be noted that the effects of motion blur 
occur to all the color planes equally. Therefore, image data 
from one color plane may be analyzed to determine the 
direction and amount of motion blur. The magnitude of the 
amplitude of Sinusoidal Signals at Specific spatial frequen 
cies of the frequency domain transformed image of the color 
planes may be increased equally in order to minimize the 
affects of motion blur on the whole composite image. It 
should be further noted that processing the image data to 
minimize the motion blur may be performed during the 
process of demosaicing the image data as disclosed in the 
United States patent application of Taubman, previously 
referenced. This may, as an example, involve Scaling demo 
Saicing coefficients in the direction of the motion blur to 
increase the magnitude of the amplitude of Sinusoidal Sig 
nals at Specific spatial frequencies of the frequency domain 
transformed image in the direction of the motion blur. Other 
techniques can be used to reduce motion blur, Such as 
directional Sharpening kernels, windowed directional Sharp 
ening kernels, and directional deconvolution correction. 
0069. The procedure described above determines the 
amount and direction of motion blur. It should be noted that 
the procedure described above is applicable for detecting 
and minimizing motion blur along any orthogonal direc 
tions. For illustration purposes, an example of detecting and 
minimizing motion blur in additional directions diagonal to 
the x-direction X and the y-direction Y is provided. The 
diagonal directions are referenced in FIG. 3 as the a-direc 
tion A and the b-direction B, which are perpendicular to each 
other. In this situation, the figures of merit are calculated in 
the a-direction A and the b-direction B along with the ratio 
of the figures of merit as described above with reference to 
the x-direction X and the y-direction Y. At this point, two 
ratioS exist, one for figures of merit in the X and y-directions 
X and Y and one for figures of merit in the a and b-directions 
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A and B. The ratio having the greatest Value indicates the 
orthogonal directions associated with the motion blur. The 
actual direction of the motion blur is determined by the 
lowest figure of merit associated with the ratio having the 
greatest Value. Motion blur in this direction is minimized in 
the manner described herein by increasing the magnitude of 
the amplitude of the magnitude of Sinusoidal Signals at 
Specific spatial frequencies of the frequency domain trans 
formed image in this direction. 

0070 Having described the method for determining 
whether motion blur is present in an image and a method of 
minimizing the motion blur, a detailed example of reducing 
motion blur is now provided. 

0071. The following example is based on the imaged 
point of light of FIGS. 5A through 5C. As described above, 
the point of light without the use of a blur filter appears 
Solely at the eighth spatial position and generates image data 
having a magnitude of eight. The point of light imaged by a 
camera having a two-pixel blur filter and undergoing motion 
blur of two and one half pixels generates image data as 
described above with reference to the graph of FIG. 5C. The 
values of spatial frequency of the graph of FIG. 5C are 
Significantly less that the values of Spatial frequency of the 
graph of FIG. 5A. For reference purposes, the values of the 
spatial frequencies of the graphs of FIGS. 5A through 5C 
are shown in the bar graphs of FIGS. 6A through 6C. It 
should be noted that the graphs of FIGS. 6A through 6C do 
not include phase information. AS shown by the graph of 
FIG. 6A, the single point of light of FIG. 5A has a 
normalized amplitude of one across the frequency Spectrum, 
similar to an impulse function. The graph of FIG. 7B shows 
the decreased spatial frequency values due to the blur filter 
added to the camera. FIG. 7C shows that the values of 
Spatial frequency are even more decreased by motion blur. 
The values of the spatial frequencies due to the blur filter and 
motion blur are detailed in Table 1. It should be noted that 
in the Spatial frequency eight is the highest and Spatial 
frequencies Zero and fifteen are the lowest. 

TABLE 1. 

Blur Filter 
Spatial Ideal Amplitude Motion Blur Weiner Weiner 
Fre- Point of (perfect Amplitude Correction Corrected 

quency light image) w/Blur Filter Factor Amplitude 

O 1. 1. 1. 
1. .96 92 .04 957 
2 .85 7 172 82 
3 69 .44 418 623 
4 5 .2 .9 38 
5 31 O5 944 097 
6 15 OO4 366 OOS 
7 .04 OO6 578 OO3 
8 O O O O 
9 .04 OO6 578 OO3 
1O 15 OO4 366 OOS 
11 31 O5 944 097 
12 5 .2 .9 38 
13 69 .44 418 623 
14 .85 7 172 82 
15 .96 92 .04 957 

0072. As shown by the data of Table 1, motion blur 
attenuated the high Spatial frequency content of the trans 
formed image. More Specifically, the values of the high 
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Spatial frequencies of five, Six, Seven, and eight are attenu 
ated. Motion blur did not attenuate the values of the lower 
Spatial frequencies. 

0.073 Various image sharpening kernels can be applied to 
the image data in the direction of the motion blur in order to 
increase the magnitude of the amplitude of the high spatial 
frequency content. The result of the increased amplitude of 
the high Spatial frequency content is a sharper image, which 
is a reduction of the blur caused by motion. More specifi 
cally, the transitions between light and dark areas are accen 
tuated. 

0074 Table 1 shows the Weiner correction factor that is 
applied to the Signal at the Specific spatial frequencies in the 
direction of the motion blur So as to reduce motion blur. It 
should be noted that the Weiner correction factor used herein 
has a minimal impact on the high Spatial frequency content. 
AS shown in Table 1, the frequencies Seven and eight are 
minimally impacted by the Weiner correction factor applied 
herein. This is because the very high Spatial frequency 
content of the image data tends to include a lot of noise. 
Thus, if the very high Spatial frequency content is amplified, 
the noise will likely be amplified more than the Signal. 
0075. The resulting image after the application of the 
Weiner correction factor is shown in FIG. 8, which is a 
graph of the point of light of FIG. 5C imaged under a 
motion blur condition, but with the Weiner correction factor 
applied. The original motion blurred image of FIG. 5C is 
shown in dashed lines in FIG.8 for reference purposes. The 
values of the blurred image of FIG. 5C are compared to the 
values of the corrected image of FIG. 8 in Table 2 under the 
portion titled Weiner Corrected Image. It should be noted 
that the Wiener corrected image factor corrected the image 
for two pixels or photodetecting elements 138, FIG. 2, of 
motion blur. The Weiner correction algorithm may be modi 
fied to correct for any number of pixels of motion blur. 

TABLE 2 

Spa 
tial Point Motion Weiner -1, 3, -1 -0.5, 2, -0.5 

Loca- of Blur Blurred Corrected Sharpening Sharpening 
tion Light Filter Image Image Kernel Kernel 

1. O O O O.O3 O O 
2 O O O O O O 
3 O O O -0.04 O O 
4 O O O O.O2 O O 
5 O O O O.O6 O O 
6 O O O -0.20 -0.60 -O.30 
7 O O O.60 O.28 -0.20 O.2O 
8 O 2 2.OO 2.17 2.60 2.30 
9 8 4 2.8O 3.37 4.40 3.60 
1O O 2 2.OO 2.17 2.60 2.30 
11 O O O.60 O.28 -.020 O.2O 
12 O O O -0.20 -0.60 -O.30 
13 O O O O.60 O O 
14 O O O O.O2 O O 
15 O O O -0.04 O O 

0076. As illustrated by Table 2, the Weiner corrected 
image restores the image to a close approximation to the 
image represented by the blur filter column. It should be 
noted that the value of the highest amplitude at the Spatial 
location nine ideally would be restored to a value of four, 
however, the Weiner correction factor as described herein 
restored it to a value of 3.37 from its motion blurred value 
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of 2.8. It should also be noted that the Weiner correction 
factor illustrated herein has very few negative numbers, 
which have very Small magnitudes. High magnitude nega 
tive numbers tend to increase the Gibbs effect, which is 
detrimental to image quality. The -1, 3, -1 sharpening 
kernel did increase the value of the highest Spatial frequency. 
However, the value of 4.4 is much greater than the ideal 
value of 4.0, which increases the noise and is actually 
detrimental to the image quality. 

0077. As described above, different sharpening algo 
rithms can be applied to the image data in the direction of the 
motion blur in order to reduce the motion blur. In Table 2, 
two alternative examples of Sharpening algorithms or ker 
nels are provided. More specifically, the results of a -1, 3, 
-1 and a -0.5, 2, -0.5 Sharpening kernels are shown in Table 
2. 

0078 Having described an embodiment of the motion 
blur detection and minimization methods, other embodi 
ments will now be described. 

0079 The method described herein corrects for two pix 
els of motion blur. It is to be understood, however, that the 
method may be modified to correct for different amounts of 
motion blur. In one embodiment, a determination is made as 
to the amount of motion blur in the image. The image is then 
'deblurred an amount based on the amount of blur in the 
image. For example, the method may be able to correct for 
two or four pixels of motion blur. If the image is determined 
to have greater than one and less than three pixels of motion 
blur, the image may be corrected for two pixels of motion 
blur. If the image is determined to have three to five pixels 
of motion blur, the image is corrected for four pixels of 
motion blur. 

0080. The detection of motion blur has been described 
herein as being accomplished by analyzing image data 
representative of an object. Motion blur may also be 
detected by using a Sensor or plurality of Sensors mounted to 
the camera 100, FIG. 1, that detect the amount and direction 
of movement of the camera during the period in which 
image data is being generated. The direction and amount of 
motion blur then establish the coefficients for the image 
Sharpening algorithms to reduce the motion blur. 

0081 Referring to FIG. 1, the detection and minimiza 
tion of motion blur has been described herein as being 
performed by the processor 132 located within the camera 
100. In another embodiment, the processor 132 may facili 
tate the transfer of image data to a peripheral processor that 
may detect and minimize motion blur. For example, a 
blurred photograph may be captured or otherwise Scanned So 
as to generate image data representative of the object. 

0082 Referring again to FIG. 6, the figures of merit have 
been calculated based on image data that is generated by 
photodetecting elements 138, FIG. 2, that are located next 
to each other or next to each other in a given color plane. 
One embodiment of the above-described method bases the 
calculation of the figures of merit on image data that is 
generated by photodetecting elements 138 that are spaced a 
distance from each other. This will measure the figure of 
merit at a different Spatial frequency. For example, the 
figures of merit may be calculated based on image data 
generated by every other or every third photodetecting 
element 138. This embodiment may be used in processing 
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information from digital cameras having a great number of 
photodetecting elements 138. By not processing the image 
data generated by all the photodetecting elements 138, the 
time required to determine motion blur is decreased. Several 
figures of merit at Several Spatial frequencies can be com 
bined using weighting factors to make the Overall figure of 
merit calculation more immune to image or Scene content. 
Additionally, Several color planes may be weighted in a 
Similar manner. Likewise, a combination of color planes and 
Spatial frequencies may be weighted. 

0.083. In another embodiment, Small portions of the 
image are analyzed to determine if motion blur exists in a 
Small portion of the image. The motion blur is then mini 
mized in that Small Section. For example, the camera may be 
held Stationary relative to a background as image data is 
being generated. An object being imaged, however, may be 
moving relative to the camera and the background as image 
data is being generated. The method described above, will 
reduce the motion blur of the image of the object without 
creating blur in the background. 
0084. The above described method of minimizing motion 
blur becomes more useful as the density of photodetecting 
elements located on a two-dimensional photoSensor array 
increases. The purpose of having an increased density of 
photodetecting elements is to provide a more defined or 
Sharper image. The Susceptibility to motion blur, however, 
increases as the density of photodetecting elements 
increases. During the period that the photodetecting ele 
ments are generating image data, the image of the object is 
more likely to Shift between photodetecting elements when 
the density of photodetecting elements is high. This shifting 
will be detected as motion blur and will be minimized 
accordingly. 

0085. The above described method of minimizing motion 
blur also becomes more useful in generating image data in 
relatively dark environments. The period required by the 
photodetecting elements to generate image data is propor 
tional to the amount of light reflecting from the object being 
imaged. Accordingly, when imaging is performed in a 
relatively dark environment, the period required to generate 
the image data increases. This increased period increases the 
likelihood that the user of the camera will move the camera 
while image data is being generated, which will cause 
motion blur. By implementing the above-described proce 
dure, the motion blur can be minimized. 

0.086 Other embodiments for determining and minimiz 
ing motion blur may be employed using the methods 
described herein. In one embodiment, Several color planes 
are analyzed to determine the motion blur. These include the 
green, red, and blue color planes. In another embodiment, 
more than four directions are analyzed for the presence of 
motion blur. For example, eight directions may be analyzed, 
which offers a more precise determination of the direction of 
motion blur. In yet another embodiment, the image data is 
analyzed to determine if different amounts of motion blur are 
present. For example, the image data may be analyzed to 
determine if no motion blur exists, two pixel motion blur 
exists, four pixel motion blur exists and So on. 
0087 While an illustrative and presently preferred 
embodiment of the invention has been described in detail 
herein, it is to be understood that the inventive concepts may 
be otherwise variously embodied and employed and that the 
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appended claims are intended to be construed to include 
Such variations except insofar as limited by the prior art. 

What is claimed is: 
1. A method for reducing motion blur in a digital image, 

Said method comprising increasing the magnitude of the 
amplitude of the Signals in a preselected Set of Spatial 
frequencies of the image in the direction of the motion blur. 

2. The method of claim 1, wherein Said Signals are 
Sinusoidal signals and wherein Said spatial frequencies are 
derived via a Fourier transform. 

3. The method of claim 1 and further comprising deter 
mining the direction of motion blur. 

4. The method of claim 3, wherein said determining the 
direction of motion blur comprises: 

providing image data representative of at least a portion of 
Said digital image; 

analyzing Said image data to calculate a first figure of 
merit of Said digital image in a first direction; 

analyzing Said image data to calculate a Second figure of 
merit of Said digital image in a Second direction, Said 
first and Said Second directions being Substantially 
orthogonal; 

calculating a first ratio of Said first figure of merit to Said 
Second figure of merit, Said ratio being the greater of 
said first or second figure of merit divided by the lesser 
of said first or second figure of merit; and 

comparing Said first ratio to a preselected value, wherein 
motion blur exists in Said digital image if Said first ratio 
is greater than Said preselected value. 

5. The method of claim 3, wherein said determining the 
direction of motion blur comprises: 

providing image data representative of at least a portion of 
Said digital image; 

analyzing Said image data to calculate a plurality of first 
figures of merit of Said digital image in a plurality of 
directions, 

analyzing Said image data to calculate a plurality of 
Second figures of merit of Said digital image, wherein 
each of Said Second figures of merit is in a direction 
Substantially orthogonal to a corresponding first figure 
of merit; 

calculating a plurality of ratioS of Said first figures of merit 
to their corresponding Second figures of merit, each of 
Said ratios being the greater of a first or Second figure 
of merit divided by the lesser of its corresponding first 
or Second figure of merit; and 

comparing Said ratioS to a preselected value, wherein 
motion blur exists in Said digital image if one of Said 
ratioS is greater than Said preselected value. 

6. An apparatus for reducing motion blur in an image, Said 
apparatus comprising a computer and a computer-readable 
medium operatively associated with Said computer, Said 
computer-readable medium containing instructions for con 
trolling Said computer to reduce motion blur in an image by: 

determining the direction of motion blur by analyzing 
image data representative of at least a portion of Said 
image; and 
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increasing the magnitude of the amplitude of Spatial 
frequency in the direction of Said motion blur. 

7. The apparatus of claim 6, wherein Said increasing the 
magnitude of the amplitude of Spatial frequency comprises 
increasing the magnitude of the amplitude of the Signals in 
a preselected Set of Spatial frequencies of the image in the 
direction of the motion blur. 

8. The apparatus of claim 6, wherein Said increasing the 
magnitude of the amplitude of Spatial frequency comprises 
increasing the magnitude of the amplitude of the Sinusoidal 
Signals in a preselected Set of Spatial frequencies of the 
image in the direction of the motion blur, wherein Said 
Spatial frequencies are derived by way of a Fourier trans 
form. 

9. The apparatus of claim 8, wherein Said image data is 
transformed back to the Spatial domain by an inverse Fourier 
transform. 

10. The apparatus of claim 6, wherein Said determining 
the direction of motion blur comprises: 

analyzing Said image data to calculate a first figure of 
merit of Said digital image in a first direction; 

analyzing Said image data to calculate a Second figure of 
merit of Said digital image in a Second direction, Said 
first and Said Second directions being Substantially 
orthogonal; 

calculating a first ratio of Said first figure of merit to Said 
Second figure of merit, Said ratio being the greater of 
said first or second figure of merit divided by the lesser 
of Said first or Second figure of merit; and 

comparing Said first ratio to a preselected value, wherein 
motion blur exists in Said digital image if Said first ratio 
is greater than Said preselected value. 

11. The apparatus of claim 6, wherein Said determining 
the direction of motion blur comprises: 

analyzing Said image data to calculate a plurality of first 
figures of merit of Said digital image in a plurality of 
directions, 

analyzing Said image data to calculate a plurality of 
Second figures of merit of Said digital image, wherein 
each of Said Second figures of merit is in a direction 
Substantially orthogonal to a corresponding first figure 
of merit; 

calculating a plurality of ratioS of Said first figures of merit 
to their corresponding Second figures of merit, each of 
Said ratios being the greater of a first or Second figure 
of merit divided by the lesser of its corresponding first 
or Second figure of merit; and 

comparing Said ratioS to a preselected value, wherein 
motion blur exists in Said digital image if one of Said 
ratioS is greater than Said preselected value. 

12. A method for reducing motion blur in an image, Said 
method comprising: 

providing image data representative of at least a portion of 
Said image; 

analyzing Said image data to detect the presence of motion 
blur in Said image; 

analyzing Said image data to detect the direction of 
motion blur in Said digital image; 
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processing Said image data to increase edge acuity Said 
image in Said direction of Said motion blur. 

13. The method of claim 12, wherein said analyzing said 
image data to detect the presence of motion blur comprises: 

analyzing Said image data to calculate a first figure of 
merit of Said digital image in a first direction; 

analyzing Said image data to calculate a Second figure of 
merit of Said digital image in a Second direction, Said 
first and Said Second directions being Substantially 
orthogonal; 

calculating a first ratio of Said first figure of merit to Said 
Second figure of merit, Said ratio being the greater of 
said first or said second figure of merit divided by the 
lesser of Said first or said Second figure of merit; and 

comparing Said first ratio to a preselected value, wherein 
motion blur exists in Said digital image if Said first ratio 
is greater than Said preselected value. 

14. The method of claim 13, wherein said analyzing said 
image data to detect the direction of motion blur comprises 
determining the lowest value of Said first and Said Second 
figures of merit, Said lowest Value corresponding to Said 
direction of motion blur. 

15. The method of claim 12, wherein said analyzing said 
image data to detect the presence of motion blur comprises: 

analyzing Said image data to calculate a plurality of first 
figures of merit of Said digital image in a plurality of 
directions, 

analyzing Said image data to calculate a plurality of 
Second figures of merit of Said digital image, wherein 
each of Said Second figures of merit is in a direction 
Substantially orthogonal to a corresponding first figure 
of merit; 

calculating a plurality of ratioS of Said first figures of merit 
to their corresponding Second figures of merit, each of 
Said ratios being the greater of a first or Second figure 
of merit divided by the lesser of its corresponding first 
or Second figure of merit; and 

comparing Said ratioS to a preselected value, wherein 
motion blur exists in Said digital image if one of Said 
ratioS is greater than Said preselected value. 

16. The method of claim 15, wherein said analyzing said 
image data to detect the direction of motion blur comprises 
determining which of Said ratioS has the highest value and 
determining the lowest figure of merit of Said highest valued 
ratio, Said lowest figure of merit corresponding to Said 
direction of motion blur. 

17. The method of claim 12, wherein said processing 
comprises increasing the magnitude of the amplitude of the 
Signals in a preselected Set of Spatial frequencies of the 
transformed image data in the direction of the motion blur. 

18. The method of claim 12, wherein said processing 
comprises increasing the magnitude of the amplitude of the 
Sinusoidal signals in a preselected Set of Spatial frequencies 
of the transformed image data in the direction of the motion 
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blur, wherein Said image data is transformed by a Fourier 20. The method of claim 12, wherein said processing 
transform. comprises increasing the amplitude of Signals of Said image 

19. The method of claim 18, and further comprising based on the detection and amplitude of motion blur. 
transforming Said image data back to the Spatial domain by 
an inverse Fourier transform. k . . . . 


