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HYBRID BALANCING OQF SUPPLY AND DEMAND
CROSS-REFERENCE TO RELATED APPLICATIONS

18001} This application clatms benefit under 35 US.C. § 119(e) of U.S. Provisional Patent
Application No. 61/617,953, entitled “Hybrid Balancing of Supply and Demand,” filed March
30, 2012, and U.S. Unility Patend Application No. 13/835912, entitled “Hybrid Balancing of
Supply and Demand,” filed March 15, 2013, which are expressly meorporated by reference

herein in their entirety.

FIELD OF THE DESCLOSURE
18002} The present disclosure relates generally to systems and methods for order supply and

demand fulfillment, and specifically to systems and methods for bybrid balancing of supply and

demand.
BACKGROUND
18003} Supply and demand refers to fulfilling orders (7.e., demands) for parts or resources

according to available supply of corresponding subparts or components needed for the resources.
Traditional supply and demand algorithms often fulfill orders for resources breadth-first (only),

or depth-first (only).

Breadth-first algorithms

{8004} Many breadth-first planning algorithms exist for fulfilling orders according to supply
and demand. Such algorithres proceed level-by-ievel. Manufacturing resource planning (MRP}
represents a fraditional breadth-first algorithm. A strength of breadth-first algorithms is that
they collect all demands for a part before satisfying any demands. That way, breadth-first
systems have a complete picture of demands and their prioritics across the entire planning
horizon and can therefore make good decisions abowt which demands to satisty first. A
weakness of breadth-first algorithuns is as follows: when supply does not exist at the current
level, the breadth-first system must decide how {0 get supply from the next level. If only one
choice exists, then evervthing is fine. But it multiple choices exist—either due to nuultiple
suppliers for a part or due to substitute parts that can be used instead—then breadth-first systems
make a choice about which path {0 use based on rules, and not based on availability at lower
levels. For example, an algorithm might choose one supplier over another because the first

supplicr 1s farther away from Us target mordhly shipment thao the second one. 1t might tam out,
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however, that the first supplier canpot provide supply on time, due to constraints at lower lovels,

while the second supplier can provide supply on time,

Denth-first alzorithms

180065] Depth-first algorithms also exist, also known as order-by-order algorithms. Strengths
and weaknesses of depth-first algorithms are the reverse of breadth-first algorithms. For a single
order, a depih-first algorithm proceeds down levels, evaluating whether supply is available on
fime. If one path cannot provide supply oun time, the depth-first system can evaluate other paths
and choose the one that provides on-time or least-late supply. The problem is that, at cach level,
depth-first algorithms lack the full demand picture. One order might use supply at a particular
level because that supply is still available. But a subsequent order might create demand for the
same part, and this demand might be earlicr or more important than the demand already

processed. The undesired result might be that the second order is unnecessarily ate.
SUMMARY

HHIEEY In accordance with the disclosed subject matter, methods, systems, and non-

transitory computer program products are provided for fulfilling supply and demand.

18007} Certain cmbodiments fnclude methods for fulfiling supply and demand. The roethod
mclades receiving a demand for a resource, and determining a phurality of relationships among
related resources. The related resources can represent dependent resources needing to be
fulfilled in order to fulfill the demand for the resource. The relationships can group the related
resources into levels according to the dependencies. For cach level, the method firther inclodes
processing dependent resources depth-first proceeding down levels, if an importance of the
related resources indicates there are no more important related resources to process at the fevel,
and irderrupting the depth-first processing to process related resowrces breadth-first at the lovel,
if the importance of the related resources indicates there are more important refated resources at

the level.

{6008} Certain embodiments include systems for fulfilling sopply and demand. The system
can include memory, storage, and at least one processor. The processor can be configured o use
the memory and storage to receive a demand for a resource and detormine relationships among
related resources. The related resources can represent dependent resources needing 1o be

fulfilled 1 order to fulfill the demand for the resource. The relationshins can group the related

o]
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resources inte levels according to the dependencies. For each level, the processor can be
configured to process dependent resources depth-first proceeding down fevels, if an importance
of the related resources indicates there are no roore important related resources 1o process at the
level, and interrupt the depth-first processing to process related resources breadth-first at the
level, if the importance of the related resources indicates there are more imporiant related

resources at the level

{88691 Certain embodiments include non-transitory computer program products for fulfilling
supply and demand. The non-transitory computer program product can be tangibly embodied in
a computer-readable medium. The non-transitory computer program product can inclade
mstructions operable 1o cause a data processing apparatus to receive a demand for a resource.
The non-tragsitory computer program product can deternyine a plorality of relationships among
related resources. The related resources can represent dependent resources needing 1o be
fulfilled 1 order to fulfill the demand for the resource. The relationshins can group the related
resources into levels according to the dependencics. For cach level, the instructions can be
operable to cause the data processing apparatus 10 process dependent resources depth-first
procecding down levels, if an importance of the related resources indicates there are no more
important related resources to process at the level, and interrupt the depth-first processing to
process related resources breadth-fisst at the level, if the importance of the related resources

ndicates there arc more important related resources at the level.

[6618) The embodiments described herein can inclade additional aspects of the present
mvention. For example, the resources can represent at least one of elements for aliocation,
objects for allocation, individuals for allocation, parts for order fulfillment, and components for
order fulfillment. The method, system, and non-transitory computer program product can
nchude, for cach level, managing a resource pool by first processing the related resources
without attributes needing dynamic simulation, prior to processing the velated vesources with
attributes needing dynamic simuolation. The processing the dependent resources depth-first can
include processing the dependent rescurces in a sequence, based at least in part on at least one of
a projected availability date, a due date, an importance, a priority, and a required quantity for
cach resgurce. The dynamic simulation can include modifying at least one of a projected
availability date, 3 due date, an importance, a priority, and a required guantity for the related
resouree, based at feast 1o part on at least one of the projected availability date, the due date, the

mportance, the priority, and the required quantity of the dependent resources. In fimther
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aspects, the dynamic sinuilation can include determining an availability of a potential path,
rescrving dependent resources for the potential path, and releasing the dependent resources if an
alternate path is found which better meets the demand for the resource. In still further aspects,
the processing the dependent resources and the processing the related resources can include
determining whether at least one of the availability date, the due date, the importance and the

priority can be satisfied at the level, based at least in part on the required quantity.
BRIEF DESCRIPTION OF THE DRAWINGS

8611} Various objects, features, and advantages of the present disclosure can be more fully
appreciated with reference to the following detailed description when considered in connection
with the following drawings, in which like reference numerals identify like elements. The
following drawings are for the purpose of illustration only and are not intended to be limiting of
the invention, the scope of which is set forth in the claims that follow.

18612} FIG. 1 Ulustrates a non-linmiting example of a system for hybrid balancing of supply
and demand n accordance with certain embodiments of the present disclosure.

{8013} FIG. 2 illustrates an example of a method that the system performs for hybrnid
bafancing of supply and demand in accordance with certain embodiments of the present
disclosure.

{8014} FIG. 3 illustrates an example of the method that the system performs for processing a
fevel in accordance with certain embodiments of the present disclosure.

18615} FiG. 4 dlustrates an example of the method that the systom performs for processing
an event depth first in accordance with certain embodiments of the present disclosure.

{8016} FIG. § illustrates an example of the method that the system performs for performing
a trial on a path in accordance with certain embodiments of the present disclosure.

18017} FIG. 6 illustrates a non-luniting example of a system for cvent pool management in
accordance with certain embodiments of the present disclosure.

[B018] FIG. 7 illustrates an example application of the method that the system performs for
hybrid balancing of supply and demand in accordance with certain embodiments of the present

disclosure.

DBETAILED DESCRIPTION

{8419 Ingene
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computer program products for bybrid balancing of supply and demaod, The preosent systems
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and methods can tnclude receiving a demand for a resource. An example of a demand canbe a
customer order. The present systems and methods can include determining relationships among
related resources. For exaople, the related resources can represent dependent resources needing
to be fulfilled i order to fulfill the demand for the resource. The relationships can group the
related resources into levels according o the dependencies. For cach level, the present systems
and methods can include processing dependent rescurces depth-first proceeding down levels, if
an importance of the related resources indicates there are no more important related resources to
process at the level. The present systems and methods can also include interrupting the depth-
first processing o process related resources breadib-first at the level, if the importance of the

related resources indicates there are more important related resources at the level.

{8828 Turning to the fgures, Figure 1 illustrates a non-limiting example of a system 100 for
hybrid balancing of supply and demand in accordance with certain embodiments of the present
disclosure. System 100 includes customers 102a-1, a server 106 and a database 108, and
suppliers 104a-d. Customers 102a-i place orders for parts 108a-1. These orders roprosent
demand in supply-and-deomand fulfillment. Suppliers 104a-d fulfill orders according to supply
and demand. Supply and demand refers to fulfilling orders {demand) based on available supply.
Orders can include parts 1082-1. Parts 108a-1 can be available from supplicrs such as suppliers
104a, b. In some embodiments, the same supplier could also supply multiple parts and/or
components, such as supplying parts and corresponding components. More generally, the
present system works for allocating elements, resources, or other entities according to demand.
For example, the present system can allocate engincers or other individuals to complcte business
projects, or allocate machives to tasks. Accordingly, the present systens and methods can be
ased for hybrid balancing of any sapply-and-demand-based problem. Demand can be generated
from costomers 102a-1 by placing orders, or demand can be propagated from other orders or
components in the supply chain

18021} Parts 108a-1 can inchade subparts or comaponents 110a-1. Components 110a-1 can also
be available from suppliers such as suppliers 104¢, & The parts and components deseribed
herein can be provided from multiple suppliers or a single supplier, in varying combinations.
Parts or components may arrive late, or in short supply. Parts or components may have
hierarchical requirements. For example, part & may require components Bl and B2,
Components Bl and B2 may themselves require components C1 and C2. Fuorthermore, parts or
components may be shared. For example, part Al may use component B, and part AZ may also
use component B, Lastly, systom 100 may also take tuto consideration constraints such as
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capacity considerations. Accordingly, system 100 performs hybrid balancing of supply and
demand to prioritize orders at various levels for efficient fulfillment.

18622} Of course, systom 100 may also nelude additional features and/or functionality. For
example, system 100 may also include additional storage (removable and/or non-removable}
imciuding, but not Hmited to, magnetic or optical disks or tape. Storage media includes volatile
and nonvolatile, removable and non-removable media inmplemented fo any method or
technology for storage of mformation such as computer-readable instructions, data structures,
program modules or other data. Non-transitory computer-readable storage media also inclades,
but is not Himited to, Random Access Memory (RAM], Read-Only Memory (ROM), Electrically
Erasable Programimable Read-Only Memory (EEPROM), flash memory and/or other memory
technology, Compact Disc Read-Only Memory (CD-ROM), digital versatile discs (DVD),
and/or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices, and/or any other medium which can be used to store the desived
mformation and which can be accessed by system 100. Any such non-fransitory computer-
readable storage media may be part of system 100.

8023} Figure 2 iflustrates an example of a method 200 that the system performs for hybrid
balancing of supply and demand in accordance with certain embodiments of the present
disclosure. Method 200 uses a collection 202 of parts and/or components, and an event pool
204. Event pool 204 includes events 206a-n and levels 208a-n. Events represent demand for
parts or components. Events can represent independent or dependent requirements. Levels
208a-n correspond to levels of fulfihment required to fultitl an order. More generally, levels
2{8a-n represent relationships betwoen events 206a-n and/or relationships between parts or
components. For example, events can be managed according to a part fow fevel code. In some
embodiments, a low level code determines a level of fulfillment. For example, a part or
component with a level code indicating level 1 represents a part with no parent part above it. A
component with a level code indicating level 2 represents a part with one parent part above it.
The parcnt part requires the component before the event or demand can be fulfilied.

18024} The present system performs hybrid balancing of supply and dersand as follows,
The system builds a collection 202 of parts and/or components {step 210}, The present system
calculates levels for each part or component in collection 202 (step 212). For example, the
present system can analyze structural relationships between parts and components, determine
component requirements, and assign levels accordingly. As deseribed earlier, parts or

components with no parent parts or component parts can be assigned level 1, and subsequent
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parts or components can be assigned levels incrementing by one for cach level of dependency
(e.g., lovel 2, 3, 4, ete.). Of course, other indexing schemes can be used for the levels or groups.
For example, the lovels can be zero-indexed, beginning with level G vather than level 1. The
present system creates an event pool (step 214). For example, the present system can create
event pocl 204 based on the caleulated levels. As described earlior, event pool 204 is managed
by levels.

[B025] The present system populates the event pool with sohid events (step 216). As used
herein, “solid events” refer to independent requivements for parts within collection 202 of parts,
and also dependent requirements from cutside collection 202 of parts. For example,
mdependent requirements can refer to nudtiple orders from customers or customer forecasts,
Dependent requirements can refer to subparts or components required to make a parent part.
One aspect of sohid events is that, because they arise from either independent requirements for
parts within the collection of parts or from dependent requirements from outside the colicetion
of parts, the solid events have atiributes (such as due date, or priority) that can be determined
with certainty, and canmot be altered dypamically based on demands or requirements within the
current calculation. For example, the present system can populate the event pool as follows.
Bascd on customer orders and forecasts, those corresponding events are known to bave no
dependencies on other parts, so they can be categorized as solid events. The present syster then
analyzes dependent requirements from parent parts. If a parent part is not in collection 202 of
parts, the present system is able to determine those dependent requircments with certainty and
the overd or demand corresponding o the parent part can be categorized as 2 solid cvent. Ifa
parent part is within collection 202 of parts, the present system cannot yet determine dependent
requircments with certainty, therefore evenis corresponding to the parent part can be categorized
as dependent dynamic events.

{8626} The present system then proceeds level by level, as illustrated in box 218, The
present system determines whether there 1s another level {(step 220). If there is another level
{step 220: Yes), the present systom processes the current level (step 222). Processing the current
level is shown in further detail in comnection with Figure 3. After the present system finishes
processing the current level, processing refums to determine whether there is another level (step
220%.

18627] if there is no other level (step 220: No), the present system stores final results for
cach part or component (step 224). Storing final results refers to caching or reporting the

determined results for each part or component in collection 202 of parts.
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[B028] Figure 3 iHhustrates an example of the method 222 that the system performs for
processing a level in accordance with certain embodiments of the present disclosure. Method
222 uses event pool 204, Method 222 tracks a current level 302 and a processed level 304,
Current level 302 can include a curvent solid event 306 {shown in gray). Events 308 to process
{shown in white} represent the ovents {i.e., demands) waiting in event pool 204 to be processed.
As described carlier, the processing proceeds level by level to manage cvents per level, and sorts
the events by froportance of the demand. Measures of importance are described in further detail
following. Processed events (shown in black) represent events that have already been processed
depth first (shown in step 312,

16629] Method 222 determines whether there are more solid eveunts to process at the current
level (step 310). For example, method 2272 can operate on current solid event 306 at current
level 302, I there are more solid events to process at the current level (step 310: Yes), method
222 selects the next solid event and processes the solid event depth first (step 312). Step 3121
described i fimrther detail later, fn connection with Figure 4. 1t there are no more solid events at
the current level (step 310: No), method 222 completes and moves o the next level (f there is
another level) (step 220). For example, as part of completing, the present system can cache or
report the determined resulis for cach part or component in the level.

18034] Figure 4 illustrates an example of the method 312 that the system performs for
processing an event depth first in accordance with certain embodiments of the present
disclosure. Hvents processed by method 312 can be cither solid events or dependent dynamic
cvents. Solid evends are processed when method 312 is invoked from Figure 3 or from Figure 4.
As described earlier, a solid event refers to events (i.e., demands) with atiributes (such as due
date, or priority) that can be determined with cortainty, and cannot be aiteved dynamically based
on demands or requirements within the corrent caleulation. Dependent dynamic events are
processed when method 312 1s invoked from Figire 5. A dependent dynamic event refers to
component or part requirements associated with atrial. A trial refers {0 a hypothetical or
dynamic simulation of fulfilling an event {i.e., domand). Trials can be comumitted or cancelled.
A trial can be cancelled if its corresponding path s not selected, i.e. if there are roultiple paths
and a better path is selected. Accordingly, dependent dynamic events are referred to as dynamic
because their attribotes can change, for example if a trial is cancelled. Dependent dynamic
events are described in further detail later, o connection with Figure 5.

{8631} Method 312 determines the event type (step 402). As described earlier, an event may

be a solid event or a dependent dynamic event. 1f the event 1s a dependent dynamic ovent (step
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402: Dynamic), the present system determines whether there is a more mportant solid event at
the current lovel to process (step 404). Method 312 proceeds down this path if method 312 was
mvoked from Figure 5. Because method 312 evaluates events at the current level, method 3172
proceeds in a breadth-first manner in accordance with hybrid balancing, In some embodiments,
the present system determines whether there is a more important solid event by comparing
atiributes about the event. Nouv-limiting example comparisons can inelade selecting an event
with an atiribute of an earlier or more urgent due date, or selecting an event with an attribute of a
higher priority. Additional examples of attributes can inchude a number of supply choices fora
given event or demand, or expiration requirements for an event or demand.

18632} if there is a more traportant schid cvent at the current level to process {step 404: Yes),
the present system recursively processes the more important solid event depth first (step 312).
Method 312 proceeds down this path if method 312 is mvoked from Figore 3 or Figure 4.
Accordingly, method 312 for processing an event depth first 18 a recursive method, repeating
depth first processing of an event until it reaches a point where there are no morve levels to
process, that is, a base case.  After depth-first processing of a solid event completes (step 312),
the present system proceeds to determine whether there is another more important solid cvent at
the current lovel (step 404). The recursion terminates when no more important solid cvents at
the current level remain to be processed (step 404: No).

{8033} If there is no more tmportant solid event at the current level to process (step 404:
No), the system proceeds to determine whether the current event can be satisfied at the current
level (step 408). As used herein, satisfying an event at the current level refers to detormining
whether there are sufficient sopplics at the current level. For example, an event or demand can
be satisfied by: {1} using an available supply of parts or components, (2} rescheduling an in-
process supply, or (3) recommmending new supply to satisty the event or demand. Furthermore,
an event can be satisfied at differing grades of satistaction. For example, an event or demand
can be satisfied fully or partiaily, on time or late.

[8634] I the current ovent or demand can be satisfied at the current lovel (stop 408: Yes),
method 3172 proceeds fo finalize processing (step 418). As used hercin, finalizing processing
refers 1o committing the best chosen path (or the only path it there 1s no other choice), logging
dependent dynamic demand as processed demand, consuming the supply that satisfies those
demands, and releasing previously reserved supplics on other un-chosen paths. Method 312
calculates availability for the corrent event or demand (step 420). Caleulating availability for

the carrent event or demand refers to determining attvibutes such as available date and available
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guantity for a demand, based on attributes such as the satisfied supply availability date and
gvailable quantity.

18435} if the current event cannot be satisfied at the current level (step 408: Noj}, the present
system performs a trial on the path (step 414}, for cach path if there are nuiltiple paths to the
next level. Multiple paths to the next level represent the existence of multiple suppliers who can
supply a part or component, or available substitutes for a part or component. Performing a trial
on the path s deseribed in detail later in connection with Figure 5. When the trials are complete
for each path, method 312 selects the best path (step 416). In some embodiments, if there is
only a single path to the next level, the present system chooses the single path as the best path.
If there are multiple paths to the next level, in some embodiments, the best path is determined by
whether supply for the path is on time. If no paths can provide supply on time, the best path can
be determined by selecting the path which will be the least late. If multiple paths will arrive on
time, the present systom can allow aderinistrators to configure planning roles. For example, an
administrator can configure a ratio-based split between the multiple paths, or the present system
can select a single path. Method 312 finalizes processing (step 418) and caleulates availability
for the current event (step 4203, as described carlier.

18036} Figure 5 illustrates an cxaraple of the method 414 that the systern porforms for
performing a trial on a path in accordance with certain embodiments of the present disclosure.
Method 414 determines whether there are dependent requirements {(step 502). As used herein,
dependent requirements refer to subparts or components required to make a parent part. If there
are no dependent requirements (step 502: No}, the present system proceeds to finalize
processing (step 418) and calculate availability for trial (step 420). As described earlier,
finalizing processing refors (o committing the best chosen path (or the only path if there 1s no
other choice), logging dependent dynaric demand as processed demand, consurning the supply
that satisfies those demands, and releasing previously reserved supplies on other un-chosen
paths. As described earlicr, calculating availability for the current event or demand refers to
determining atiributes such as available date and available quantity for a demand, based on
atiributes such as the satisfied supply availability date and available quantity.

8837} I there are dependent requirements (step 502: Yes), the present system generates
dependent dynamic events for the next levels (step S04). As described earlier, dependent
dynamic events refer to events whose atiributes and component or part requirements can change

based on the results of trials. For cach dependent dynamic event generated, the present system
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processes the dependent dynamic event depth first (step 312). As described earlier, the present
system proceeds to finalize processing (step 41%) and calculate availability for mial (step 4207
18038} Figure 6 illustrates a non-limiting exanple of a system 600 for event pood
management in accordance with certain embodiments of the present disclosure. Event poel 204
imchides dependent dynamic events 602, a current solid event 604, and events 606 {0 process.

As shown via event 608, solid events are processed before dependent dynamic events,

Example

[8039] Figure 7 ilhustrates an example application of the method that the system performs
for hybrid balancing of supply and demand in accordance with certain embodiments of the
present disclosure. Figure 7 inciudes part A 702, parts Bl 704a and B2 704b, components C1
706a and C2 704b, and an event pool 708, Assume the present system recetves a demand or
order for part A 702 from an ordering site 0. The demand for part A 702 can be satisfied by
supply either from part Bl 704a or from part B2 704b. Part Bi 704a can be procured from
asscmbly site 1. Part C1 7063 is a componcnt of part Bl 704a at asscmbly site 1. Part B2 704b
can be procured from assembly site 2. Part C2 706a is a component of part B2 704b at assembly
site 2.

18648] Part A 702 can have a customer order with due date = February |, priority = medium,
and quantity = 100, Part Bl 704a can also have a customer order with due date = Febraary 10,
priority = high, and quantity = 100. Component parts C1 7064 and C2 706b can have inventory
{i.e., available supply} = 100, but the carlicst that new supply can be received is Febroary 20,
{6841} Part A 702 is associated with level 1. Part A 702 would have one event (event |
{710a}}), which is a solid derand for due date = February 1, priority = medium, quantity = 100,
Parts B2 704a and B2 704b are associated with level 2. Part BB1 7042 would have one event
{event 2 (710b}), which is also a solid demand for due date = Feb 10, priority = high. Parts C1
706a and C2 706b arc associated with level 3. The total number of levels in event pool 708 15
three.

{8042} As described earlier in connection with Figures 2 and 3, the present system begins
processing level-by-level, beginning with level 1. Event 1 (7103) corresponding to part A 702 is
a solid event at level 1 {step 310}, so the system proceeds to process event 1 (710a) depth-first
(step 312). With reference to Figure 4, event | (710a) cannot be satisfied at level 1 (step 408)

because there is no existing supply to satisfy the demand. Therefore, the present system
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proceeds to perform a trial on cach available path (step 414). Multiple paths are available to
satisfy the demand {(e.g., trial 1 using part Bl 7044, and trial 2 using part B2 704b).

18043} With reforence to Figure 5, the present system performs a trial on trial | (involving
part B1 704a). Trial | creates a new trial supply on part A 702, Tral 1 has dependent
requirements for part Bl 704a {stop 502), therefore the present system generales a dependent
dynaric cvent for part B1 704a (step 504}, creating event 3 (710¢). Event 3 (710¢) is created in
level 2. In some embodiments, the present system can revise relevant attributes to account for
shipping, transportation, or transfer time. For simplicity, the present discussion assumes that
transfor time is fnstantancous. Therefore, because due date = February 1 and priority = medium
for part A 702, event 3 (710¢) similarly has attributes due date = Febroary 1 and priority =
medium for part BI 704a. If transfer ime were not instantancous, attributes for subparts or
components would need corresponding carlier availability dates.

{8044 The present system proceeds to process event 3 (710¢) depth first (step 312). Event 3
(710¢) is a dependent dynamic event, therefore the present system proceeds to determine
whether there is a more important solid event at level 2 (step 404). Event 2 {(710b) is 3 more
wmportant solid event at level 2, because event 2 {710b) has priority = high. This processing
iHustrates hybrid balancing of supply and demand. Rather thao proceed depth-first to process
part C1 706a as part of dependent dvnamic event 3 (710¢), the present system processes event 2
{710} associated with part B 734a.

18045} The present system proceeds o process gvent 2 (710b) depth first (step 312}, Event
2 {710b) is associated with part B1 704a. There 18 no existing supply to satisfy demend for part
Bl 704a (step 408). The present system proceeds to perform a trial inchuding the single path
through part C1 706a (step 414). The present systom creates triaf 3 which creates new supply on
part B1 704a. With reference to Figure 5, the present system procecds to determine whether
there are dependent requirements for trial 3 ncluding the new supply on part B 704a (step
502). The present system generates a dependent dynamic event for part C1 7062 {step 504),
cvent 4 {710d) associated with part C1 706a. Event 4 {710d} is in level 3. In some
cmbodiments, the present system can account for assembly time. For stmplicity, the present
discussion assumes part Bi 704a can be assembled instantaneously, meanimg that event 4 (710d)
associated with part C1 7064 has due date = Febroary | and priority = high. Because no further
dependent dynanic events need to be generated (step 504), the present system proceads to

process dependent dynamic event 4 {710d) depth first (step 312).
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{8046} With reference to Figure 4, event 4 (710d) is a dependent dynamic event (step 402),
50 the present system proceeds to determine whether there is 3 more important solid event at
level 3 (stop 404). Because there is no more important sohid event at level 3 (step 404: No), the
present system proceeds 1o determine whether event 4 (710d) can be satistied by existing supply
of part C1 706a (step 408). Becausc availabic mventory = 100 for part Cl1 7(6a, event 4 (710d)
can be satisfied (step 418). Therefore, the calculated availability for event 4 (710d) is today
(also referred to herein as January 15, assuming this example is performed on January 15) (step
4203, because there is nventory available. Accordingly, the calenlated availability for trial 3
new supply is Janvary 15 {(step 420}, Because event 2 (710b) {corresponding to part Bl 704a) is
satisfied by trial 3, the calculated availability for event 2 (710h) is January 15 {step 420).

{88471 Processing for event 2 {710b) associated with part B1 704a is complete, so the
present system returns to process event 3 (710¢) associated with part B1 704a. Event 3 (710¢) 18
a dependent dynamic cvent (step 402) in level 2. There is no more inportant sohd event in level
2 waiting to be processed (step 404, and event 2 has already been processed), so the present
system determines whether event 3 (710¢) can be satisfied on part Bl 704a (step 408). There 18
no existing supply on part B1 704a available to satisfy event 3 (710c¢} at level 2 {step 408: No),
so the present system continues to perform a trial on the single path for event 3 (710¢) (step
4143, creating trial 4 new supply on part Bl 704a.

16848} There is a dependent requirement for trial 4 new supply (step S02), part C1 706a.
The present system generates a new dependent dynamic event (event 5 {710¢), associated with
part C1 706a). As illustrated in event pool 708, event 5 (710¢) is associated with level 3. The
present process proceeds to process event 5 (710¢) in level 3 depth-first (step 312},

18049] With reference to Figure 4, event 5 (710e) is a dependent dynamic ovent (step 402).
There is no more traportant solid cvent at level 3 (step 404: Neo). There is no existing supply to
satisty event 5 (710¢) (associated with part Cl) at level 3 (step 408), because event 4 (710d) has
ased up the available supply = 100, Event 5 (710¢) can be satisfied with a new order for part C1
706b. As described carlicr, availability for a new order is February 20, Accordingly, trial 4 new
supply 15 satisfied and available on February 20 (steps 418-420). Event 3 (710c¢) is therefore
satisfied by trial 4 new supply, so availability for event 3 (710c¢) is February 20 (steps 418-420).
Therefore, trial 1 using part Bt 704a can be satisfied on Febroary 20 (using 8 new order for part
C1 706a which arcives on February 20). Therefore, the present system has finished processing

trial 1 associated with part B1 704a (step 414},
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{8056} Because there are multiple paths, the present system processes trial 2 associated with
part B2 704b (step 414) in a similar manner as described earhier. In particular, there are no more
solid cvents on fevels 2 or 3. The present systern will determine that trial 2 can be satisfied with
mventory of part C2 706b, with availability January 15
{8051} The present system proceeds to choose the best path (step 416) among irial 1 and trial
Trial | provides supply late (Febroary 20), whereas trial 2 provides supply oo time (January
15). Therefore, the present system determines that trial 2 represents the best path for event 1
(7 10a) associated with part A 702. With reference to Figure 3, the depth-first processing of
event | (710a) at level 1 has completed (step 3123, There are no more solid cvents at fevel 1
(step 310}, so the present system proceeds to level 2 {(step 220). With reference to Figure 2, the
present system proceeds 1o process level 2 {(step 222},
{88582} There are no more solid demands to process on level 2 {event 2 (710h) associated
with part B1 704a was previously processed as part of processing event 1 (710s) associated with
part A 702}, The present system proceeds to process level 3 {step 222). Similarly, there are no
more solid demands to process on level 3. The present system proceeds to store final resubts
(step 224). The final resulis are that event 1 {710a) associated with part A 702 is associated with
the path including part B2 704b which is satisfied by part C2 706b (arriving ontime). Event 2
(710b) associated with part B 704a and with priority = high is satisfied by inventory from part
_1 706a (also arriving on time).
{8053} Of course, although specific steps are disclosed in Figures 2-5, such steps are
exemplary. That is, the present system 1s well-suited to performing various other steps or
variations of the steps recited in Figures 2-5. The steps in Figores 2-5 may be performed in an
order different than presented, and not all of the steps may be performed. Figures 2-§ inchude
processes that, in various embodiments, are carried out by a processor under the comdrol of
computer-readable and computer-exceutable instructions. Embodiments of the present
disclosure may thus be stored as non-transitory computer-readable media or computer-
executable instructions including, but not limited to, firmware updates, software update
packages, or hardware (e.g., ROM).
HHUREY] Reference has been made in detail to various embodiments in accordance with the the
present disclosure, examples of which are iHlustrated in the accompanying drawings. While the
invention has been described in conjunction with various embodiments, these various
embodiments are not intended to Hmit the invention. On the contrary, the invention is intended

to cover alternatives, modifications, and equivalents, whick may be included within the scope of
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the imvention as constraed according to the appended claims. Furthermore, in the detatled
description of various embodiments, numerous specific details have boen set forth in order to
provide & thorough understanding of the invention. However, the invention may be practiced
without these specific details. In other instances, well known methods, procedures, components,
and circuits have not been described in detail, so as not to unnecessarily obscure aspects of the
mvention.

[B055] Some portions of the detailed descriptions have been presented in terms of
procedores, logic blocks, processing, and other symbolic representations of operations on data
bits within a noo-transitory computer memory. These descriptions and represcntations are the
means used by those skilled 1 the data processing arts to most effectively convey the substance
of their work to others skilled in the art. In the present disclosure, a procedure, logic block,
process, or the like, is conceived to be a self-consistent sequence of operations or steps or
mstructions leading to a desired result. The operations or steps are those utilizing physical
manipulations and transformations of physical quantities. Usually, although not necessarily,
these quantities take the form of electrical or magnetic signals capable of being stored,
transforred, combined, compared, and otherwise manipulated in a computer system or
computing device.

18056} Of course, all of these and similar terms are to be associated with the appropriate
physical quantitics and are merely convenient labels applied to these quantities. Unless
specifically stated otherwise as apparent from the foregoing discussions, it is appreciated that

throughout the present disclosure, discussions utthizing terms such as “enabling,” “sending,”
= =} &9 =

59 6% 9% £% 9% & LA

“receiving,” “determining,” “responding,” “generating,” “making,” “accessing,” “associating,”

30 64,

“allowing,” “opdating,” or the like, refer to actions and processes of a computer system or
stmilar electronic computing device or processor. The compuier system ot similar electronic
computing device manipulates and wransforms data represented as physical (electronic)
quantities within the system memories, registers or other such information storage, transmission
or display devices.

18057} The present systems and methods can be fmplemented o a varicty of architectures
and configurations. For example, the present systems and methods can be implemented as part
ot a distributed computing environment, a cloud compaoting environment, a client server
environment, ete. The embodiments deseribed herein may be discussed io the general context of
computer-executable instructions residing on some form of non-transitory computer-readable

storage medivim, such as program modules, executed by one or more compuders, computing
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devices, or other devices. As described earlier, non-limiting examples of computer-readable
storage media may inclode storage media and commumication media. Generally, program
modules include routines, programs, objects, components, data structures, etc., that perform
particular tasks or implement particular abstract data types. The functionality of the program
modules may be combined or distributed as desired in various embodiments.

{8058 The foregoing descriptions of specific emboduments of the present sysieros and
methods have been presented for purposes of dlustration and description. The specific
embodiments are not intended to be exhaustive or to limit the invention to the precise forms
disclosed, and many modifications and variations are possible in light of the above description
The embodiments were chosen and described in order to best explain the principles of the
mvention and its practical apphcation, 1o thereby enable others skilled fn the art to best utilize
the invention and various embodiments with varioos modifications as are suited to the particular
use conterniplated. [t is intended that the scope of the invention be defined by the claims

appended hereto and their equavalents.
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1. A computer-implemented method for fulfilling supply and demand, the method

comprising:
receiving a demand for a resource;

determining a plurality of relationships among related resources, the related resources
representing dependent resources needing to be fulfilled in order to fulfill the demand for the
resource, and the relationships grouping the related resources into levels according to the

dependencies; and
for cach level,

processing dependent resources depth-first proceeding down levels, itan
mmportance of the related resources indicates there are no more important related resources to

process at the level, and

inferrapting the depth-first processing to process related resources breadth-first at
the level, if the importance of the related resources indicates there are more important related

resources at the level

2. The method of claim I, wherein the resources represent at least one of clements for
allocation, objects for allocation, imdividuals for allocation, parts for order fulfillment, and

compenents for order fulfillment,
3. The method of claim 1, further comprising
for cach level,

managing a resource pool by fitst processing the related resources without
attributes needing dynamic stimulation, prior to processing the related resources with attributes

needing dynamic simulation.

4, The method of claim 1, wherein the processing the dependent resources depth-first
mclades processing the dependent resources in a sequence, based at least in part on at least one
of a projected availability date, a due date, an imuportance, 8 priority, and a required quantity for

each resource.
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5. The method of claim 3, wherein the dynamic simulation includes modifying at least one
of a projected availability date, a due date, an tmuportance, 8 priority, and a required quantity for
the related rescurce, based at least in part on at least one of the projected availability date, the

due date, the importance, the priority, and the required quantity of the dependent resources.

6. The method of claim 3, wherein the dynamic simulation includes determining an
availability of a potential path, reserving dependent resources for the potential path, and
releasing the dependent rescurces if an alternate path is found which better mects the demand for

the resource.

7. The method of claim 4, wherein the processing the dependent resources and the
processing the related resources includes determiming whether at least one of the availability
date, the due date, the importance and the priority can be satisfied at the level, based at least in

part on the required quantity,

8. A system for fulfilling supply and demand, the system comprising:

HCIOTY;

storage; and

at least one processor configured to use the memory and storage to;
receive a demand for a resource;

determine a plurality of relationships among related resources, the related resources
representing dependent resources needing to be fulfilled in order to fulfill the demand for the
resource, and the relationships grouping the related resources into levels according to the

dependencies; and
for each level,

process dependent resources depth-first proceeding down levels, if an importance
ot the related resources indicates there are no more important related resources 1o process at the

fevel, and
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interrapt the depth-first processing to process related resources breadth-first at the
level, if the mmportance of the related resources indicates there are more important related

resources at the level

D, The system of claim &, wherein the resources represent at least one of clements for allocation,
objects for allocation, individuals for allocation, parts for order fulfillment, and components for

order fulfillment.
10. The systemn of claim 8, further comprising:
the at least one processor configured to

for each level,

manage a resource pool by first processing the related resources without
attributes needing dynamic simulation, prioy to processing the related resources with attributes

needing dynamic simulation.

11. The system of claim 8, wherein the at least one processor configured to process the
dependent resources depth-first further comprises the at least one processor further configured to
process the dependent resources in a sequence, based at least in part on at least one of a
projected availability date, a duc date, an importance, a priority, and a required quantity for cach

rsQuUICe.,

12. The system of claim 10, wherein the dynamic simulation further comprises the at least one
processor configured to modify at least one of a projected availability date, a due date, an

importance, a priovity, and a required quantity for the related resource, based at least in part on
at least one of the projected availability date, the due date, the importance, the priority, and the

required quantity of the dependent resources.

13. The system of claim 10, wherein the dynamic simulation further comprises the at least one
processor configured to determine an availability of a potential path, reserve dependent
resources for the potential path, and release the dependent resources if an alterpate path is found

which betier meets the demand for the resource.

14. The system of claim 11, wherein the at least one processor configured to process the

dependent resources and configured 1o process the related resources further comprises the at
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least one processor configured to determine whether at least one of the availability date, the due
date, the importance and the priovity can be satisfied at the level, based at least in part on the

required quantify.

15, A non-transitory computer program product for fulfilling supply and demand, the non-
transitory computer program product tangibly embodied 1n a computer-readable medium, the
non-transitory computer program product inchiding instractions operable to cause a data

processing apparatus to:
receive a demand for a resource;

determine a phurality of relationships among rvelated resouorces, the related resources
representing dependent resources needing to be fulfilled in order to fulfill the demand for the
resource, and the relationships grouping the related resources into levels according to the

dependencies; and
for cach level,

process dependent resources depth-first proceeding down levels, if an importance
of the related resources indicates there are no more important related resonrces to process at the

fevel, and

interrapt the depth-first processing to process related resources breadth-first at the
level, if the mmportance of the related resources indicates there are more important related

resources at the level
16. The non-transitory computer program product of claim 15, further comprising:
instructions operable to cause the data processing apparatus 1o

for each level,

manage a resource pool by first processing the velated resources without
attributes needing dynamic simuolation, prior to processing the related resources with attributes

needing dynamic simulation.

17. The non-transitory computer program product of claim 15, further comprising
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nstructions operable to cause the data processing apparatus {o
for each level,

manage a resource pool by first processing the related resources without
attributes needing dynamic simulation, prior to processing the related resources with attributes

needing dynamic simulation.

18. The non-transitory computer program product of claim 15, wherein the instractions operable
te cause the data processing apparatus to process the dependent resources depth-first further
comprise instructions operable to cause the data processing apparatus to process the dependent
resourees in a sequence, based at least in part on at least one of a projected avatlability date, a

duc date, an importance, a priority, and a required quantity for each resource.

19. The non-transitory computer program produet of claim 17, wherein the dynamic simulation
further comprises instructions operable to cause the data processing apparatus to modify at least
one of a projected availability date, a due date, an importance, a priority, and a required quantity
for the related resource, based at least in part on at least one of the projected availability date,

the due date, the importance, the priority, and the required quantity of the dependent resources.

20. The non-transitory computer program product of claim 18, wherein the instructions operable
to cause the data processing apparatus to process the dependent resources and o process the
related resources further comprises the at least one processor configured to determine whether at
least one of the availability date, the due date, the importance and the priority can be satisfied at

the level, based at least in part on the required quantity,
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