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ABSTRACT
A term-by-document (or part-by-collection) matrix can be used to index documents (or collections) for information retrieval applications. Reducing the rank of the indexing matrix can further reduce the complexity of information retrieval. A method for index matrix rank reduction can involve computing a singular value decomposition and then retaining singular values based on the singular values corresponding to singular values of multiple topics. The expected singular values corresponding to a topic can be determined using the roots of a specially formed characteristic polynomial. The coefficients of the special characteristic polynomial can be based on computing the determinants of a Gram matrix of term (or part) probabilities, a method of recursion, or a method of recursion further weighted by the probability of document (or collection) lengths.
BEGIN

Method for Generating a Reduced Rank Matrix Approximation for Information Retrieval

Identify a Corpus Model

Form term-by-document matrix $A$

Perform Singular Value Decomposition (SVD) on matrix $A$ to obtain singular values of $A$

Select $k$ singular values to retain in a reduced rank matrix $A_k$ based on the singular values corresponding to singular values of multiple topics

Set non-selected singular values to zero

Compute reduced rank matrix $A_k$ based on the selected singular values

Perform information retrieval queries using $A_k$ instead of $A$

END

FIG. 1
BEGIN
Method for selecting $k$ singular values to retain in a reduced rank matrix $A_k$ based on the singular values corresponding to singular values of multiple topics

Select a topic

Predict the singular values corresponding to the topic

Match the predicted values to the closest singular values from the SVD of matrix $A$ to identify singular values of matrix $A$ corresponding to the topic

Establish a topical partitioning of the singular values of matrix $A$ based on the matching of predicted singular values for each topic to the actual singular values obtained from the SVD of matrix $A$

Complete for all desired topics?

YES

Determine number of singular values to retain from each topical partition such that the total number to retain is $k$

Select $k$ singular values of $A$ to retain based on the partitioning of all singular values of $A$ by topic

NO

FIG. 2
BEGIN
Method for predicting singular values corresponding to a topic

INPUT: A Corpus Model and A Topic within the Corpus Model

Generate characteristic coefficients $c_i$ where $i$ is 1 to $t$

Form the characteristic polynomial

$$\lambda^t - \frac{c_1}{1!} \lambda^{t-1} + \frac{c_2}{2!} \lambda^{t-2} - \cdots \pm \frac{c_t}{t!} \lambda^0$$

Set the characteristic polynomial to zero and solve for its roots

Select a root

Multiply root by the expected number of documents within the topic

Compute the square-root of that result

Complete for all roots?

FIG. 3
BEGIN
Method for generating characteristic coefficients to predict singular values corresponding to a topic

Iterate for each \( i \) from 1 to \( t \)

Form a vector \( v \) with \( t \) components representing the probabilities of the terms in the topic

Form a \( t \times i \) matrix \( B \) with \( i \) copies of \( v \) as its columns

Compute the Gram matrix \( B^\top B \)

Compute the determinant of the Gram matrix
\[
c_i = |B^\top B|
\]

Complete for all \( i \) in 1 to \( t \)?

FIG. 4
Method for recursively generating characteristic coefficients to predict singular values corresponding to a topic where the document lengths are uniform.

Form a $t \times t$ matrix $M$:

$$M_{ij} = \begin{cases} 
(l(l-1)p_i^2 + lp_i), & i = j \\
(l(l-1)p_i p_j), & i \neq j 
\end{cases}$$

where $l$ corresponds to the length of the documents and $p_i$ corresponds to the probability of the $i^{th}$ term in the topic.

Compute sequence $a_n$ for $n$ in 1 to $t$:

$$a_n = \text{trace}(M^n)$$

Let $c_0 = 1$

Compute sequence $c_{n+1}$ where $n$ is 0 to $t-1$:

$$c_{n+1} = \sum_{j=0}^{n} \binom{n}{j} (-1)^j (j!) a_{j+1} c_{n-j}$$
Method for recursively generating characteristic coefficients to predict singular values corresponding to a topic where the document lengths are non-uniform.

Iterate for each \( t \) where \( t \) is a possible document length.

Form a \( t \times t \) matrix \( M \):

\[
M_{ij} = \begin{cases} 
(l(l-1)p_i^2 + lp_i), & i = j \\
l(l-1)p_i p_j, & i \neq j 
\end{cases}
\]

where \( p_i \) corresponds to the probability of the \( i^{th} \) term in the topic.

Compute sequence \( a_n \) for \( n \) in 1 to \( t \):

\[
a_n = \text{trace}(M^n)
\]

Let \( c_0(l) = 1 \).

Compute sequence \( c_{n+1}(l) \) where \( n \) is 0 to \( t-1 \):

\[
c_{n+1}(l) = \sum_{j=0}^{n} \binom{n}{j} (-1)^j (j!) a_{j+1} c_{n-j}(l)
\]

Complete for all lengths?

If yes, compute sequence \( c_i \) from weighted average:

\[
c_i = \sum_l c_i(l) \text{prob}(l)
\]

FIG. 6
COMPUTER IMPLEMENTED METHOD AND PROGRAM FOR FAST ESTIMATION OF MATRIX CHARACTERISTIC VALUES

RELATED APPLICATIONS


TECHNICAL FIELD

[0002] The present invention is generally directed to computer-based information retrieval systems. More particularly, the present invention relates to avoiding the loss of topical coverage and increasing information retrieval performance when using reduced rank models in computer-based information retrieval systems.

BACKGROUND OF THE INVENTION

[0003] Computer-based information systems can store large amounts of data. Despite the potentially enormous size of such data collections, information retrieval queries over a dataset attempt to be as informative, rapid, and accurate as possible. Information retrieval systems often employ indexing techniques to improve precision, improve recall performance and rapidly access specific information within a dataset.

[0004] Data stored in an information retrieval system for textual data can be indexed using a term-by-document matrix. In that case, “term” means a word or phrase and a “document” is a collection of terms. However, generalized meanings of “term” and “document” can apply, as discussed hereinafter. A term-by-document matrix represents each term as a row and each document as a column. For a column representing a particular document, the elements going down the column can represent some function of the existence of terms within the document. For example, if term A is not used in document B, then the element in a term-by-document matrix that is in both row A and column B could be a zero to represent the absence of the term in the document. Alternatively, if term A is used X times in document B, then the element in a term-by-document matrix that is in both row A and column B could be an X to represent the presence of the term A occurring X number of times in the document.

[0005] This term-by-document matrix structure enables response to keyword search queries. The row of the term-by-document matrix that corresponds to the queried keyword is examined by the information retrieval system. Elements in that row indicate inclusion of that keyword term within the documents represented by those columns. Such inclusion prompts the information retrieval system to return the documents in response to the keyword query. Thus, the search returns the documents containing a specific keyword by examining a single matrix. Once this term-by-document matrix is constructed, the individual documents within a dataset do not need to be searched when forming a response to a keyword query.

[0006] Furthermore, the elements of the term-by-document matrix can include a measure of the relevance of the term (given by the row) to the document (given by the column). This measure can be as simple as a count of how many times the term occurs within the document. Likewise, a more involved metric can be employed. Forming a term-by-document matrix with such elements lends to statistical notions for the use of the matrix and enables more detailed query responses. For example, a response to a keyword query can be a list of documents containing a keyword and that list can be ordered such that the documents most relevant to the keyword are listed first. The most relevant documents can be those documents that include the most instances of the keyword.

[0007] For extremely large sets of documents with multiple keyword terms, the term-by-document matrix can become too large to manipulate during a keyword query. For this reason, simplification techniques can be employed that approximate the term-by-document matrix with a simpler matrix that is less time consuming to manipulate. Conventional Latent Semantic Indexing (LSI) employs a reduced rank version of the term-by-document matrix as an approximation of the original matrix. The approximation obtained has also been shown to be useful in increasing the overall information retrieval performance.

[0008] The LSI approach seeks to factor the term-by-document matrix using Singular Value Decomposition (SVD) and then makes some of the smallest singular values equal to zero, thereby leaving a reduced rank approximation of the term-by-document matrix. To achieve an approximation of the term-by-document matrix that is of reduced rank k, the conventional LSI approach only retains the k largest singular values and sets all of the other singular values to zero. The resultant matrix is an approximation of the original term-by-document matrix but with a lower rank of k (i.e., including only the k largest singular values).

[0009] Generating a reduced rank approximation of the term-by-document matrix is useful for reducing the computational complexity of indexed information retrieval. It is also said that it can produce a matrix that can be considered less “noisy.” Such a reduced rank matrix also can retrieve related term entries that would have been excluded based on the original term-by-document matrix due to synonymy. The reduced rank matrix can associate words that never actually appear together in the same document.

[0010] Such rank reduction is not lossless. Making some of the singular values equal to zero reduces the rank of a matrix and invariably removes some information. When using the conventional LSI techniques, one example of a loss that can be introduced is a loss of topical coverage. A topic is generally conceptualized as a subject addressed within the documents of the dataset. Mathematically, a topic can be considered a probability distribution over all terms. For example, the term “hexagon” is perhaps more probabilistically likely to be related to a topic of a mathematical nature than it would be to a topic of a historical nature.

[0011] Conventional LSI rank reduction does not always maintain coverage of all topics. The blind selection of the k largest singular values can result in the removal of information that loses the connection between a topic and certain keywords. Retaining only the largest singular values can allow the term-document relationships of more common top-
ics to dominate the reduced rank matrix at the cost of the removal of the term-document relationships of less frequently represented topics.

There is a need in the art for a rank reduction technique that retains the general benefits of the conventional LSI approach while attempting to maintain topical coverage during rank reduction of the term-by-document indexing matrix. More particularly, a need exists in the art for selectively identifying the singular values of interest related to a dataset that has been annotated and stored in some matrix format.

SUMMARY OF THE INVENTION

The present invention discloses a computer system and program product including an algorithm for the fast computation of a characteristic value of a matrix. The computer system includes an algorithm for computing a characteristic value of a matrix comprising the steps of providing a first matrix, extrapologating a probabilistic model from the first matrix, and using the probabilistic model to output a characteristic value of the first matrix.

The inventive method of Selective Latent Semantic Indexing (SLSI) comprises a technique for reducing the rank of a term-by-document matrix in a way that can reduce or prevent the loss of topical coverage and that can give control to the amount of each topic to cover. The method can begin by forming a term-by-document matrix and expanding the matrix via Singular Value Decomposition (SVD). However, instead of simply retaining the largest singular values, the SLSI method can determine which singular values to retain using information about how the singular values relate to the topics. Identification of the singular values that correspond to particular topics can enable the selection of specific singular values to retain and to abandon so as to retain any possible coverage of all topics of interest spanned by the documents.

The SLSI method can establish a partition of the singular values into groups corresponding to each topic. This partitioning can be performed using a technique for estimating the singular values that correspond to each topic. The estimated singular values approximate the singular values obtained from the SVD to identify a mapping between the SVD singular values and the topics. Once the singular values are partitioned by topic, the selection of singular values to retain in the reduced rank term-by-document matrix can be made with knowledge of the partitioning.

One skilled in the art will appreciate that references to terms and documents are non-limiting examples. The inventive method for indexing terms and documents can just as well address indexing of genes within individuals; atoms within molecules; elements within sets; or any general parts within collections. One skilled in the art will appreciate that such generalization from terms within documents to the indexing of parts within collections occurs without departing from the scope or spirit of the invention.

The method of Selective Latent Semantic Indexing presented in this summary is for illustrative purposes only. Various aspects of the present invention can be more clearly understood and appreciated from a review of the following detailed description of the disclosed embodiments and by reference to the drawings and any claims that follow. Moreover, other aspects, systems, methods, features, advantages, and objects of the present invention will become apparent to one with skill in the art upon examination of the following drawings and detailed description. It is intended that all such aspects, systems, methods, features, advantages, and objects are included within this description, are within the scope of the present invention, and are protected by any accompanying claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a logical flow diagram depicting a method for selectively generating a reduced rank matrix approximation for information retrieval according to an exemplary embodiment of the invention.

FIG. 2 is a logical flow diagram depicting a method for selecting k singular values based on their correspondence to singular values of multiple topics according to an exemplary embodiment of the invention.

FIG. 3 is a logical flow diagram depicting a method for generating characteristic coefficients to estimate singular values corresponding to topics according to an exemplary embodiment of the invention.

FIG. 4 is a logical flow diagram depicting a method for recursively generating characteristic coefficients to estimate singular values corresponding to a topic according to an exemplary embodiment of the invention.

FIG. 5 is a logical flow diagram depicting a method for recursively generating characteristic coefficients to estimate singular values corresponding to a topic where the document lengths are uniform according to an exemplary embodiment of the invention.

FIG. 6 is a logical flow diagram depicting a method for recursively generating characteristic coefficients to estimate singular values corresponding to a topic where the document lengths are non-uniform according to an exemplary embodiment of the invention.

FIG. 7 is a functional block diagram depicting an Internet search engine system according to an exemplary embodiment of the invention.

DETAILED DESCRIPTION OF EXEMPLARY EMBODIMENTS

The inventive information retrieval method can comprise steps for selecting certain singular values to retain in a reduced rank approximation of a term-by-document indexing matrix. The selection of singular values can comprise steps for ensuring that all desired topics covered by the documents are retained after the rank reduction process. The inventive rank reduction method can ensure this retention of topical coverage by using information identifying the singular values that correspond to certain topics. For example, when selecting which singular values to retain, this information can be used to ensure that at least one singular value is retained corresponding to each desired topic.

The information identifying the singular values corresponding to certain topics can be obtained by estimating the singular values of each topic and then identifying the actual singular values of the term-by-document matrix that are closest to the estimated singular values. This process can be repeated for all desired topics. Once the matching is performed between the estimated singular values for each topic and all of the actual singular values of the term-by-document matrix, the result is a partitioning, by topic, of the actual term-by-document singular values. Then, the selection of singular values to retain in the reduced rank term-by-document matrix can be made: This partitioning method allows retaining any combination of singular values from each
desired partition, the partition being desired if loss of coverage of the topic corresponding to that partition is undesirable. [0027] A number of methods can be employed to select the singular vectors that correspond to a particular estimated singular value. These include choosing multiple singular vectors for one expected singular value. For instance, if an estimated singular value is selected, there could be several actual singular vectors that correspond to actual singular values that are close to the estimated singular value. In this case, one, some, or even all of the candidate actual singular vectors can be selected.

[0028] Estimating the singular values of a topic can be carried out by finding the roots of a specially formed characteristic equation. The coefficients of the characteristic equation can be calculated explicitly. Alternatively, the coefficients can be calculated more efficiently using a recursion method. It is also possible to calculate the coefficients of the characteristic equation in a manner that probabilistically weights the contribution from documents of varying length.

[0029] The inventive singular value estimation method can estimate the singular values of term-by-document matrices that are based on various term metrics. One example of such a metric uses "0" and "1" by placing a "1" in the matrix if the term exists at least once in the corresponding document and placing a "0" in the matrix if the term is not present in the document. Another example of such a metric uses "−1" and "1" by placing a "−1" in the matrix if the term exists at least once in the corresponding document and placing a "+1" in the matrix if the term is not present in the document. Yet another example metric uses a term frequency technique where the value of each element in the matrix represents how often the corresponding term appears within the corresponding document. This value can represent an absolute count of the occurrences of the term, it can represent the logarithm of an absolute count of the occurrences of the term, or it can represent the proportionality of the occurrence among all of the terms, or it can represent a weighted proportion. Various other term-by-document matrix formations will be apparent to those of ordinary skill in the art. The inventive method can operate with any representation of the term-by-document matrix without departing from the scope or spirit of the invention.

[0030] One of ordinary skill in the art will appreciate that embodiments of the inventive method can comprise software or firmware code executing on a microcontroller, microprocessor, or DSP processor, state machines implemented in application specific or programmable logic, or numerous other forms without departing from the scope and spirit of the invention. The invention can be provided as a computer program which can include a machine-readable medium having stored thereon instructions which can be used to program a computer (or other electronic devices) to perform a process according to the invention.

[0031] The machine-readable medium can include, but is not limited to, floppy diskettes, optical disks, CD-ROMs, and magneto-optical disks, ROMs, RAMs, EPROMs, EEPROMs, magnetic or optical cards, flash memory, or other type of media or machine-readable medium suitable for storing electronic instructions.

[0032] Certain steps in the processes or process flows described in all of the logic flow diagrams referred to below must naturally precede others for the invention to function as described. However, the invention is not limited to the order of the steps described if such order or sequence does not alter the functionality of the present invention. That is, it is recognized that some steps can be performed before, after, or in parallel with other steps without departing from the scope and spirit of the present invention.

[0033] Further, one of ordinary skill in the art would be able to write such a computer program or to identify the appropriate hardware circuits to implement the disclosed invention without difficulty based on the flow charts and associated description in the application text, for example. Therefore, disclosure of a particular set of program code instructions or detailed hardware devices is not considered necessary for an adequate understanding of how to make and use the invention. The inventive functionality of the claimed computer implemented processes will be explained in more detail in the following description in conjunction with the remaining figures illustrating other logical process flows.

[0034] Turning now to the drawings, in which like reference numerals refer to like elements or steps, FIG. 1 is a logical flow diagram depicting a method 100 for selectively generating a reduced rank matrix approximation for information retrieval according to an exemplary embodiment of the invention. In initial step 105, a corpus model is identified. The corpus model is a probabilistic matrix model representing the probability of all terms within all topics, the probability of a topic appearing in a document collection, the document length probabilities within the topics, and the type of function used to create the term-by-document matrix. This corpus model can be the source of the probability distributions used in this method.

[0035] The corpus model can be identified by estimating the model or the method can be provided the model as an input. Given a document collection, realistic simplifications can be made about the corpus model underlying it. For example, topics will usually not have the same number of document representatives. Some documents in a given collection will be more or less popular. In addition, any given topic will usually have some terms that are much more common within that topic than other terms are.

[0036] Random sampling and trivial data analysis techniques, apparent to one skilled in the art, lead to the ability to make realistic assumptions about the approximate parameters of a corpus model that would generate a given collection of documents. For example, an algorithm can discover which terms correspond to disjoint topics by using techniques familiar to those skilled in the art of information retrieval. One example method for discovering the topics can be to compute several reduced rank-k LSI approximations of a term-by-document matrix A to find the sets of terms that are used most similarly across a collection of documents. Other techniques for determining the terms that are in each topic will be apparent to one of ordinary skill in the art. Term frequency counts within a particular topic can be calculated which will give an estimate of the term distributions within a topic. Document lengths and topic probabilities can also be estimated by sampling, giving every parameter of a corpus model that could have generated a collection of documents. With this information and the inventive SLSI process, the expected singular values that correspond to each topic can be identified with high probability.

[0037] In step 110, a term-by-document matrix A is formed. This matrix is an indexing matrix that can be used to identify the documents containing a certain term or terms. The matrix A can be formed by explicitly examining each term in each document of the set of documents to be searched. Alternatively, an exemplary matrix A can be formed from a
statistical model of the type of documents contained in the document set. The inventive method 100 can be used to produce and employ a reduced rank approximation of this matrix for information retrieval.

In step 120, the singular values of the matrix are computed. These singular values can be computed using singular value decomposition (SVD), which yields the singular values together with their corresponding singular vectors. When the outer product of the singular vectors of a matrix are each multiplied by their corresponding singular value and then summed together, the result is the original matrix. In other words, the result of the SVD is the decomposition of a matrix into its component singular vectors such that the sum of the rank one matrices given by the outer products of the singular vectors multiplied by their corresponding singular values is the original matrix.

In step 130, a quantity k of singular values is selected to retain in a reduced rank matrix A_k based on the singular values corresponding to the computed expected singular values of multiple topics. The selected k singular values will be used to form an approximation of the matrix A having a reduced rank of k, as discussed in more detail hereinafter with reference to step 150. The singular values can be selected based on the expected singular values of one or more topics. Exemplary steps for subroutine 130 are described hereinafter with reference to FIG. 2. The reduced rank matrix is referred to in the figures as A_k.

In step 140, the non-selected singular values are set to zero. Setting the non-selected singular values to zero effectively cancels the corresponding singular vectors related to those values from the term-by-document matrix A. With those values canceled, the reduced rank matrix A_k can be calculated.

In step 150, the reduced rank matrix A_k is computed based on the k selected singular values. In this step, the reduced rank matrix A_k is generated by recombining the k selected singular values and their corresponding singular vectors to compute the matrix A_k, which is a reduced rank approximation of the matrix A.

Since A_k may be prohibitively large, it is also possible to use only the k selected singular vectors to perform data retrieval. In such an implementation, the reduced rank matrix may not be completely recombined, but instead the information from the matrix is used in its decomposed form.

In step 160, information retrieval is performed using the matrix A_k in response to a query. Thus, queries to retrieve information from the original dataset are processed using the reduced rank approximation matrix A_k or the k selected singular vectors instead of the original term-by-document matrix A.

One of ordinary skill in the art will appreciate that certain steps of this method can be reused across repeated applications or iterations of the method 100 without departing from the scope or spirit of the present invention. For example, the reduced rank matrix A_k developed in step 150 can be used repeatedly to process multiple information retrieval queries in step 160. Also, the singular values that are established for each of the topics in step 130 can be retained and applied to a new formation of matrix A to partition, by topic, the singular values of the new matrix A. In other words, a new matrix A formed in a later iteration of step 110 and its singular values computed in a later iteration of step 120 can use, in step 130, the same topical sets of singular values that were established in an earlier iteration of step 130 of the method 100. Essentially, the methods that calculate the estimated singular values in step 220 can be used for future matrices drawn from the same corpus model as in an earlier invocation of these steps.

FIG. 2 is a logical flow diagram depicting a method 130 for selecting a quantity k of singular values to retain in a reduced rank matrix A_k based on the singular values corresponding to the computed singular values of multiple topics according to an exemplary embodiment. This method 130 is an exemplary embodiment of the subroutine 130 within the method 100 described with reference to FIG. 1. This exemplary method 130 can establish the correspondence between the singular values of the term-by-document matrix A and the topics covered by those documents. This correspondence can be accomplished by estimating the singular values of the topics. Other exemplary embodiments of subroutine 130, not using topical prediction, can be employed to select the singular values to retain based on their topical relationships. For example, the singular values corresponding to one or more topics may be known from models of the data set, other estimation procedures, or empirical calculations made directly on the actual data set or model data sets.

In step 210, a topic can be selected from the set of desired topics. The desired topics can comprise all topics covered by the documents or the desired topics can comprise a subset of topics such that only those topics desired within the reduced rank approximation of the term-by-document matrix are used for selecting the k singular values of the matrix A. Step 210 and decision step 250 form a loop over these desired topics. For each iteration of this loop, steps 220, 230 and 240 can be performed for one of the topics.

In step 220, the singular values of the topic are estimated. This prediction is represented as a subroutine, exemplary steps of which are described hereinafter with reference to FIG. 3.

In step 230, the estimated singular values of the topic are compared to the actual singular values of the term-by-document matrix A to determine the actual singular values that correspond to the topic. The method of comparison can comprise finding the actual singular values of matrix A that are closest to the singular values estimated for the topic.

In step 240, the identification of actual singular values of matrix A that correspond to the estimated singular values for the topic are used to establish a topical partitioning of the singular values of matrix A. In other words, actual singular values that correspond to the estimated singular values for the topic can be identified and grouped to partition the selected topic from other topics represented in the matrix A. As the steps 220-240 are performed for multiple topics, the singular values of the term-by-document matrix A are partitioned into subsets of singular values that correspond to the topics covered by the documents.

In step 250, the method 130 determines whether the partitioning is complete for all desired topics. If not, then the method 130 branches back to step 210 to partition another topic. If yes, then the method 130 branches to step 260.

In step 260, the number of singular values to retain from each topical partition of the singular values of A is determined. The total number of these retained singular values is k (or less), where k is the desired rank of the reduced rank matrix A_k. In an exemplary embodiment, determining the number of singular values to retain from each topical partition can comprise taking the largest singular values from each topical partition in a quantity such that each topic is represented by a substantially equal number of singular val-
ues. Alternatively, determining the number of singular values to retain from each topical partition can comprise selecting different numbers of singular values from each topic. For example, this selection can be done by weighting the number of singular values selected from any given topic. This weighting can be made by the relevance of the topic, or the size of the topic, or by some other metric of topical importance. One of ordinary skill in the art will appreciate the application of various approaches to allocating the k singular values between the topics to establish representative distributions of singular values over the desired topics. Such alternative embodiments are within the scope and spirit of the present invention.

In step 270, the k singular values of \( \mathbf{A} \) that are to be retained in the reduced rank approximation are selected. The numbers of singular values to retain from each topical partition that were determined in step 260 guide the selection of the particular k singular values. For example, if the method 130 determined in step 260 to retain the largest three singular values for each topic, then those singular values are selected for retention in step 270.

From step 270, the method 130 proceeds to step 140 (FIG. 1).

FIG. 3 is a flow chart depicting a method 220 for calculating the expected singular values corresponding to a topic according to an exemplary embodiment, as referred to in step 220 of FIG. 2. In step 310, a quantity \( t \) of partial characteristic coefficients \( c_i \) through \( c_t \) are generated, where \( t \) is the number of terms in the current topic. These \( t \) values are used in the calculation of partial coefficients of the terms in a specially formed characteristic polynomial detailed below in Equation 1. These \( c_i \) values only represent partial coefficients because they are divided by a factorial to form the coefficients. A characteristic polynomial can be said to represent a matrix, or parameters thereof, in a polynomial form. Exemplary embodiments of step 310 will be described in more detail hereinafter with reference to FIGS. 4-6.

In step 320, the partial characteristic coefficients generated in step 310 are used to construct a specially formed characteristic polynomial illustrated in Equation 1 below.

\[
X^t = \frac{c_0}{1!} x^0 + \frac{c_1}{2!} x^1 + \cdots + \frac{c_t}{t!} x^t
\]  

In step 330, the roots of the polynomial are computed. One of ordinary skill in the art will appreciate various methods for computing the roots of a polynomial.

In step 340, one of the roots computed in step 330 is selected.

In step 350, the selected root is multiplied by the number of documents within the topic. If the information on the documents is from a statistical model rather than actual documents, this number of documents can be the expected number of documents within the topic. That is, if the documents within the data set are known and classified by topic then the number of documents within a topic can be counted, otherwise the expected number of documents within a given topic can be extracted by sampling or derived from a probabilistic model of the data.

In step 360, the square-root of the result obtained from step 350 is computed. The result from step 360 is one of the estimated singular values for the given topic.

Next, decision step 370 tests if any additional roots remain to be operated upon. If so, the method 220 branches back to step 340 where another root is selected to be operated on by steps 350 and 360. If not, then all of the roots have been operated on. These operations result in the full set of estimated singular values for the topic. Once this completion is determined, decision step 370 transitions to step 330 (FIG. 2).

Using method 220, the estimated singular values can be obtained for term-by-document matrices based upon any one of (0,1) elements, (+1) elements, various types of term frequency or term count representations, or any combinations, scaling, or functional transformations thereof. Thus, method 220 can be generalized for use with different forms of the term-by-document matrix.

FIG. 4 is a flow chart depicting a method 310A for generating partial characteristic coefficients to estimate the singular values corresponding to a topic as referred to in step 310 of FIG. 3, according to an exemplary embodiment.

In step 410, a coefficient index \( i \) is selected from the range of one to \( t \) (inclusive of both one and \( t \)), where \( t \) is the number of terms in the current topic.

In step 420, a vector \( \mathbf{v} \) is formed with \( t \) elements representing the probabilities of the terms in the topic. For example, if a first term is more likely to occur within a topic than a second term, then the element of vector \( \mathbf{v} \) corresponding to the first term will be larger than the element of vector \( \mathbf{v} \) corresponding to the second term.

In step 430, \( i \) copies of vector \( \mathbf{v} \) are arranged as the columns of a matrix \( \mathbf{B} \) that has quantity \( t \) rows and quantity \( i \) columns.

In step 440, the matrix transpose of \( \mathbf{B} \) is multiplied by matrix \( \mathbf{B} \) to form a Gram matrix, written as \( \mathbf{B}^T \mathbf{B} \). The transpose of a first matrix is a second matrix, produced by turning the rows of the first matrix into the columns of the second matrix as to reflect the matrix about the diagonal that runs from the top left to bottom right of the matrix. In step 450, the determinant of the Gram matrix \( \mathbf{B}^T \mathbf{B} \) is computed to identify the \( i^\text{th} \) characteristic coefficient. In other words, for the index \( i \) selected in step 410, the determinant computed in step 450 is the \( i^\text{th} \) characteristic coefficient, written as \( c_i \).

Next, decision step 460 determines whether any additional indexes remain to be operated upon. If so, the loop beginning at step 410 is repeated for the next remaining index \( i \). This loop is repeated until all indexes (one through \( t \) inclusive) have been operated upon. The results of the indexed iterations are the \( t \) partial characteristic coefficients used by method 220 in FIG. 3. The method 310A then proceeds to step 320 (FIG. 3).

FIG. 5 is a flow chart depicting a method 310B for recursively generating partial characteristic coefficients to estimate the singular values corresponding to a topic where the document lengths are uniform, as referred to in step 310 of FIG. 3, according to an alternative exemplary embodiment. Recursion refers to generating partial characteristic coefficients such that each coefficient is based on those coefficients already computed.

While the resultant coefficients of method 310B may be equivalent to those generated by the exemplary method 310A as described with reference to FIG. 3, the recursive approach can provide more accurate estimations and can be more computationally efficient.

In step 510, a square matrix \( \mathbf{M} \) with \( t \) rows and \( t \) columns is formed by inserting the expected value of the product of the \( i^\text{th} \) and \( j^\text{th} \) terms into the \( i^\text{th} \) and \( j^\text{th} \) column of \( \mathbf{M} \).
For example, in Equation 2, each element of the matrix \( M \) is formed such that \( i \) is the row of that element and \( j \) is the column of that element. In Equation 2, \( i \) corresponds to the length of the documents and \( p_i \) corresponds to the probability of the \( i \)th term in the current topic being processed.

Equation 2 corresponds to an exemplary covariance expectation expression for the case where the term-by-document matrix is generated using term frequency counts. It should be noted that for any given matrix generation technique, only the matrix \( M \) need be changed. Therefore, by altering the \( M \) matrix in step 510, the estimated singular values can be obtained for term-by-document matrices based upon any one of \((0, 1)\) elements, \((-1, 1)\) elements, various types of term frequency or term count representations, or any combinations, scaling, or functional transformations thereof. Thus, method 220 can be generalized for use with different forms of the term-by-document matrix. Several alternative example formulations of the \( M \) matrix are addressed herein.

\[
M_{ij} = \begin{cases} 
(h - 1)i + p_i & \text{if } i = j \\
(h - 1)p_i p_j & \text{if } i \neq j
\end{cases}
\]  

In step 520, the sequence \( a_n \) is computed according to the formula illustrated in Equation 3 below, where \( n \) ranges from one to \( t \) (inclusive of both one and \( t \)).

\[
a_n = \text{trace}(M^n)
\]  

Each value in the sequence, \( a_n \), is computed by raising the matrix \( M \) to the \( n \)th power and taking the trace of the resulting matrix as shown in Equation 3. One skilled in the art will recognize efficient techniques for accomplishing this task. One such technique is to sum the \( n \)th powers of the eigenvalues of \( M \). The trace of a square matrix is defined to be the sum of the elements on the main diagonal of the matrix.

In step 530, a coefficient of index zero, written as \( c_0 \), is initialized to the value of one. This coefficient forms the base of the recursion performed in step 540. Then, in step 540, the remaining coefficients up to \( c_r \) are computed using the recursion illustrated in Equation 4 below.

\[
c_{r+1} = \sum_{j=0}^{r} \binom{r}{j} (-1)^{r-j} c_j c_{r-j}
\]  

The recursion Equation 4 can compute the value of the coefficient \( c_{r+1} \) using the value of the \( r \)th and lower coefficients. Thus, \( c_1 \) is computed using \( c_0 \), \( c_2 \) is computed using \( c_0 \) and \( c_1 \), and so on up to \( c_r \). The results of this recursion are the \( t \) partial characteristic coefficients used by method 220 in FIG. 3. From step 540, the method 3103 proceeds to step 320 (FIG. 3).

FIG. 6 is a flow chart depicting a method 310C for recursively generating partial characteristic coefficients to compute the expected singular values corresponding to a topic where the document lengths are not uniform, as referred to in step 310 of FIG. 3, according to another alternative exemplary embodiment. The method 310C can be considered a generalization of method 3103. While the method of 3103 computes the partial characteristic coefficients when all of the documents are the same length, method 310C can compute the coefficients when the document lengths comprise a finite probability distribution. The lengths are the number of terms in a document and the probability distributions on lengths for each topic can come from the Corpus Model or can be estimated by sampling.

In step 610, a possible document length is selected. In step 620, a square matrix \( M \) with \( t \) rows and \( t \) columns is formed according to the type of term-by-document matrix that is being analyzed. For example, a formula shown in Equation 2 above gives the formula for the entries when the term-by-document matrices are formed using term frequencies. As mentioned previously, any other type of matrix formulation technique could be substituted for this step by simply changing the way \( M \) is constructed. Several alternative example formulations of the \( M \) matrix are addressed hereinafter.

In step 630, the sequence \( a_n \) is computed where \( n \) ranges from one to \( t \) (inclusive of both \( n \) and \( t \)). Each value in the sequence \( a_n \) can be computed by raising the matrix \( M \) to the \( n \)th power and taking the trace of the resulting matrix as shown in Equation 3. One skilled in the art will recognize efficient techniques for accomplishing this task. One exemplary technique is to sum the \( n \)th powers of the eigenvalues of \( M \).

In step 640, a coefficient of index zero, written as \( c_0 \), is initialized to the value of one. This coefficient forms the base of the recursion performed in step 650. Then in step 650, the remaining coefficients up to \( c_r \) are computed using the recursion illustrated in Equation 5 below.

\[
c_{r+1} = \sum_{j=0}^{r} \binom{r}{j} (-1)^{r-j} c_j c_{r-j}
\]  

The recursion Equation 5 can compute the value of the coefficient \( c_{r+1} \) using the value of the \( r \)th and lower coefficients. Thus, \( c_1 \) is computed using \( c_0 \), \( c_2 \) is computed using \( c_0 \) and \( c_1 \), and so on up to \( c_r \). The results of this recursion are the \( t \) partial characteristic coefficients for the possible length given by \( l \).

From step 650, decision step 660 determines if all possible lengths have been used for calculating a set of coefficients. If possible lengths remain, the method 310C loops back to step 610 where another possible length is selected for use in steps 620, 630, 640 and 650. If there are no possible lengths remaining to iterate, then the method 310C continues to step 670.

In step 670, the partial characteristic coefficients for each length (generated at each pass of step 650) can be combined together as a weighted sum according to the expression set forth in Equation 6 below.

\[
c_l = \sum_{l=1}^{t} c_l \text{prob}(l)
\]  

The weight of each term in the sum is the probability of a document of length \( l \) appearing within the topic. These probabilities can be derived by sampling, or can be given as inputs from the Corpus Model. The result of this weighted
sum is one of the \( t \) partial characteristic coefficients used by method 220 in FIG. 3. From step 670, the method 310C proceeds to step 320 (FIG. 3).

As mentioned previously, the technique for forming the covariance expectation matrix \( M \) is based on the format of the term-by-document matrix \( A \). For example, the formula shown in Equation 2 previously provides the formula for the entries of matrix \( M \) when the term-by-document matrix \( A \) is formed using term frequencies. Equation 7 below provides a format for elements of the \( M \) matrix when the term-by-document matrix elements are either zero or one indicating the presence or absence of a term in a document and when all terms are equally likely. In Equation 7, \( t \) is the number of terms, \( l \) is the length of the documents, and \( S(n,k) \) are the Stirling numbers of the second kind. Stirling numbers are sets of numbers well established in the field of combinatoric mathematics and known to one of ordinary skill in the art.

\[
M_{ij} = \begin{cases} 
\frac{1}{l} & i = j \\
\frac{1}{l} & i = j, i \neq j \\
0 & \text{otherwise}
\end{cases}
\]

Equation 8 below provides a format for elements of the \( M \) matrix when the term-by-document matrix elements are either zero or one indicating the presence or absence of a term in a document and when the terms each have their own corresponding probabilities. Here \( p_i \) corresponds to the probability of the \( i^{th} \) term in the current topic.

\[
M_{ij} = \begin{cases} 
(1 - p_i)^j & i = j \\
(1 - p_i)^j - (1 - p_i)^j - (1 - p_i)^j - \cdots - (1 - p_i)^j & i \neq j
\end{cases}
\]

Equation 9 below provides a format for elements of the \( M \) matrix when the term-by-document matrix elements are either +1 or −1 indicating the presence or absence of a term in a document respectively.

\[
M_{ij} = \begin{cases} 
1 & i = j \\
2(1 - p_i)^j - 2(1 - p_i)^j + 4(1 - p_i)^j - \cdots - (1 - p_i)^j & i \neq j
\end{cases}
\]

Equation 10 below provides a format for elements of the \( M \) matrix when the term-by-document matrix elements are the logarithm of the frequency of the term in a document. In Equation 10, \( j \) corresponds to the number of times the \( i^{th} \) term is chosen.

\[
M_{ij} = \sum_{\{i_j \geq \rho \geq 0\}} \log(\log(j)) \left( \frac{1}{l} \right) \rho^1 \rho^2 \rho^3 \cdots \rho^n
\]

Similarly, Equation 11 below provides a general, non-simplified, format for elements of the \( M \) matrix. In Equation 11, \( j \) corresponds to the number of times the \( i^{th} \) term is chosen.

\[
M_{ij} = \sum_{\{i_j \geq \rho \geq 0\}} j^{i} \left( \frac{1}{l} \right) \rho^1 \rho^2 \rho^3 \cdots \rho^n
\]
[0094] One of ordinary skill in the art also will appreciate that any of the foregoing techniques can provide indexing on terms or on documents. While the topic based estimations discussed above find clusters of documents, the same techniques can be used to find clusters of terms. Furthermore, some exemplary implementations of such methods may use both term and document clustering. These uses would not depart from the spirit or scope of the present invention.

[0095] Normalization steps that are common in matrix processing techniques are typically performed before and/or after matrix rank reductions. One of ordinary skill in the art will appreciate that any such normalization, scaling, filtering, thresholding, or reformatting of the results or intermediate values obtained or used by the inventive methods or systems do not depart from the spirit or scope of the present invention.

[0096] Throughout all foregoing details of the inventive reference is made to terms, documents, term-by-document matrices, topics, and corpus models. Use of this language is merely exemplary and is not intended to limit the information retrieval applications of the inventive methods to the realm of documents made up of words or terms. One of ordinary skill in the art will appreciate, without departure from the scope or spirit of the invention, the generalization of these terms to other information retrieval applications. For example the usage (term, document, topic, corpus model) can be generalized respectively to (element, collection, probabilistic distribution on elements, probabilistic matrix model). This generalization can be re-applied in various application realms, for example, in genetics or bioinformatics the usage can be (gene, individual, expression, population model). An example from the realm of chemistry can be (atom, molecule, classification of chemical, molecular model). Any number of other examples can be drawn from the fields of science, social-sciences, finance, economics, computer science, or otherwise where information representing collections of elements can be indexed and sets of collections categorized by an analogy to the notion of topics. These varied applications of the inventive method are within the scope and spirit of the invention as the invention is not to be limited by any use herein of exemplary language from the realm of term and document indexing or otherwise.

[0097] Although specific embodiments of the present invention have been described herein in detail, the description is merely for purposes of illustration. The exemplary methods described herein are merely illustrative and, in alternative embodiments of the invention, certain steps can be performed in a different order, performed in parallel with one another, or omitted entirely, and/or certain additional steps can be performed without departing from the scope and spirit of the invention. Additionally, various modifications of, and equivalent steps corresponding to, the disclosed aspects of the exemplary embodiments, in addition to those described herein, can be made by those skilled in the art without departing from the spirit and scope of the present invention defined in the following claims, the scope of which is to be accorded the broadest interpretation so as to encompass such modifications and equivalent structures.

1-31. (canceled)

32. A program product including a computer readable computer program encoded in a storage medium, the computer program executing an algorithm for computing a characteristic value of a matrix, comprising steps of:

- providing a first matrix;
- providing a probability model by sampling from the first matrix; and
- extrapolating from the probability model a characteristic value of the first matrix.

33. The program product according to claim 32, wherein the characteristic value is a singular value of the first matrix.

34. The program product according to claim 32, wherein the characteristic value is an eigenvalue of the first matrix.

35. The program product according to claim 32, wherein the probability model comprises:

- a probability distribution corresponding to a set of elements;
- a probability distribution corresponding to a set of sample lengths; and
- a probability of a sample from the probability model.

36. The program product according to claim 32, wherein the step of extrapolating from the probability model comprises the steps of:

- constructing a polynomial corresponding to the probability model; and
- extrapolating from the polynomial to obtain the characteristic value of the first matrix.

37. The program product according to claim 36, wherein the step of extrapolating from the polynomial comprises the steps of:

- finding a root of the polynomial for the probability model of the first matrix; and
- extrapolating from the root of the polynomial to obtain the characteristic value of the first matrix.

38. The program product according to claim 37, wherein the step of extrapolating from the root of the polynomial comprises the steps of:

- multiplying the root by an expected number of samples from the probability model; and
- taking the square root of the resulting value to obtain the characteristic value.

39. The program product according to claim 36, wherein the step of constructing the polynomial comprises the steps of:

- computing one or more coefficients $c_i$; and
- dividing each computed coefficient $c_i$ by $i!$ to obtain the polynomial

$$\lambda = \frac{c_1}{1!}x^{1-1} + \frac{c_2}{2!}x^{2-2} + \cdots + \frac{c_n}{n!}x^{n-n}$$

wherein each of the non-computed coefficients is set to zero and $t$ is from the probability model.

40. The program product according to claim 39, wherein the step of computing a coefficient $c_i$ of the polynomial comprises computing a probabilistically weighted value

$$c_i = \sum_{j} c(j) \text{prob}(j)$$

comprising an additional coefficient $c_i(l)$ corresponding to a length $l$ and probability prob$(l)$ from the probability model to obtain the coefficient $c_i$. 

41. The program product according to claim 40, wherein the step of computing the coefficient $c_i(l)$ of the polynomial for the length $l$ comprises computing a determinant of a Gram
matrix $|B_iB_i'|$, wherein $B_i$ is a matrix whose $i$ columns are $i$ copies of a column vector of probabilities from the probability model that depend on $i$, to obtain the coefficient $c_i(l)$.

42. The program product according to claim 40, wherein the step of computing the coefficient $c_i(l)$ of the polynomial for the length $l$ comprises using a recursive formula to obtain the coefficient $c_i(l)$.

43. The program product according to claim 42, wherein the recursive formula comprises

$$c_{n+1}(l) = \sum_{j=0}^{n} {n \choose j} (-1)^j (j! M_{j,n-j} c_{n-j}(l))$$

based on the length $l$, coefficients $c_{n+1}(l)$ with $c_0(l)=1$, and traces of powers of a second matrix $M$ wherein $a_{ji} = \text{trace}(M^j)$.

44. The program product according to claim 43, wherein the second matrix $M$ comprises expected values of products of pairs of probabilities according to the corresponding length $l$ from the probability model.

45. The program product according to claim 43, wherein the second matrix $M$ comprises

$$M_{ij} = \begin{cases} 1 - \frac{(1-p_i)}{i}, & i = j \\ \frac{(1-p_i)}{i} - \frac{(1-p_j)}{i} - \frac{(1-p_i)}{i} + \frac{(1-p_i)}{i}, & i \neq j \end{cases}$$

wherein $p_i$ and $p_j$ and $l$ are from the probability model.

46. The program product according to claim 43, wherein the second matrix $M$ comprises

$$M_{ij} = \begin{cases} 1, & i = j \\ 1 - \frac{(1-p_i)}{i} - 2\frac{(1-p_i)}{i} + 4\frac{(1-p_i)}{i} - \frac{(1-p_i)}{i}, & i \neq j \end{cases}$$

wherein $p_i$ and $p_j$ and $l$ are from the probability model.

47. The program product according to claim 43, wherein the second matrix $M$ comprises

$$M_{ij} = \sum_{\{j_1, \ldots, j_n\}} \log_j \log_i \left( \prod_{j=0}^{l} j_i \right) p_i \cdots p_i$$

wherein $p_i$ and $p_j$ and $l$ are from the probability model.

48. The program product according to claim 43, wherein the second matrix $M$ comprises

$$M_{ij} = \begin{cases} \left( (l+1)p_i^2 + l_p_i \right), & i = j \\ \left( (l+1)p_i p_j \right), & i \neq j \end{cases}$$

wherein $p_i$ and $p_j$ and $l$ are from the probability model.

49. The program product according to claim 43, wherein the second matrix $M$ comprises

$$M_{ij} = \sum_{\{j_1, \ldots, j_n\}} \log_j \log_i \left( \prod_{j=0}^{l} j_i \right) p_i \cdots p_i$$

wherein $p_i$ and $p_j$ and $l$ are from the probability model.

50. The program product according to claim 43, wherein the second matrix $M$ comprises

$$M_{ij} = \begin{cases} 1 - r^i (t-1)^i, & i = j \\ \sum_{k=0}^{t-3} \frac{i - 2(t-1)^i + (t-2)^i}{r^i}, & i \neq j \end{cases}$$

wherein $r$ and $l$ are from the probability model and $S(n,k)$ are the Stirling numbers of the second kind.

51. The program product according to claim 43, wherein the step of computing traces of powers of the second matrix $M$ comprises summing $j+1$ powers of eigenvalues of the second matrix $M$ to obtain the value $a_{n+1}$ for use in the recursive formula.

52. A program product including a computer readable computer program encoded in a storage medium, the computer program executing an algorithm for computing an expected characteristic value of matrices created from a probability model comprising the steps of:

- providing a probability model; and
- extrapolating from the probability model an expected characteristic value of matrices created from the probability model.

53. The program product according to claim 52, wherein the characteristic value is a singular value.

54. The program product according to claim 52, wherein the characteristic value is an eigenvalue.

55. The program product according to claim 52, wherein the probability model comprises:

- a probability distribution corresponding to a set of elements;
- a probability distribution corresponding to a set of sample lengths; and
- a probability of a sample from the probability model.

56. The program product according to claim 52, wherein the step of extrapolating from the probability model comprises the steps of:

- constructing a polynomial corresponding to the probability model; and
- extrapolating from the polynomial to obtain the characteristic value.

57. The program product according to claim 56, wherein the step of extrapolating from the polynomial comprises the steps of:

- finding a root of the polynomial for the probability model; and
- extrapolating from the root of the polynomial to obtain the characteristic value.

58. The program product according to claim 57, wherein the step of extrapolating from the root of the polynomial comprises the steps of:
multiplying the root by an expected number of samples from the probability model; and taking the square root of the resulting value to obtain the characteristic value.

59. The program product according to claim 56, wherein the step of constructing the polynomial comprises the steps of:

- computing one or more coefficients \( c_i \); and
- dividing each computed coefficient \( c_i \) by \( i! \) to obtain the polynomial

\[
X' = c_1 X^{i-1} + c_2 X^{i-2} + \ldots + c_i X^0
\]

wherein each of the non-computed coefficients is set to zero and \( t \) is from the probability model.

60. The program product according to claim 59, wherein the step of constructing a coefficient \( c_i \) of the polynomial comprises computing a probabilistically weighted value

\[
c_i = \sum_j c_i(j) \cdot \text{prob}(j)
\]

comprising an additional coefficient \( c_i(l) \) corresponding to a length \( l \) and probability \( \text{prob}(l) \) from the probability model to obtain the coefficient \( c_i \).

61. The program product according to claim 60, wherein the step of computing the coefficient \( c_i(l) \) of the polynomial for the length \( l \) comprises computing a determinant of a Gram matrix \( |B_i^T|B_i| \), wherein \( B_i \) is a matrix whose \( i \) columns are \( i \) copies of a column vector of probabilities from the probability model that depend on \( l \), to obtain the coefficient \( c_i(l) \).

62. The program product according to claim 60, wherein the step of computing the coefficient \( c_i(l) \) of the polynomial for the length \( l \) comprises using a recursive formula to obtain the coefficient \( c_i(l) \).

63. The program product according to claim 62, wherein the recursive formula comprises

\[
c_{w+1}(l) = \sum_{j=0}^{w} \binom{n}{j} (-1)^j (l)_j \cdot (c_{w-j}(l))
\]

based on the length \( l \), coefficients \( c_{w+j}(l) \) with \( c_0(l)=1 \), and traces of powers of a second matrix \( M \) wherein \( a_{\omega} = \text{trace}(M^\omega) \).

64. The program product according to claim 63, wherein the second matrix \( M \) comprises expected values of products of pairs of probabilities according to the corresponding length from the probability model.

65. The program product according to claim 63, wherein the second matrix \( M \) comprises

\[
M_{ij} = \begin{cases} 
1 - (1 - p_i)^j, & i = j \\
1 - (1 - p_i)^j - (1 - p_j)^j - (1 - p_i - p_j)^j, & i \neq j 
\end{cases}
\]

wherein \( p_i \) and \( p_j \) and \( l \) are from the probability model.

66. The program product according to claim 63, wherein the second matrix \( M \) comprises

\[
M_{ij} = \begin{cases} 
1, & i = j \\
1 - 2(1 - p_i)^j - 2(1 - p_j)^j + 4(1 - p_i - p_j)^j, & i \neq j 
\end{cases}
\]

wherein \( p_i \) and \( p_j \) and \( l \) are from the probability model.

67. The program product according to claim 63, wherein the second matrix \( M \) comprises

\[
M_{ij} = \sum_{l_1, \ldots, l_j} \log_{l_1} \cdots \log_{l_j} \left( \prod_{l_i} p_i^{l_i} \right)
\]

wherein \( p_i \) and \( p_j \) and \( l \) are from the probability model.

68. The program product according to claim 63, wherein the second matrix \( M \) comprises

\[
M_{ij} = \begin{cases} 
(b(l-1)p_i^j + b_j), & i = j \\
b(l-1)p_i p_j, & i \neq j 
\end{cases}
\]

wherein \( p_i \) and \( p_j \) and \( l \) are from the probability model.

69. The program product according to claim 63, wherein the second matrix \( M \) comprises

\[
M_{ij} = \sum_{l_1, \ldots, l_j} j_1 j_2 \cdots j_n \prod_{l_i} p_i^{l_i}
\]

wherein \( p_i \) and \( p_j \) and \( l \) are from the probability model.

70. The program product according to claim 63, wherein the second matrix \( M \) comprises

\[
M_{ij} = \begin{cases} 
1 - r^{l(i+1)}, & i = j \\
\sum_{k=0}^{l} \binom{l}{k} r^{l-k}, & i \neq j 
\end{cases}
\]

wherein \( r \) and \( l \) are from the probability model and \( S(n,k) \) are the Stirling numbers of the second kind.

71. The program product according to claim 63, wherein the step of computing traces of powers of the second matrix \( M \) comprises summing \( j+l \) powers of eigenvalues of the second matrix \( M \) to obtain the value \( a_{\omega} \) for use in the recursive formula.

* * * * *