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FULL DUPLEX OPERATION IN A
WIRELESS COMMUNICATION NETWORK

CROSS-REFERENCE TO RELATED APPLICATIONS
[0001] This application claims priority to and the benefit of provisional patent
application no. 62/017,182, filed in the United States Patent and Trademark Office on
June 25, 2014, and non-provisional patent application no. 14/535,745, filed in the
United States Patent and Trademark Office on November 7, 2014, the entire contents of
which are incorporated hercin by reference as if fully set forth below and for all

applicable purposes.

TECHNICAL FIELD
[0002] Aspects of the present disclosure relate generally to wireless communication
systems, and more particularly, to scheduling algorithms for wireless communication

systems that combine full duplex nodes and half duplex nodes.

BACKGROUND

[0003] Wireless communication networks are widely deployed to provide various
communication services such as telephony, video, data, messaging, broadcasts, and so
on. Such networks, which are wusually multiple access networks, support
communications for multiple users by sharing the available network resources. In many
networks, resources are allocated for bi-directional communication utilizing either time
division duplexing (TDD) or frequency division duplexing (FDD). In either TDD or
FDD, communication utilizing a single frequency channel is only possible in one
direction at any given instant of time. Thus, TDD and FDD networks implement full
duplex functionality by either utilizing multiple frequency channels, as in the case of
FDD, or by dividing the two directions of communication according to allocated time
slots, as in the case of TDD.

[0004] Recently, with technological improvements to interference cancellation
techniques, true radio level full duplex communication is feasible, where bi-directional
communication between devices occurs utilizing a single frequency channel, and at the
same time. As the demand for mobile broadband access continues to increase, research

and development continue to advance wireless communication technologies not only to
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meet the growing demand for mobile broadband access, but to advance and enhance the

user experience.

BRIEF SUMMARY OF SOME EXAMPLES

[0005] The following presents a simplified summary of one or more aspects of the
present disclosure, in order to provide a basic understanding of such aspects. This
summary is not an extensive overview of all contemplated features of the disclosure,
and is intended neither to identify key or critical elements of all aspects of the disclosure
nor to delineate the scope of any or all aspects of the disclosure. Its sole purpose is to
present some concepts of one or more aspects of the disclosure in a simplified form as a
prelude to the more detailed description that is presented later.

[0006] Some aspects of the present disclosure provide for methods, apparatus, and
computer software for communicating within a wireless communication network
including a scheduling entity, configured for full duplex communication, and user
equipment (UE), configured for half duplex communication. In some examples, one or
more UEs may be configured for limited (quasi-) full duplex communication. Some
aspects relate to scheduling the UEs, including determining whether co-scheduling of
the UEs to share a time—frequency resource is suitable based on one or more factors
such as an inter-device path loss.

[0007] In one aspect, the disclosure provides a network node configured for wircless
communication, including at least one processor, a computer-readable medium
communicatively coupled to the at least one processor, and a transceiver
communicatively coupled to the at least one processor. Here, the at least one processor
may be configured to utilize the transceiver to communicate with a first device and a
second device, by utilizing half duplex communication with each of the first device and
the second device, to determine an inter-device path loss between a first device and a
second device, and to co-schedule the first device and the second device to utilize a first
time—frequency resource if an inter-device path loss between the first device and the
second device is greater than a threshold.

[0008] Another aspect of the disclosure provides a method of wireless communication
operable at a network node. Here, the method includes communicating with a first
device and a second device, by utilizing half duplex communication with each of the
first device and the second device, determining an inter-device path loss between a first

device and a second device, and co-scheduling the first device and the second device to
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utilize a first time—frequency resource if an inter-device path loss between the first
device and the second device is greater than a threshold.

[0009] Another aspect of the disclosure provides a UE configured for wireless
communication, including at least one processor, a computer-readable medium
communicatively coupled to the at least one processor, and a transceiver
communicatively coupled to the at least one processor. Here, the at least one processor
may be configured to utilize the transceiver to communicate with a network node
utilizing half duplex communication, to utilize the transceiver to receive an interference
discovery signal from an interfering UE, to utilize the transceiver to transmit an
interference report to the network node corresponding to a strength of the received
interference discovery signal, and to utilize the transceiver to receive a resource
allocation from the network node, wherein the resource allocation is co-scheduled with
the interfering UE only if a path loss, corresponding to the strength of the received
interference discovery signal, is greater than a threshold.

[0010] Another aspect of the disclosure provides a method of wireless communication
operable at a UE. Here, the method includes communicating with a network node
utilizing half duplex communication, receiving an interference discovery signal from an
interfering UE, transmitting an interference report to the network node corresponding to
a strength of the received interference discovery signal, and receiving a resource
allocation from the network node, wherein the resource allocation is co-scheduled with
the interfering UE only if a path loss, corresponding to the strength of the received
interference discovery signal, is greater than a threshold.

[0011] These and other aspects of the invention will become more fully understood
upon a review of the detailed description, which follows. Other aspects, features, and
embodiments of the present invention will become apparent to those of ordinary skill in
the art, upon reviewing the following description of specific, exemplary embodiments of
the present invention in conjunction with the accompanying figures. While features of
the present invention may be discussed relative to certain embodiments and figures
below, all embodiments of the present invention can include one or more of the
advantageous features discussed herein. In other words, while one or more embodiments
may be discussed as having certain advantageous features, one or more of such features
may also be used in accordance with the various embodiments of the invention

discussed herein. In similar fashion, while exemplary embodiments may be discussed



WO 2015/199942 PCT/US2015/034271

below as device, system, or method embodiments it should be understood that such

exemplary embodiments can be implemented in various devices, systems, and methods.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 1 is a block diagram illustrating an example of a hardware implementation
for a scheduling entity employing a processing system according to some embodiments.

[0013] FIG. 2 is a block diagram illustrating an example of a hardware implementation
for a user equipment (UE) employing a processing system according to some
embodiments.

[0014] FIG. 3 is a block diagram illustrating an example of a wireless communication
network including a full duplex scheduling entity and half duplex UEs according to
some embodiments.

[0015] FIG. 4 is a flow chart illustrating a process for determining whether to co-
schedule a pair of UEs in a time—frequency resource according to some embodiments.

[0016] FIG. 5 is a block diagram illustrating an example of a wireless communication
network including a full duplex scheduling entity and half duplex UEs with interference
discovery and interference report signaling, according to some embodiments.

[0017] FIG. 6 is a flow chart illustrating a process for interference discovery and co-
scheduling UEs according to some embodiments.

[0018] FIG. 7 is a flow chart illustrating another process for interference discovery and
co-scheduling UEs according to some embodiments.

[0019] FIG. 8 is a flow chart illustrating a process for utilizing an inter-UE distance to
determine an inter-UE path loss and co-scheduling UEs according to some
embodiments.

[0020] FIG. 9 is a schematic illustration showing the use of radial coordinates to
determine an inter-UE distance according to some embodiments.

[0021] FIG. 10 is a block diagram illustrating an example of a wireless communication
network including a full duplex base station and half duplex UEs with additional detail
of signal parameters according to some embodiments.

[0022] FIG. 11 is a flow chart illustrating a process for determining whether to
implement quasi-full duplex communication at a scheduling entity according to

feasibility conditions, according to some embodiments.
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[0023] FIG. 12 is a block diagram illustrating an example of a wireless communication
network including a full duplex base station and a limited full duplex UE according to
some embodiments.

[0024] FIG. 13 is a flow chart illustrating a process of controlling a quasi-full duplex
UE according to some embodiments.

[0025] FIG. 14 is a block diagram illustrating an example of a wireless communication
network including a full duplex base station and a limited full duplex UE with
additional detail of generalized signal parameters according to some embodiments.

[0026] FIG. 15 is a block diagram illustrating an example of a wireless communication
network including a full duplex base station and half duplex UEs with additional detail
of generalized signal parameters according to some embodiments.

[0027] FIG. 16 is a block diagram illustrating an example of a wireless communication
network including an intermediate relay node operating in full duplex mode between a
plurality of anchor base stations and a plurality of terminal UEs, in accordance with
some embodiments.

[0028] FIG. 17 is a block diagram illustrating an example of a wireless communication
network including a relay node receiving downlink data from an anchor base station and
transmitting the downlink data to a UE in accordance with some embodiments.

[0029] FIG. 18 is a block diagram illustrating an example of a wireless communication
network including a relay node receiving uplink data from a UE and transmitting the
uplink data to an anchor base station in accordance with some embodiments.

[0030] FIG. 19 is a block diagram illustrating an example of a wireless communication
network including a relay node transmitting downlink data to a first UE and receiving
uplink data from a second UE in accordance with some embodiments.

[0031] FIG. 20 is a block diagram illustrating an example of a wireless communication
network including a relay node receiving downlink data from a first base station and
transmitting uplink data to a second base station in accordance with some embodiments.

[0032] FIG. 21 is a block diagram illustrating an example of a wireless communication
network including a relay node transmitting and receiving data to/from a full duplex
base station in accordance with some embodiments.

[0033] FIG. 22 is a block diagram illustrating an example of a wireless communication
network including a relay node transmitting and receiving data to/from a full duplex UE

in accordance with some embodiments.
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DETAILED DESCRIPTION

[0034] The detailed description set forth below in connection with the appended
drawings is intended as a description of various configurations and is not intended to
represent the only configurations in which the concepts described herein may be
practiced. The detailed description includes specific details for the purpose of providing
a thorough understanding of various concepts. However, it will be apparent to those
skilled in the art that these concepts may be practiced without these specific details. In
some instances, well known structures and components are shown in block diagram
form in order to avoid obscuring such concepts.

[0035] FIG. 1 is a block diagram illustrating an example of a hardware implementation
for an apparatus 100 employing a processing system 114. In accordance with various
aspects of the disclosure, an element, or any portion of an element, or any combination
of elements may be implemented with a processing system 114 that includes one or
more processors 104. For example, the apparatus 100 may be a scheduling entity,
network node, base station (BS), or relay, as illustrated in any of FIGs. 3, 5, 9, 10, 12,
14, 15, 16, 17, 18, 19, 20, 21, and/or 22. Examples of processors 104 include
microprocessors, microcontrollers, digital signal processors (DSPs), field programmable
gate arrays (FPGAs), programmable logic devices (PLDs), state machines, gated logic,
discrete hardware circuits, and other suitable hardware configured to perform the
various functionality described throughout this disclosure. That is, the processor 104, as
utilized in an apparatus 100, may be used to implement any one or more of the
processes described below.

[0036] In this example, the processing system 114 may be implemented with a bus
architecture, represented generally by the bus 102. The bus 102 may include any
number of interconnecting buses and bridges depending on the specific application of
the processing system 114 and the overall design constraints. The bus 102 links together
various circuits including one or more processors (represented generally by the
processor 104), a memory 105, and computer-readable media (represented generally by
the computer-readable medium 106). The bus 102 may also link various other circuits
such as timing sources, peripherals, voltage regulators, and power management circuits,
which are well known in the art, and therefore, will not be described any further. A bus
interface 108 provides an interface between the bus 102 and a transceiver 110. The
transceiver 110 provides a means for communicating with various other apparatus over

a transmission medium. In various examples, the transceiver 110 may include one or
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more antennas, and in multi-antenna examples, may be enabled to determine an angle
from which a received signal arrives. The transceiver 110 may include various sub-
components configured to enable wireless communication, including but not limited to
one or more power amplifiers, a transmitter, a receiver, filters, oscillators, etc.
Depending upon the nature of the apparatus, a user interface 112 (e.g., keypad, display,
speaker, microphone, joystick) may also be provided.

[0037] The processor 104 is responsible for managing the bus 102 and general
processing, including the execution of software stored on the computer-readable
medium 106. The software, when executed by the processor 104, causes the processing
system 114 to perform the various functions described below for any particular
apparatus. The computer-readable medium 106 may also be used for storing data that is
manipulated by the processor 104 when executing software.

[0038] One or more processors 104 in the processing system may execute software.
Software shall be construed broadly to mean instructions, instruction sets, code, code
segments, program code, programs, subprograms, software modules, applications,
software applications, software packages, routines, subroutines, objects, executables,
threads of execution, procedures, functions, etc., whether referred to as software,
firmware, middleware, microcode, hardware description language, or otherwise. The
software may reside on a computer-readable medium 106. The computer-readable
medium 106 may be a non-transitory computer-readable medium. A non-transitory
computer-readable medium includes, by way of example, a magnetic storage device
(e.g., hard disk, floppy disk, magnetic strip), an optical disk (e.g., a compact disc (CD)
or a digital versatile disc (DVD)), a smart card, a flash memory device (e.g., a card, a
stick, or a key drive), a random access memory (RAM), a read only memory (ROM), a
programmable ROM (PROM), an erasable PROM (EPROM), an electrically erasable
PROM (EEPROM), a register, a removable disk, and any other suitable medium for
storing software and/or instructions that may be accessed and read by a computer. The
computer-readable medium may also include, by way of example, a carrier wave, a
transmission line, and any other suitable medium for transmitting software and/or
instructions that may be accessed and read by a computer. The computer-readable
medium 106 may reside in the processing system 114, external to the processing system
114, or distributed across multiple entities including the processing system 114. The
computer-readable medium 106 may be embodied in a computer program product. By

way of example, a computer program product may include a computer-readable medium
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in packaging materials. Those skilled in the art will recognize how best to implement
the described functionality presented throughout this disclosure depending on the
particular application and the overall design constraints imposed on the overall system.

[0039] In various aspects of the disclosure, the processor 104 may include a half duplex
communication circuit 141, which may function in coordination with half duplex
communication software 161. Here, the half duplex communication circuit 141 and/or
software 161 may utilize the transceiver 110 to enable communication with one or more
devices (e.g., UEs 200, described further below) utilizing half duplex communication
techniques, such as time division duplexing (TDD) and/or frequency division duplexing
(FDD).

[0040] The processor 104 may further include a full duplex communication circuit 142,
which may function in coordination with full duplex communication software 162.
Here, the full duplex communication circuit 141 and/or software 161 may enable full
duplex communication with one or more devices (e.g., UEs 200) utilizing a single
frequency channel. In some examples, the full duplex communication circuit 141 may
function in coordination with the interference cancellation circuit 143.

[0041] That is, the processor 104 may further include an interference cancellation
circuit143, which may function in coordination with interference cancellation software
163. Here, the interference cancellation circuit 143 and/or software 163 may be
configured to enable automatic interference cancellation at the transceiver 110, which
may function to cancel intra-device interference (e.g., self-interference). The
interference cancellation circuit 143 and/or software 163 may utilize any suitable
interference cancellation algorithm or technique, including but not limited to
antenna/RF isolation, transmit signal reconstruction and cancellation (e.g., using a
digital baseband signal and/or transceiver output signal, channel response estimation,
transceiver non-linearity modeling etc.), power amplifier noise cancellation, etc. In
some examples, the interference cancellation circuit 143 and/or software 163 may
further function to cancel inter-device interference. That is, interference with one or
more other transmitting devices. The interference cancellation circuit 143 and/or
software 163 may include any suitable filter or equalizer configured for interference
cancellation.

[0042] The processor 104 may further include a path loss discovery and determination
circuit 144, which may function in coordination with path loss discovery and

determination software 164. Here, the path loss discovery and determination circuit 144
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and/or software 164 may enable determination of an inter-device path loss between
pairs of devices (e.g., UEs 200) in accordance with one or more factors or parameters
such as the distance between the respective devices; may enable determination and
storing of a path loss value 151 between a single device (e.g., a UE 200) and the
network node/scheduling entity 100; and, in some examples, may enable determination
of the distance between a pair of UEs utilizing one or more algorithms as described in
detail herein below, and accordingly, determination of a path loss between the UEs
based on the determined distance. Further, the path loss discovery and determination
circuit 144 and/or software 164 may compare a determined inter-device path loss with a
path loss threshold 152 to make various determinations, e.g., whether to co-schedule
pairs of UEs to share time—frequency resources.

[0043] The processor 104 may further include a resource allocation and scheduling
circuit 145, which may function in coordination with resource allocation and scheduling
software 165. Here, the resource allocation and scheduling circuit 154 and/or software
165 may allocate resources for one or more devices (e.g., UEs 200) to utilize for
communication with the network node/scheduling entity 100, and/or for communication
between UEs (e.g., for interference discovery signals); it may select a resource for
allocation utilizing any suitable resource selection scheme, including but not limited to
random selection, or selection corresponding to an identifier unique to the respective
devices; it may schedule time—frequency resources for one or more devices (e.g., UEs
200) to utilize; and it may determine whether to co-schedule two or more devices (e.g.,
UEs 200) to utilize the same time—frequency resource based on one or more factors or
parameters, such as if their inter-device path loss is greater than a path loss threshold
151, based on a path loss between the respective devices and the network
node/scheduling entity 100, and/or based on a data rate and/or data type 153 utilized by
the respective devices. Further, the resource allocation and scheduling circuit 145 and/or
software 165 may function in coordination with the transceiver 110, to transmit resource
allocation signals to devices (e.g., UEs 200).

[0044] The processor 104 may further include an optional backhaul communication
circuit 146, which may function in coordination with an optional backhaul
communication software 166. Here, the backhaul communication circuit 146 and/or
software 166 may enable communication with an upstream node utilizing any suitable
wired or wireless backhaul communication interface. The backhaul communication

circuit 146 and/or software 166 are optional, and may generally be included in examples
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wherein the network node/scheduling entity 100 is a relay node, described in further
detail below.

[0045] FIG. 2 is a block diagram illustrating an example of a hardware implementation
for an apparatus 200 employing a processing system 214. In accordance with various
aspects of the disclosure, an element, or any portion of an element, or any combination
of elements may be implemented with a processing system 214 that includes one or
more processors 204. For example, the apparatus 200 may be a user equipment (UE) as
illustrated in any of FIGs. 3, 5, 9, 10, 12, 14, 15, 16, 17, 18, 19, 20, 21, and/or 22. The
apparatus 200 has many components the same as or similar to those described above in
relation to FIG. 1. For example, a bus 202, a bus interface 208, a transceiver 210, and a
user interface 212, are substantially the same as those described above in relation to
FIG. 1. Furthermore, processor 204, the memory 205, and the computer-readable
medium 206 have many similarities to those so-named components described above in
relation to FIG. 1, except for the differences described herein below.

[0046] That is, in various aspects of the disclosure, the processor 204 may include a half
duplex communication circuit 241, which may function in coordination with half duplex
software 261. Here, the half duplex communication circuit 241 and/or software 261 may
utilize the transceiver 210 to enable communication with one or more devices utilizing
half duplex communication techniques, such as time division duplexing (TDD) and/or
frequency division duplexing (FDD).

[0047] The processor 204 may further include a full duplex communication circuit 242,
which may function in coordination with full duplex communication software 262.
Here, the full duplex communication circuit 242 and/or software 262 may function in
coordination with the interference cancellation circuit 243 and/or software 262,
described below, to enable full duplex communication with one or more devices
utilizing a single frequency channel. Accordingly, the full duplex communication circuit
242 and/or software 262 may enable full duplex communication, for example, if a
configured transmit power is less than a transmit power threshold 253. In some
examples, the full duplex communication circuit 242 and/or software 262 may be
optional, and some UEs may lack such full duplex communication capabilities.

[0048] The processor 204 may further include an interference cancellation circuit 243,
which may function in coordination with interference cancellation software 263. Here,
the interference cancellation circuit 243 and/or software 263 may enable interference

cancellation (e.g., automatic interference cancellation), e.g., functioning to cancel intra-
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device interference (e.g., self interference) and/or functioning to cancel inter-device
interference. Further the interference cancellation circuit 243 and/or software 263 may
include any suitable filter or equalizer configured for interference cancellation.

[0049] The processor 204 may further include an interference determination and report
generation circuit 244, which may function in coordination with interference
determination and report generation software 264. Here, the interference determination
and report generation circuit 244 and/or software 264 may enable determination of an
interference level corresponding to an interfering device (e.g., by determining a strength
of a received interference discovery signal from the interfering device), and may
accordingly generate and transmits (e.g., utilizing the transceiver 210) an interference
report to the network node/scheduling entity 100, based on the determined interference
level. Further, the interference determination and report generation circuit 244 and/or
software 264 may calculate and store a path loss value 251, which may be included in
the transmitted report.

[0050] The processor 204 may further include a target SNR determination circuit 245,
which may function in coordination with target SNR determination software 265. Here,
the target SNR determination circuit 245 and/or software 265 may enable a
determination of a signal-to-noise ratio (SNR), and/or a signal-to-interference-and-noise
ratio (SINR), and may compare the determined SNR/SINR to a target SNR/SINR for
the purpose of enabling full duplex communication based on the SNR/SINR.

Introduction

[0051] In wireless communication systems, communication devices can exhibit full
duplex or half duplex functionality. With half duplex operation, communication is only
possible in one direction at a time on a particular channel, generally being time-divided
between segments in one direction or the other direction. This is frequently referred to
as time division duplexing (TDD). With full duplex operation, simultaneous
communication to and from a device is possible.

[0052] In currently deployed systems, full duplex functionality is generally enabled by
utilizing frequency division duplexing (FDD), wherein one frequency band is used for
communication in one direction, and another frequency band is used for communication

in the other direction. In these deployments, although the communication may be full
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duplex in time, it remains half duplex in the frequency domain, since communication
remains only in one direction on each channel.

[0053] A communication node that is truly full duplex at the radio level utilizes the
same frequency channel to transmit and receive signals simultaneously in time. In the
description that follows, the term full duplex is used to refer to radio level full duplex
operation on the same frequency channel at the same time. Furthermore, in the
disclosure that follows, both time and frequency division duplexing systems (TDD and
FDD) are regarded as radio level half duplex systems.

[0054] Recently, due in part to improvements in active interference cancellation
technology, radio level full duplex functionality, wherein full duplex communication
may be achieved utilizing a single frequency channel, is possible with high reliability. In
such a system, it may be the case where some wireless nodes (e.g., a base station,
eNodeB, access point, scheduling entity, etc.) may be configured with full duplex radios
for true radio level full duplex functionality, whereas some other nodes (e.g., wircless
devices, UEs, subordinate entities, etc.) may be configured only with half duplex radios
for half duplex functionality at the radio level. Furthermore, some radios in such a
system may have partial and/or conditional full duplex capabilities, e.g., wherein they
utilize only half duplex functionality unless certain conditions are satisfied.

[0055] FIG. 3 is a simplified block diagram illustrating an exemplary wireless
communication network with a base station 302 capable of full duplex functionality in
communication with two UEs 304 and 306 that are only capable of half duplex
communication. In the illustration, the base station 302 is illustrated transmitting a
downlink signal to a first UE 304, and at the same time, receiving an uplink signal from
a second UE 306.

[0056] In such a network, where full duplex nodes communicate with half duplex
nodes, interference between the half duplex nodes can become problematic. For
example, as illustrated in the scenario in FIG. 3, the first UE 304 and the second UE 306
are co-scheduled, such that the first UE 304 is allocated a particular resource to utilize
for receiving downlink signals, and the second UE 306 is allocated that same particular
resource to utilize for transmitting uplink signals. In this case, co-scheduling the UEs
can cause the transmission from the second UE 306 to produce cross-device interference
that affects the receiving performance of the first UE 304. In such a wireless
communication system, a scheduling entity 308 at the base station 302 (e.g., a scheduler

at the medium access control or MAC layer) or any other suitable scheduling node
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would benefit from taking suitable precautions to mitigate such cross-UE interference
when the base station 302 or other scheduling node is operating in full duplex mode. For
example, such cross-device interference may be reduced when a path loss between the
UEs is large. Accordingly, various aspects of the present disclosure explore methods by
which a base station may choose UEs to be co-scheduled based, for example, on a path
loss between the respective UEs. Further aspects of the disclosure consider data rates to
assign to the transmitter and receiver links at the base station when co-scheduling such
UEs.

[0057] Therefore, in one or more aspects of the disclosure, a wireless communication
network may be configured to choose a pair of UEs with a sufficiently large inter-UE
path loss, so that a scheduling node or base station may transmit to one UE and receive
from the other UE utilizing the same time—frequency resource, while reducing or
avoiding cross-device interference between the respective UEs. In various aspects of the
disclosure, several methods or algorithms to determine the inter-UE path loss are
presented. The base station or scheduling node may further choose the UEs such that
their path loss to the base station is small enough to sustain the required link SINR,
and/or may determine the data rate or data type (traffic vs. control) to use for each of the
two links, so that the SINR targets may be met by both links of the full duplex
configuration.

[0058] FIG. 4 is a flow chart illustrating an exemplary process 400 for determining
whether to co-schedule a given pair of UEs in accordance with one or more aspects of
the present disclosure. In some examples, the process 400 may be carried out by a
network node such as a scheduling entity 100 and/or a processing system 114 as
described above and illustrated in FIG. 1. In some examples the process 400 may be
carried out by any suitable means for implementing the described functions.

[0059] At block 402, the scheduling entity 100 may communicate with a first device
(e.g., a UE 200) and a second device (e.g., a UE 200) by utilizing half duplex
communication with each of the first device and the second device. Here, the scheduling
entity 100 may determine an inter-device path loss between the first device and the
second device, utilizing any suitable inter-device path loss discovery algorithm, method,
or technique. Several such inter-device path loss algorithms are described below. If the
discovered inter-UE path loss is high (e.g., being greater than some suitable path loss
threshold), then the process may proceed to block 404. Here, the scheduling entity 100

may co-schedule the first device and the second device to utilize the same time—
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frequency resource. On the other hand, if the discovered inter-UE path loss is low (e.g.,
not being greater than the path loss threshold), then the process may proceed to block
406. Here, the scheduling entity 100 may not co-schedule the first device and the second

device to utilize the same time—frequency resource.

Discovery of Inter-UE Path Loss

[0060] In accordance with one or more aspects of the disclosure, a network node, base
station, or other scheduling entity (hereafter referred to as a scheduling entity) may be
enabled to discover an inter-UE path loss. Here, a path loss may be an attenuation of a
signal from transmission to receipt. That is, due to one or more factors or conditions, the
power or energy of a signal when it is received at a receiving device may be less than
the power or energy of the signal when it is transmitted from a transmitting device. This
change is generally referred to as a path loss. In various embodiments, any one or more
of a number of techniques, methods, or algorithms may be utilized for discovery of
inter-UE or inter-device path loss. By taking the path loss into account, two or more co-
scheduled UEs (e.g., at least one UE scheduled for transmission and at least one other
UE scheduled for reception utilizing the same time—frequency resource) may cause a
suitably low amount of cross-device interference such that their simultaneous
scheduling is possible. For example, the inter-UE path loss may be correlated with the
distance between the respective UEs, e.g., being proportional to the fourth power of the
distance between the UEs. Further, the inter-UE path loss may be affected by other
potentially random phenomena, such as shadowing. In general, if two UEs are close to
one another, then the cross-device interference may be high; but if the two UEs are far
enough apart from one another, then the cross-device interference may be suitably low.

[0061] In one example, with reference to FIG. 5, in order to discover the inter-UE path
loss at least one of the UEs (e.g., the second UE 306) may transmit a pilot signal, a
reference signal, or any other suitable interference discovery signal 510, while another
UE (e.g., the first UE 304) may detect and/or measure the strength of the received
interference discovery signal 510. In some aspects, the first UE 304 may transmit an
interference report 512 including one or more factors such as a signal strength of the
received interference discovery signal 510 back to the base station or scheduling entity
302. Here, the scheduling entity 302 may already have knowledge of the transmit power

of the transmitted interference discovery signal 510, e.g., because the transmit power is
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dictated by the scheduling entity 302, or the transmit power is reported to the scheduling
entity 302 by the transmitting UE 306. Therefore, the path loss between the first UE 304
and the second UE 306 may be determined by the scheduling entity 302, by determining
the difference between the received signal strength reported by the receiving UE 304
and the actual transmit power utilized by the transmitting UE 306. Accordingly, in some
examples, if the determined path loss, and/or the value of the receive power reported by
the UE 304, is too low (e.g., below a suitable path loss threshold) or too high (e.g.,
above a suitable path loss threshold), then the corresponding pair of UEs may be
eliminated as candidates for co-scheduled full duplex operation at the scheduling entity
302. That is, in various aspects of the disclosure, the scheduling entity 302 may
determine whether to co-schedule a given pair of UEs, corresponding to a particular
time—frequency resource, in accordance with the determined or discovered inter-UE

path loss between that given pair of UEs.

Resource Allocation for Interference Discovery

[0062] In some examples, such as (but not limited to) large networks where many UEs
are served by a base station or other scheduling entity, certain resources may be
dedicated specifically for cross-device interference discovery. For example, in an aspect
of the disclosure, a subset (e.g., half) of the UEs in the network may be configured to
send pilot/discovery signals at a given discovery time-slot, while the remaining UEs
may be instructed to look for these signals, and to report the strength of each discovery
signal that is detected, to the base station. Here, each transmitting UE may be assigned a
unique signal resource (e.g., a unique time—frequency allocation) on which to send its
discovery signal/pilot/reference signal with specified transmit power.

[0063] In a further aspect of the disclosure, the subset of UEs scheduled to transmit
pilot/discovery signals may be changed (e.g., randomly) over subsequent discovery time
slot(s), e.g., until the path loss between each pair of proximate UEs can be determined.

[0064] As an alternative to random selection of UEs that transmit on a given
interference discovery slot, in another aspect of the disclosure, ecach UE may be
assigned a unique tag, which may be based on an identifier 252 stored at the UE, such as
its MAC ID and/or its radio network temporary identifier (RNTI). Here, as one

example, a UE 306 may transmit its interference discovery signal 510 during an i-th
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discovery time slot if the i-th bit of its unique tag is ‘1°, and may listen for interference
discovery signals from other UEs if the i-th bit of its unique tag is zero.

[0065] After transmitting and receiving interference discovery signals, each UE may
report the source and strength of each pilot/discovery signal it received during the
corresponding discovery time slots. Accordingly, the base station or scheduling entity
may avoid pairing UEs whose mutual path loss is determined to be too low. In this way,
the various UEs in the network can be enabled to withstand cross-UE interference
during full duplex data transfer at the scheduling entity.

[0066] FIG. 6 is a flow chart illustrating an exemplary process 600 for allocating
resources for inter-device interference discovery in accordance with some aspects of the
present disclosure. In some examples, the process 600 may be carried out by a network
node such as a scheduling entity 100 and/or a processing system 114 as described above
and illustrated in FIG. 1. In some examples the process 600 may be carried out by any
suitable means for implementing the described functions.

[0067] At block 602, a scheduling entity 100 may select a subset of devices (e.g., UEs
200) from among a plurality of devices, to transmit interference discovery signals. In
some examples, the subset may be half of the devices connected to the scheduling entity
100. Further, in some examples, the subset may be randomly selected from among the
devices connected to the scheduling entity 100, or in other examples, may be selected
based on other suitable criteria such as a device tag or identifier. At block 604, the
scheduling entity 100 may allocate a time—frequency resource for selected subset of
devices to utilize for the transmission of interference discovery signals. Accordingly, the
selected devices may utilize the allocated resource and may discover inter-device
interference between pairs of devices. Further, one or more devices (e.g., the non-
selected subset of devices), which receives the interference discovery signals, may
transmit suitable interference reports back to the scheduling entity.

[0068] At block 606, the scheduling entity 100 may receive the interference report from
the one or more devices (e.g., the non-selected subset of devices), and at block 608, the
scheduling entity 100 may determine the inter-device path loss. Here, for example, the
inter-device path loss may be based on a difference between the strength of a
transmitted interference discovery signal (which may be known to the scheduling entity
100), and a strength reported in the interference report.

[0069] At block 610, the scheduling entity 100 may determine whether sufficient inter-

device path losses have been determined. That is, decisionmaking as to whether time—
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frequency resources may be co-scheduled to two or more UEs may be improved when
larger numbers of inter-UE path loss combinations among the connected UEs are
available. If sufficient inter-device path losses have not yet been determined, the process
may return, e.g., to block 602 and further interference discovery may be implemented.
On the other hand, if sufficient inter-device path losses have been determined by the
scheduling entity 100, then the process may proceed to block 612, wherein the
scheduling entity 100 may schedule time—frequency resources for half-duplex devices.
Here, the scheduling entity 100 may co-schedule pairs of devices if the inter-device path
loss between that pair of devices is low (e.g., being less than a suitable path loss
threshold).

Measuring RF Signals for Discovering Inter-UE Path Loss

[0070] Referring once again to FIG. 5, according to another aspect of the disclosure, to
discover inter-device path loss, the scheduling entity 302 may be configured to schedule
multiple UEs for data/control transmission, or any suitable interference discovery signal
510, on separate time—frequency resources. Here, UEs that are not scheduled for
interference discovery signal 510 transmission utilizing a particular time—frequency
resource may be instructed to measure the energy received in each time—frequency
resource, and to transmit an interference report 512 corresponding to this measurement.
In this way, based on the particular time—frequency resource being reported on, the
scheduling entity 302 may know the identity of the UE that transmitted an interference
discovery signal 510 using that resource. Furthermore, based on the identity of the
reporting UE and the reported signal strength of a given time—frequency resource, the
scheduling entity 302 may determine the path loss between a corresponding pair of UEs.
That is, the scheduling entity 302 may determine the inter-UE path loss between a pair
of UEs by determining a difference between a known strength of a transmitted
interference discovery signal 510, transmitted utilizing a predetermined time—frequency
resource that identifies the transmitting UE, and a report strength of the received
interference discovery signal 510. Here, the identity of the reporting UE may be
determined based on any suitable information, e.g., contained in the interference report
512 transmitted by the reporting UE.

[0071] In a related example, to better facilitate the determination of cross-device

interference across all UEs in the network, the scheduling entity 302 may change (e.g.,
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randomly change) the subset of UEs transmitting data/control over sequential time slots
or other suitable time durations. Accordingly, as described above, over time the path
loss between any pair of UEs may be determined by the scheduling entity 302.

[0072] In yet another example, rather than relying on the scheduling entity 302 to use
the time—frequency location of the interference discovery signals 510 to identify the UE
that transmits the signal, the transmitting UEs may actively tag their respective
interference discovery signals 510 with their own identity (e.g., a MAC ID/RNTI/UE-
Id/UE-signature). In various examples, such tagging may involve the inclusion of the
MAC ID or other suitable identifier as part of a packet header within the interference
discovery signal 510. In another example, such tagging may involve using a UE-specific
sequence to scramble at least part of the interference discovery signal 510. Here, the
receiving UE may include the same, or corresponding information in its interference
report 512, so that the scheduling entity 302 knows the identity of the UE that
transmitted the interference discovery signal 510.

[0073] FIG. 7 is a flow chart illustrating an exemplary process 700 for allocating
resources for inter-device interference discovery in accordance with some aspects of the
present disclosure. In some examples, the process 700 may be carried out by a network
node such as a scheduling entity 100 and/or a processing system 114 as described above
and illustrated in FIG. 1. In some examples the process 700 may be carried out by any
suitable means for implementing the described functions.

[0074] At block 702, a network node such as a scheduling entity 100 may select a
subset of devices (e.g., UEs 200) to transmit interference discovery signals, and at block
704, the scheduling entity 100 may allocate time—frequency resources for the selected
subset of devices to utilize to transmit interference discovery signals.

[0075] At block 706, the scheduling entity 100 may instruct one or more devices (e.g.,
the non-selected subset of UEs) to measure energy according to selected time—frequency
resources (e.g., each time—frequency resource), and to transmit an interference report
based on their respective measurements. Accordingly, the devices may transmit their
interference reports back to the scheduling entity. Then, at block 708, the scheduling
entity 100 may determine an inter-device path loss, based on a difference between a
strength of a transmitted interference discovery signal (which may be known to the

scheduling entity 100), and the strength reported in the interference report.

Using Geographic Information to Infer Path Loss
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[0076] In accordance with some aspects of the disclosure, a determination of the path
loss between a pair of UEs may be made indirectly, or may be inferred, based on a
determination of the distance between the respective UEs. Accordingly, the geographic
distance between the UEs may be used to determine if the inter-UE path loss is high
enough for full duplex co-scheduling. As a simple example, if the geographic distance
between two UEs is sufficiently large (e.g., greater than a predetermined threshold),
then their path loss may be considered guaranteed to be high enough for co-scheduling.
On the other hand, if the geographic distance between two UEs is relatively small (e.g.,
less than the threshold), then their path loss may or may not be high enough. In this
case, in some aspects of the disclosure, an explicit path loss estimation, as described
above (e.g., utilizing interference discovery) may be used to determine inter-UE path
losses.

[0077] Various approaches may be utilized within the scope of the present disclosure to
determine the distance between a pair of UEs. As one example, each UE (e.g., the pair
of UEs) may provide a scheduling entity 302 with its respective global positioning
satellite (GPS) coordinates. Accordingly, the distance between the two can be directly
calculated. In another example, one or both UEs in a pair may be in fixed locations,
which may be recorded in a database. Such stationary UEs are frequently found as
sensors, alarm systems, meters, or other static machine-type communication devices.
With stationary UEs, a database lookup from the base station may be used instead of
real-time GPS information, to determine the location of the respective stationary UE or
UEs. Accordingly, as above, the distance between the two can be directly calculated.
Here, if the distance between the two UEs is large enough then the UEs may be co-
scheduled to utilize a time—frequency resource for full duplex communication.

[0078] In yet another example, crowd-sourcing of data may be used to infer RF
isolation (i.e., whether a sufficiently large inter-UE path loss exists) between a pair of
UEs of interest, based on their geographic location. For instance, if two (or more) other
UE:s at locations close to a given pair of UEs have previously reported a large path loss
between them (e.g., through RF measurements or discovery, as described above), then
the given pair of UEs may also be considered to be eligible for co-scheduling.

[0079] FIG. 8 is a flow chart illustrating an exemplary process 800 for utilizing
geographic information to infer the inter-device interference between devices in
accordance with some aspects of the present disclosure. In some examples, the process

800 may be carried out by a network node such as a scheduling entity 100 and/or a
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processing system 114 as described above and illustrated in FIG. 1. In some examples
the process 800 may be carried out by any suitable means for implementing the
described functions.

[0080] At block 802, a device (e.g., a scheduling entity 100) may determine the distance
between a pair of wireless devices (e.g., a pair of UEs 200) utilizing any suitable means,
some of which are described above. At block 804, the scheduling entity 100 may
determine whether the distance between the UEs is greater than a suitable distance
threshold. If the distance between the UEs is great enough, then it may be inferred that
the inter-device interference is great enough for co-scheduling. Accordingly, the process
may proceed to block 806, wherein the scheduling entity 100 may so-schedule the pair
of UEs to share a time—frequency resource.

[0081] On the other hand, if the distance between the UEs is not great enough (e.g., not
greater than the distance threshold), then the process may proceed to block 808 wherein
the scheduling entity may utilize any other suitable means, technique, or algorithm to
explicitly determine a path loss between the UEs. For example, any one or more of the
interference discovery algorithms described above may be utilized, e.g., implementing
suitable signaling between the respective UEs, to discover their inter-device path loss.

[0082] At block 810, the scheduling entity 100 may determine if the determined inter-
device path loss is large (e.g., greater than a path loss threshold). If the inter-device path
loss is large, then the process may proceed to block 812 and the scheduling entity 100
may co-schedule the pair of UEs to share a time—frequency resource. On the other hand,
if the inter-device path loss is small (e.g., not greater than the path loss threshold), then
the process may proceed to block 814 wherein the scheduling entity 100 may not co-

schedule the pair of UEs to share the time—frequency resource.

Using Polar Coordinates to Find Geographic Information

[0083] Based on uplink transmissions, a scheduling entity 302 may determine the
approximate distance between itself and a UE. For example, the scheduling entity 302
may estimate a round trip delay (RTD). RTD estimation is used in existing systems to
provide uplink timing corrections to the UE, so details of the performance or
determination of the RTD estimation are not described in detail in the present
disclosure. In essence, a timer at the scheduling entity determines the time from

transmission of a signal to the UE, until a response is received from the UE,
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corresponding to a round trip. Furthermore, a scheduling entity 302 with multiple
receive antennas (e.g., see transceiver 110/210 in FIGs. 1/2) may be enabled to estimate
the angle of arrival of the signals from a given UE, based on multiple observations of
the signal received on the uplink. In some examples, multiple observations may be used
to filter out any effect of small-scale fading and noise. Based on the range of two UEs,
and their differential angle of arrival, the scheduling entity 302 may calculate a lower
bound of the distance between the two UEs.

[0084] For example, FIG. 9 is a schematic illustration of a wireless communication
network including a scheduling entity 302, a first UE 304, and a second UE 306, as
viewed from overhead (e.g., a bird’s-eye view). For example, if the UEs 304 and 306
are estimated to be at distance r; and r, from the scheduling entity 302, and their angles
of arrival 8, and 6, differ by at least Og4sr, then a triangle rule may be used to obtain a
lower bound for the distance d between the two UEs according to the following
equation:

d > sqrt(r> + r)® — 2 ry 15 c08 Baitr)

[0085] That is, according to the inequality given above, it may be determined that the
distance between a given pair of UEs 304 and 306 is greater than or equal to a
predetermined threshold, and accordingly, inferred that the path loss between the
respective UEs is great enough for co-scheduling of time—frequency resources. In some
examples, for a given angular separation Ogisr, the scheduling entity 302 may set a
threshold on the distances »; and 7. That is, if both 7, and r, exceed a certain threshold,
the UEs 304 and 306 may be considered to be far enough apart for full duplex co-
scheduling. As an alternative, the scheduling entity 302 may use an estimate of its own
path loss to the two UEs as a proxy for its own distance from the UEs.

[0086] Accordingly, in various aspects of the disclosure, by determining geographic
information of a pair of UEs, the path loss between those UEs can be inferred, and
accordingly, co-scheduling of those UEs can be planned based on whether inter-UE

interference would be problematic.

Recap of full duplex MAC and path loss determination
[0087] As described above, the choice of co-scheduled UEs for full duplex operation (at
a scheduling entity) may utilize knowledge of the path loss between the scheduling

entity and the two UEs, as well as the path loss between the two UEs to be co-
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scheduled. As mentioned before, the inter-UE-path loss (i.e., the RF proximity) between
a pair of UEs may be determined explicitly using UE-to-UE discovery signals (or other
data/control signals). Furthermore, UE-to-scheduling entity pilot/sounding/reference
signals may be reused for UE-to-UE path loss discovery as well. In other aspects of the
disclosure, specialized discovery signals and/or mechanisms may be employed, which
could also be leveraged for other purposes such as proximity/service discovery, direct
communication between UEs, etc.

[0088] The path loss between the scheduling entity 302 and a given UE may be
measured using any of the techniques currently used in cellular systems, including but
not limited to downlink RSRP measurements and reporting by the UEs,
RACH/sounding reference signal transmissions by the UE and measurements at the
scheduling entity, etc.

[0089] A lack of geographic proximity, as determined by any suitable
positioning/ranging technique, such as GPS, may also be used to infer that the path loss
between two UEs is large enough for full duplex co-scheduling. In some examples, the
RF proximity may be determined explicitly only among those UE pairs for which

geographic proximity estimates do not necessarily imply a large path loss.

SINR Analysis

[0090] As briefly discussed above, a full duplex-capable scheduling entity 302 may be
configured with a degree of self-interference suppression. Suppose, for the discussion
that follows, that a given scheduling entity 302 is capable of suppressing X dB worth of
self-interference at its receiver. The value of X may be determined by the complexity
and effectiveness of the selected set of self-interference suppression measures taken at a
particular scheduling entity 302. In various aspects of the disclosure, self-interference
suppression may be realized at a scheduling entity 302 through any of various suitable
means. As one example, a scheduling entity 302 may utilize one or more of antenna/RF
isolation, transmit signal reconstruction and cancellation (e.g., using a digital baseband
signal and/or transceiver output signal, channel response estimation, transceiver non-
linearity modeling etc.), power amplifier noise cancellation, etc.

[0091] FIG. 10 is a block diagram illustrating the same network as discussed above and
illustrated in FIG. 3, but in FIG. 10, additional information such as values

corresponding to the transmit power values and path losses are shown. In FIG. 10:
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Py 1 represents the transmitted power from the scheduling entity 302;
P represents the transmitted power from UE2, 306;

P 1 represents the received power at UEL, 304, corresponding to the

transmission from the scheduling entity 302;
I, represents self-interference at the scheduling entity 302;

I, represents the cross-device interference power received at UE1, 304,

corresponding to the transmission from UE2, 306;

PL; represents the path loss corresponding to a transmission from the scheduling
entity 302 to UE1, 304;

PL, represents the path loss corresponding to a transmission from UE2, 306, to

the scheduling entity 302;

PLj, represents the path loss corresponding to a transmission from UE2, 306, to

UE1, 304;
SINR, represents the SINR detected at UE1, 304;
SINR, represents the SINR detected at the scheduling entity 302;

X represents the magnitude of interference suppression at the scheduling entity
302; and

Ny represents noise.

[0092] In an aspect of the present disclosure, a signal-to-interference and noise ratio
(SINR) that may be achieved at the two receivers (i.e., UE1, 304 and the scheduling
entity 302) may be calculated as shown. In these calculations, the V operator denotes the

linear addition of dB values. That is:

x y lx—y|
xVy = 10log,, (105 + 105) =max (x,y)+ 10logq <1 + 10_7) <
max (x,y) + 3.011.

[0093] In an aspect of the disclosure, the SINR at each receiver (i.e., UE1, 304 and the

scheduling entity 302) may be required to satisfy a minimum requirement;
SINR; > SINR| min and SINR; > SINR) min.
[0094] The minimum value of the scheduling entity 302 transmit power may be given
by:

SINR;y = Py — PLy — (No V(P2 — PL13)) = SINRy min.
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24
Py = SINRy min + PLy + (Ng V(Peyz — PLy3)). (1)
With this choice of P, the parameters of the second link may be required to
satisfy the inequality:
Poczmax = Pz = SINRymin + PLy + (No V(SINRy min + PLy + (No V(P2 —
PLy3)) — X)). (2)
In the above inequality, P2 max denotes the peak transmit power capability of

the device UE2, 306. If the two co-scheduled UEs 304 and 306 are sufficiently far apart,
so as to ensure that Py, — PL12 < Ny, or equivalently,

PLi2 > P2~ M, (2.5)
then it is sufficient for P » max to satisfy the inequality:

Pyomax = Pz = SINRy min + PLy + (No V(SINRy min + PLy + Ny +3.011 — X)).

3)

To summarize, a MAC/scheduler at the full duplex scheduling entity 302 may
choose the two co-scheduled UEs so as to comply with certain feasibility conditions,
particularly as described in inequalities (2.5) and (3). Clearly, by these equations and
inequalities, a larger value of X (which corresponds to a better self-interference
cancellation capability at the scheduling entity 302) reduces the right-hand side, and
eases the transmit power requirement on UE2, 306. For a fixed value of X (which may
be determined by hardware capabilities of the scheduling entity 302), the right-hand side
of the inequalities may be decreased by increasing either PLi, PL, SINR|min OF
SINR) min.

Full duplex MAC Principles

Modification of the above parameters can be utilized to control desired features
of such a full duplex system. For example, reducing PL; amounts to transmitting to a
UE (e.g., UEL, 304) that is closer to the scheduling entity 302, so that the scheduling
entity 302 transmit power may be reduced, thereby reducing self-interference at its own
receiver. Reducing PL, amounts to receiving from a UE (e.g., UE2, 306) that is closer to
the scheduling entity 302, so that the strength of the desired signal at the scheduling
entity 302 receiver is high, which provides better immunity to self-interference.
Reducing SINR; amounts to serving low-rate data or control signals such as

ACK/CQI/Grant (rather than high-rate data) to a UE (e.g., UE1, 304) during full duplex
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operation. Reducing SINR, amounts to receiving low-rate user data or control signals
such as ACK/CQI/REQ (rather than high-rate user data) from a UE (e.g., UE2, 306)
during full duplex operation. Furthermore, using a full duplex capability to maintain
“always-on” control channels can enable low latency data transfer for interactive/delay-
sensitive applications.

[0099] Each of the above involves a degree of compromise that goes along with
operation in a full duplex mode. For example, the lower the value of X, the higher the
degree of compromise that the scheduler (e.g., at the MAC layer at the scheduling entity
302) may to resort to during full duplex operation. In some aspects of the disclosure, the
scheduling entity 302 may fall back to half duplex operation while serving UEs at a cell
edge (e.g., high PL), or serving high-rate data (e.g., high SINR) in either direction.

Exact Analysis

[00100] The description given above relies in part on the approximation (x V y) <
max(x, y) + 3.022. In the description that follows, the exact set of conditions are
described under which full duplex operation is possible. That is, based on the SINR

analysis, the minimum transmit power at the scheduling entity 302 and UE2, 306 may

satisfy the following:
SINR) min + PL1 + (No V (Pix2 — PL12)) < Pix1 < Pix 1 max (1)
SINR min + PLy + (No V (Pix2 — X)) < Pix2 < Pix 2 max 2%
[00101] The above two equations may be solved simultaneously, provided the

following conditions are satisfied:
D =X+ PLys— (SINR min + SINRy min + PL1 + PLy) > 0;
SINR gmin + PL1 + No + (0 V (SINR: min + PL> — PL13)) —10 logio(1-10 %) <
Pix 1 max; and
SINR min + PLy + No + (0 V (SINR | mmin + PL1 — X)) =10 logio(1-10 %) <
P 2 max.
[00102] The left-hand side of the last two inequalities are in fact the minimum
required transmit power (Pi 1, Pi2) at the two nodes.
[00103] As before, feasibility conditions for co-scheduling are facilitated by

reducing one or more of SINR| min, SINR) min, PL1, 01 PL5, or by increasing one or more

of PL;; or X. The scheduler (e.g., the MAC at the scheduling entity 302) may
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increase/decrease the path loss through user selection, and may decrease the minimum

SINR requirement through data rate/type/format (i.e., data vs. control) selection.

Improving the Effective value of Self-Interference factor X, or the cross interference

path loss PL;,

[00104] In some aspects of the disclosure, co-scheduling of UEs may include not
only utilizing the same time—frequency resource, but more broadly, a quasi-full duplex
mode may be utilized, wherein co-scheduled UEs may utilize different frequency
channels or sub-bands, within the same band.

[00105] Suppose the feasibility conditions for co-scheduling (as described above)
are violated for a given choice of UEs to pair (e.g., UEL, 304 and UE2, 306) and a given
choice of target SINRS (SINR; min and SINR; min). In this case, full duplex operation on
the same channel is still possible, but it may be worth considering to schedule the two
links on different channels in the same band. That is, one or more aspects of the present
disclosure may utilize a quasi-full duplex operation, where the transmit and receive
links at a given node reside on different channels (or sub-bands) on the same band. In
this case, certain adjacent channel leakage ratio (ACLR) requirements at the transmitter
and adjacent channel suppression (ACS) requirements at the receiver can boost the
effective value of X at the scheduling entity 302, and the effective value of PL;, at UEI,
304. Furthermore, the feasibility conditions may be met with these improved values of
X and PLy,. In this case, in some aspects of the disclosure, the MAC at the scheduling
entity 302 may choose to co-schedule the UEs in a quasi-full duplex mode.

[00106] To summarize, the scheduler (e.g., a MAC entity at the scheduling entity
302) may make a choice of co-scheduled UEs and data-rate/type for each link. To this
end, the base station may first determine if the feasibility conditions for full duplex
operation are met. If so, the two links may be scheduled in full duplex mode. Otherwise,
the MAC at the scheduling entity may determine if the feasibility conditions for quasi-
full duplex operation are met. If so, the two links may be scheduled in quasi-full duplex
mode. Otherwise, the two links may be scheduled in different time-slots or bands (i.e.,
half duplex).

[00107] Upon determining two or more feasible configurations, possibly

involving multiple UE pairs and data-rate configurations, the scheduling entity 302 may
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determine a utility metric associated with each feasible configuration, and choose the
configuration with the best utility metric.

[00108] FIG. 11 is a flow chart illustrating an exemplary process 1100 for co-
scheduling devices based on certain feasibility conditions in accordance with one or
more aspects of the present disclosure. In some examples, the process 1100 may be
carried out by a network node such as a scheduling entity 100 and/or a processing
system 114 as described above and illustrated in FIG. 1. In some examples the process
1100 may be carried out by any suitable means for implementing the described
functions.

[00109] At block 1102, a first device (e.g., a scheduling entity 100) may select a
pair of wireless devices (e.g., UEs 200) for potential co-scheduling, and at block 1104,
the scheduling entity 100 may determine whether one or more primary feasibility
conditions are met. These feasibility conditions for co-scheduling are described
throughout the present disclosure, and include, for example, a geographic distance
between UEs or an explicit inter-device interference value between UEs. If the primary
feasibility conditions are satisfied, then the process may proceed to block 1106, wherein
the scheduling entity 100 may co-schedule the selected pair of UEs to utilize the same
time—frequency resource. On the other hand, if the primary feasibility conditions are not
satisfied, then the process may proceed to block 1108 wherein the scheduling entity 100
may determine whether one or more secondary feasibility conditions are met. These
feasibility conditions for co-scheduling are described throughout the present disclosure,
and include, for example, a geographic distance between UEs or an inter-device
interference value between UEs. As one simple example, the primary feasibility
conditions at block 1104 may correspond to first threshold values, and the secondary
feasibility conditions at block 1108 may be second threshold values, with more inter-
device interference tolerance than the first threshold values. If the secondary feasibility
conditions are satisfied, then the process may proceed to block 1110, wherein the
scheduling entity 100 may implement a quasi-full duplex option, wherein the selected
pair of UEs are co-scheduled to utilize different frequency channels within the same
band. Here, if even the secondary feasibility conditions are not satisfied, then the
process may proceed to block 1112 wherein the scheduling entity 100 may determine

not to co-schedule the selected pair of UEs.

Limited Full duplex Capability at a UE
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[00110] In the description above, while the scheduling entity 302 has been
described as being capable of full duplex communication, the UEs 304 and 306 have
been assumed only to be capable of half duplex communication. However, in other
aspects of the disclosure, one or more UEs in the wireless communication system may
be capable of supporting full duplex operation, at least to a limited extent. For example,
FIG. 12 is a block diagram illustrating a scheduling entity 302 configured for full
duplex communication, and a UE 1204, configured for limited full duplex
communication. In an aspect of the disclosure, the UE 1204 may be capable of full
duplex communication when there exists a small value for the self-inference-
cancellation factor X.

[00111] That is, in some aspects of the disclosure, one or more UEs such as the
UE 1204 may support full duplex operation, e.g., as long as their transmit power is low
(e.g., below a suitable threshold). For example, at a lower transmit power, the UE 1204
may be able to bypass its power amplifier, thereby reducing or eliminating the need to
compensate for distortions and noise introduced by the power amplifier.

[00112] Here, if a full duplex scheduling entity 302 serves a UE 1204 with such
limited full duplex capability, the same UE 1204 may be scheduled in both directions
(i.e., downlink and uplink) at the same time. In this case, the UE 1204 may transmit at
the lowest possible power that yields the target SINR at the scheduling entity 302
receiver. Further, the scheduling entity 302 may transmit at a power high enough to
ensure that the UE 1204 receiver achieves the desired SINR, despite any partial leakage
from its own transmission.

[00113] If the transmit power at the scheduling entity 302 exceeds its capability,
the scheduling entity 302 may switch to a lower transmission rate, which reduces the
required SINR. The scheduling entity may choose the highest possible data rate for
which the target SINR may be met without exceeding its transmit power capabilitics.

[00114] Alternatively, the scheduling entity 302 may select a lower data rate at
which to receive data from the UE 1204, which results in a lower transmit power from
the UE 1204. This, in turn, translates to lower self-interference at the UE 1204.

[00115] FIG. 12 illustrates the following parameters in a network with a UE 1204

capable of limited full duplex functionality. In the illustration:

Py« 1 corresponds to the power of the signal transmitted from the scheduling

entity 302.
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P> corresponds to the power of the signal transmitted from the UE 1204.

PL corresponds to the path loss between the scheduling entity 302 and the UE
1204.

P 1 corresponds to the power received at the scheduling entity 302. Here, P =
Pis—PL.
P> corresponds to the power received at the UE 1204. Here, Py 2 = P1 — PL.

X, represents the self-interference cancellation capability at the scheduling entity

302.
X; represents the self-interference cancellation capability at the UE 1204.

L, corresponds to the self-interference at the scheduling entity 302, taking
account of its self-interference cancellation capability. That is, [, = P — Xi.
I, corresponds to the self-interference at the UE 1204, taking account of its self-
interference cancellation capability. That is, /1 = Pix2 — Xa.
SINR, corresponds to the SINR at the UE 1204,
SINR, corresponds to the SINR at the scheduling entity 302.
[00116] Here, SINR| = P — PL — (No V (P2 — X2)); and SINR, = P, — PL —
(No V (Pi1 — X1)). In an aspect of the disclosure, full duplex capabilities at the UE 1204
may be enabled under certain conditions relating to one or both of SINR, and/or SINR;,

e.g., whether one or both are at or above given threshold values. For example, full

duplex may be enabled when SINR; > SINR| min; and when SINR, > SINR) min.

Feasibility Conditions for Full duplex Operation with a Single UE

[00117] Based on the SINR analysis, the minimum transmit power at the
scheduling entity 302 and the UE 1204 (with reference to FIG. 12) may satisfy the

following equations:

Ptx,l = S[NRl,min+ PL+ (NO A% (Ptx,Z _XZ)) < Ptx,l,max (1”)
Ptx,2 = S[NRZ,min +PL+ (NO A% (Ptx,l _Xl)) < Ptx,Z,max (2”)
[00118] The above two equations may be solved simultancously, provided that:

D =X +Xo — (SINRy min + SINRy min + 2 PL) > 0;
SINR| min + PL + No + (0 V (SINRymin + PL — X2) — 10 log10(1-10 ") < Py 1 max;

and
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SINR) min + PL + No + (0 V (SINR min + PL — X1) — 10 log1o(1-10 %) < Py 3 max.

[00119] The left-hand side of the last two inequalities above is in fact the
minimum transmit power at the two nodes. Feasibility conditions for enabling limited
full duplex functionality at the UE 1204 are facilitated by reducing one or more of
SINR| min, SINR) min, Or PL, or by increasing one or more of X; or X;. The scheduling
entity 302 may increase or decrease the path loss PL through user selection, and may
decrease the minimum SINR requirement through data rate/type/format (i.e., data vs.
control) selection.

[00120] Here, if the self-interference rejection capability at the UE 1204 (X5) is
much smaller than that at the scheduling entity 302 (X), then for similar link SINRs, the
required transmit power at the scheduling entity 302 (Py ;) is beneficially much smaller
than that at the UE 1204 (Pi).

[00121] In a further aspect of the disclosure, the scheduling entity 302 may also
increase the effective values of X; and/or X, by choosing to operate in quasi-full duplex
mode, wherein the two links assigned to different channels/sub-channels on the same
band.

[00122] FIG. 13 is a flow chart illustrating an exemplary process 1300 for
determining whether to enable full duplex operation at a UE in accordance with one or
more aspects of the present disclosure. In some examples, the process 1300 may be
carried out by a network node such as a scheduling entity 100 and/or a processing
system 114 as described above and illustrated in FIG. 1. In some examples the process
1300 may be carried out by any suitable means for implementing the described
functions.

[00123] At block 1302, a device (e.g., a scheduling entity 100) may communicate
with a first wireless device (e.g., a UE 200), and at block 1304 the scheduling entity 100
may determine whether a transmit power of the first UE 200 is undesirably low (e.g.,
being below a suitable transmit power threshold). If the transmit power is not below the
transmit power threshold, then the process may proceed to block 1306 wherein the
scheduling entity 100 may configure the first UE 200 for half duplex functionality. On
the other hand, if the transmit power of the UE 200 is less than the transmit power
threshold, then the process may proceed to block 1308, wherein the scheduling entity
100 may enable full duplex functionality at the UE 100. Further, at block 1310, the
scheduling entity 100 may configure the transmit power of the full duplex-enabled UE
100 to the lowest possible transmit power that yields a suitable target SINR.
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Extension to More Generalized Self Interference Cancellation Model

[00124] FIG. 14 is a block diagram illustrating an exemplary wireless
communication system similar to the system illustrated in FIG. 12, wherein a UE 1404
is configured for limited full duplex functionality. However, in FIG. 14, the
transmission characteristics illustrate a generalized model for self-interference

cancellation. That is, as illustrated:

Py« 1 corresponds to the power of the signal transmitted from the scheduling

entity 302.
P> corresponds to the power of the signal transmitted from the UE 1404.

PL, = PL, = PL corresponds to the path loss between the scheduling entity 302
and the UE 1404.

P 1 corresponds to the power received at the scheduling entity 302. Here, P =
Pis — PL,.
P> corresponds to the power received at the UE 1404. Here, Py 2 = P,1 — PLy.

X, represents the self-interference cancellation capability at the scheduling entity

302.
X; represents the self-interference cancellation capability at the UE 1404.

The uncancelled self-interference power may be given by, for example, / =

(I/X)-P’1 . In the dB domain, this may be written as / = AP — X.

A1 and 4, represent the relationship between the transmission power P and the
residual interference power /. In general, for many full duplex radio
implementations, 0 <1 < 1, although this is not necessarily the case. In the
previous examples and analysis, it was assumed that 4 was equal to 1, in
which case the residual interference / would be X dB less than the transmit
power P. In an example where 4 were equal to 0.5, then if the transmit power
P were increased by 1 dB, then the residual interference power / would

increase only by 0.5 dB.

1, corresponds to the self-interference at the scheduling entity 302, taking
account of its self-interference cancellation capability. Here, a generalized
model of the self-interference power may be represented by the equation /; =

APy — X
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I, corresponds to the self-interference at the UE 1404, taking account of its self-
interference cancellation capability. Here, a generalized model of the self-
interference power may be represented by the equation /) = AxPix» — X>.

SINR; corresponds to the SINR at the UE 1404.

SINR; corresponds to the SINR at the scheduling entity 302.

[00125] Here, SINR; = P — PL — (No V (A2Px» — X2)); and SINR, = Py — PL —
(No V (A1Px1 — X1)). In an aspect of the disclosure, full duplex capabilities at the UE
1404 may be enabled under certain feasibility conditions relating to one or both of
SINR; and/or SINR,, e.g., whether one or both are at or above given threshold values.
For example, full duplex may be enabled when SINR; > SINR| min; and when SINR, >
SINR) min.

Feasibility Conditions for Full duplex Operation with a Single UE, with generalized
self-interference model
[00126] Based on the SINR analysis of the transmitted signals, the minimum
transmit power at the scheduling entity 302 and the UE 1404 might benefit from
satisfying the following inequalities:
SINR min + PL1 + (No V (J2 Px2 — X2)) < Pt < Pix1,max; and (1)
SINR) min + PLy + (No V (A1 Pix1 — X1)) < Pix2 < Pix2,maxs (2)
where PL, = PL, = PL.
[00127] In the above disclosure, prior to generalizing, the case where 41 =4, =1
has already been addressed. Therefore, it suffices to consider 4; <1, 4, <1, and 4; A, <

1. In these cases, a feasible power allocation may exist as long as:

Ptx,l,max - PLl - (NO A% (12 (S[NRZ,min + PLZ + (NO A% (ll Ptx,l,max _Xl))) _)(2)) >

SINR| min.
Ptx,Z,max - PLZ - (NO A% (il (S[NRl,min + PLl + (NO A% (12 Ptx,Z,max _XZ))) _)(1)) >
SINR) min.
[00128] Another way to express the above may be to generate feasibility

functions. For example, by subtracting SINR; min from both sides, a first feasibility
function fj() may be obtained:
Py imax — PL1 — (No V (A2 (SINRy min + PLy + (No V (A1 P 1max - X1))) — X2)) —
SINR{ min 2 0.
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[00129] Here, fi() = Pximax — PLi — (No V (&2 (SINRymin + PLy + (No V (4
Pix 1 max - X1))) — X2)) — SINR; min, and the feasibility condition may be satisfied if fi() >
0.

[00130] Similarly, a second feasibility function f,() may be obtained as follows:

P2 max —PLy— (No V (A1 (SINRi min + PL1 + (No V (A2 Pix o max — X2))) — X1))
SINR min 2 0.

[00131] Here, f5() = Pxomax — PLy — (No V (41 (SINRimin + PL1 + (N0 V (A
Pi o max — X2))) — X1)) SINR> min, and the feasibility condition may be satisfied if f,() > 0.

[00132] As expected, the left-hand side of the above inequalities may be

increased by decreasing PLi (= PLy = PL) and/or SINRi min/SINR2 min, O by increasing
X or X,. In other words, feasibility conditions may be facilitated by reducing one or
more of SINR| min, SINR» min, PL1 (= PL, = PL), or by increasing one or more of X; or X,.
This implies that the qualitative behavior of the scheduling entity 302 is the same as that
in the original interference model. That is, the scheduling entity 302 may reduce path
loss(es) through judicious user selection, or may decrease the target SINR(s) through

judicious selection of data rate or data type (e.g., traffic vs. control).

Full duplex Capability Reporting

[00133] In a further aspect of the disclosure, in order to facilitate the full duplex
operation between a scheduling entity 302 and a UE 1404, the UE 1404 may declare
(e.g., by transmitting a corresponding information element) one or more interference
cancellation capability parameters 254, such as its self-interference cancellation factor
(42, X2), to the scheduling entity 302. In some examples, this declaration may be part of
the UE category reporting, or in another example, this declaration may be a separate
capability attribute.

[00134] Furthermore, because the value of (4, X») may further depend on the
power amplifier state at the UE 1404 (e.g., ON or OFF), the UE 1404 may declare a
list/array/table of interference cancellation capability parameters (4, X2), €.g., one (pair
of) value(s) per power amplifier state. In addition, in some examples, the UE 1404 may
report its power amplifier state or path loss on a regular basis, so that the scheduling
entity 302 may determine the extent of interference cancellation that may be performed

by the UE 1404 in a given state/configuration.



WO 2015/199942 PCT/US2015/034271

34

Revisiting a full duplex base station serving two half duplex UEs, with

extended/generalized model for self-interference cancellation at the base station

[00135] FIG. 15 is a block diagram of a wireless communication network
including two half duplex UEs UEl, 1504 and UE2, 1506, wherein the illustrated
communication parameters correspond to the extended or generalized model for self-

interference cancellation at the full duplex scheduling entity 302. In this illustration:
Py 1 represents the transmitted power from the scheduling entity 302;
Py > represents the transmitted power from UE2, 1506;

P represents the received power at UE1, 1504, corresponding to the

transmission from the scheduling entity 302;
I, = 1P — X represents self-interference at the scheduling entity 302;

I1» = P« » — PLy, represents the cross-device interference power received at UEL,

1504, corresponding to the transmission from UE2, 1506;

PL; represents the path loss corresponding to a transmission from the scheduling
entity 302 to UE1, 1504;

PL, represents the path loss corresponding to a transmission from UE2, 1506, to

the scheduling entity 302;

PLj, represents the path loss corresponding to a transmission from UE2, 1506, to
UEL, 1504;

SINR, represents the SINR detected at UE1, 1504;
SINR, represents the SINR detected at the scheduling entity 302;

X represents the magnitude of interference suppression at the scheduling entity
302; and

Ny represents noise.

[00136] The analysis of this scenario may be considered a special case of the
analysis presented above, in relation to FIG. 14, for the single full duplex UE case.
However, here,

M=L=1,X=X X,=PLlp.

[00137] Furthermore, in this illustration, the path losses PZ; and PL, may be

different from one another. This results in the following. The above disclosure has
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addressed the case where 4 = 1. Accordingly, it should suffice to consider 4 < 1. In this
case, a feasible power allocation exists as long as:
P tmax —PL1 — (No V (SINRymin + PLy + (No V (A P 1 max — X)) — PL12)) >
SINR| min; and
Pix2.max —PLy = (No V (A (SINRy min + PL1 + (No V (42 Pix2,max — PL12))) — X)) >
SINR min.

[00138] As in the single-UE scenario, described above in connection with FIG.
14, the generalized model illustrated in FIG. 15 leads to the qualitative behavior of the
scheduling entity 302 as that in the original interference model. That is, the scheduling
entity 302 may reduce path loss(es) through judicious user selection, or decrease the

target SINR(s) through judicious selection of data rate or data type (traffic vs. control).

Extension to multi-hop networks

[00139] Above, the disclosure has basically been limited to the discussion of a
radio level full duplex capable scheduling entity 302 (e.g., a base station) transmitting to
a first UE and receiving from a second UE at the same time, on the same frequency
channel/band. However, the present disclosure is broadly not limited thereto. That is,
referring now to FIG. 16, in some aspects of the disclosure the concepts described
herein may be generalized to apply to a multi-hop/mesh system, where the full duplex
node is an intermediate node 1604 in a multi-hop/relay network that receives data from
an upstream node and transmits data to a downstream node. Here, the upstream node
may be a base station 1602/1603, a UE, or even another relay node. Similarly, the
downstream node may be a UE 1606/1610, or another relay node. In some examples,
the intermediate node (e.g., the relay 1604) may have connectivity not only with
multiple downstream nodes (e.g., a plurality of UEs), but also with multiple upstream
nodes (e.g., a plurality of anchor base stations).

[00140] In one particular example, the relay node 1604 may carry downlink data
from an upstream node such as the anchor base station 1602, to a downstream node such
as the UE 1606. In another example, the same relay node 1604 may carry uplink data
from a downstream node such as UE 1606, to an upstream node such as the anchor
base-station 1602. In these examples, the relay node 1604 may have a radio level full

duplex capability, but the other upstream/downstream nodes may or may not have such
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full duplex capabilities. In other words, the anchor base-station(s) and UE(s) may be
half duplex, full duplex, or limited full duplex, as described above.

[00141] In various aspects of the disclosure, the relay node 1604 may engage in
full duplex operation in any of several different ways, with several examples being
illustrated in FIGs. 17, 18, 19, 20, 21, and 22.

[00142] For example, FIG. 17 illustrates a wireless communication system
wherein a relay node 1704 may simultancously (and on the same frequency
channel/band) receive downlink data from an anchor base station 1702 and transmit
downlink data to a UE 1706.

[00143] FIG. 18 illustrates a wireless communication system according to another
example, wherein a relay node 1804 may simultaneously (and on the same frequency
channel/band) receive uplink data from a UE 1806 and transmit uplink data to an anchor
base station 1802.

[00144] FIG. 19 illustrates a wireless communication system according to still
another example, wherein a relay node 1904 may simultaneously (and on the same
frequency channel/band) transmit downlink data to UE 1910 and receive uplink data
from another UE 1906.

[00145] FIG. 20 illustrates a wireless communication system according to still
another example, wherein a relay node 2004 may simultaneously (and on the same
frequency channel/band) receive downlink data (destined for some UE) from an anchor
base station 2002 and transmit uplink data (originating from some other UE) to another
anchor base station 2003.

[00146] FIG. 21 illustrates a wireless communication system according to still
another example, wherein a relay node 2104 may simultaneously (and on the same
frequency channel/band) transmit and receive data to/from the same anchor base station
2102, provided the anchor base station also has a radio level full duplex capability.

[00147] FIG. 22 illustrates a wireless communication system according to yet
another example, wherein a relay node 2204 may simultaneously (and on the same
frequency channel/band) transmit and receive data to/from the same UE 2210, provided
the UE also has a radio level full duplex capability.

[00148] In summary, the two co-scheduled links in the full duplex operation may
be associated with any suitable number of nodes (e.g., one or more) on the downstream,

and any suitable number of nodes (e.g., one or more) on the upstrecam. If an
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upstream/downstream node also has a full duplex capability, then the two co-scheduled
links may be associated with the same upstream/downstream node.

[00149] In all these cases, the relay node 1604 may operate in full duplex mode
on the access hops (i.e., the radio link between the relay node 1604 and the terminal UE
1606), or on the backhaul hops (i.e., the radio link between the relay node 1604 and its
anchor base station 1602) or across an access hop and a backhaul hop if the associated
path losses, SINR targets, and self-interference cancellation parameters satisfy the
feasibility conditions described in the previous sections. Otherwise, as described in the
examples above, the relay node 1604 may use time or frequency division duplexing to
operate on the two links. The considerations regarding user selection, SINR target
selection (through selection of the appropriate data rate or data type, i.e., user traffic vs.
control signaling such as CQI/ACK/REQ) that may be used to facilitate the feasibility
conditions for full duplex operation, may carry over almost verbatim to this case of
relay operation.

[00150] In a further aspect of the disclosure, the same type of feasibility
conditions and considerations for full duplex operation described above may apply to
more general multi-hop/mesh systems with full duplex capabilities at any number of
intermediate nodes, even though the distinction between backhaul hop vs. anchor hop,
as well as the distinction between anchor base station and terminal UE, may be blurred
in these mesh-based communication systems. In particular, an intermediate node with a
radio level full duplex capability may co-schedule an upstream node and downstream
node, so as to transmit data/control to one of them and receive data/control from the
other simultaneously, as long as the associated path losses, self-interference
cancellation/rejection parameters (4 and X), and link SINR targets satisfy the feasibility
conditions. As before, the scheduling entity (which may be hosted on the intermediate
node, or another controlling node, such as an anchor base station) may vary the path loss
parameters through appropriate selection of the upstream/downstream node(s), while the
SINR targets may be changed through an appropriate selection of data rate and/or data
type (e.g., traffic vs. control). If the feasibility conditions for co-channel full duplex
conditions can not be met, the scheduling entity may consider quasi-duplex operation
(on different channels/subchannels in the same frequency band), or fall back to half

duplex operation as needed.

Conclusion
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[00151] As described above, one or more aspects of the disclosure provide for a
wireless communication system wherein a full duplex node (e.g., a scheduling entity)
may wirelessly communicate with one or more other nodes or devices. Here, the full
duplex node may determine the path loss {PLy} between itself and the devices it
communicates with. The path loss {PLy} may be determined in any suitable fashion,
many of which are described above.

[00152] In some examples, the full duplex node may determine, directly and/or
indirectly, the inter-device path loss {PL;;} between pairs of devices with which it
communicates. The inter-device path loss {PL;;} may be determined in any suitable
fashion, many of which are described above.

[00153] The full duplex node may determine certain target SINR values for
multiple links between itself and one or more of the devices it communicates with.
Furthermore, the full duplex node may determine one or more feasibility functions f,()
involving the path loss between itself and a pair of devices, the path loss between that
pair of devices, as well as target SINR values for multiple links involving the full
duplex node and the pair of devices. In some cases, the two devices may be one and the
same. In this case, self-interference cancellation parameters of the device take the place
of inter-device path loss.

[00154] In some examples, if all the feasibility functions have a positive value,
the pair of devices may be selected for full duplex co-scheduling. In some aspects of the
disclosure, each feasibility function f,() may be a non-increasing or decreasing function
of the path losses, and target SINR.

[00155] In some aspects of the disclosure, the path loss terms that go into the
feasibility functions may be changed by considering different pairs of UEs for full
duplex co-scheduling. In still further aspects, the target SINR of the links in question
may be changed by considering different modulation and coding schemes (MCS), or
traffic types (e.g., user data vs. control/signaling).

[00156] In a still further aspect of the disclosure, a pair of UEs that are not
compatible for full duplex scheduling may be considered for quasi full duplex
scheduling, on different/neighboring channels/subchannels in the same band.

[00157] As those skilled in the art will readily appreciate, various aspects
described throughout this disclosure may be extended to any suitable
telecommunication systems, network architectures and communication standards. By

way of example, various aspects may be applied to UMTS systems such as W-CDMA,



WO 2015/199942 PCT/US2015/034271

39

TD-SCDMA, and TD-CDMA. Various aspects may also be applied to systems
employing Long Term Evolution (LTE) (in FDD, TDD, or both modes), LTE-Advanced
(LTE-A) (in FDD, TDD, or both modes), CDMA2000, Evolution-Data Optimized (EV-
DO), Ultra Mobile Broadband (UMB), IEEE 802.11 (Wi-F1), IEEE 802.16 (WiMAX),
IEEE 802.20, Ultra-Wideband (UWB), Bluetooth, and/or other suitable systems,
including those described by yet-to-be defined wide area network standards. The actual
telecommunication standard, network architecture, and/or communication standard
employed will depend on the specific application and the overall design constraints
imposed on the system.

[00158] Within the present disclosure, the word “exemplary” is used to mean
“serving as an example, instance, or illustration.” Any implementation or aspect
described herein as “exemplary” is not necessarily to be construed as preferred or
advantageous over other aspects of the disclosure. Likewise, the term “aspects” does not
require that all aspects of the disclosure include the discussed feature, advantage or
mode of operation. The term “coupled” is used herein to refer to the direct or indirect
coupling between two objects. For example, if object A physically touches object B, and
object B touches object C, then objects A and C may still be considered coupled to one
another—even if they do not directly physically touch each other. For instance, a first
die may be coupled to a second die in a package even though the first die is never
directly physically in contact with the second die. The terms “circuit” and “circuitry”
are used broadly, and intended to include both hardware implementations of electrical
devices and conductors that, when connected and configured, enable the performance of
the functions described in the present disclosure, without limitation as to the type of
electronic circuits, as well as software implementations of information and instructions
that, when executed by a processor, enable the performance of the functions described
in the present disclosure.

[00159] One or more of the components, steps, features and/or functions
illustrated in FIGs. 1-22 may be rearranged and/or combined into a single component,
step, feature or function or embodied in several components, steps, or functions.
Additional elements, components, steps, and/or functions may also be added without
departing from novel features disclosed herein. The apparatus, devices, and/or
components illustrated in FIGs. 1, 2, 3, 5,9, 10, 12, 14, 15, 16, 17, 18, 19, 20, 21, and/or
22 may be configured to perform one or more of the methods, features, or steps

described herein and illustrated in FIGs. 4, 6, 7, 8, 11, and/or 13. The novel algorithms
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described herein may also be efficiently implemented in software and/or embedded in
hardware.

[00160] It is to be understood that the specific order or hierarchy of steps in the
methods disclosed is an illustration of exemplary processes. Based upon design
preferences, it is understood that the specific order or hierarchy of steps in the methods
may be rearranged. The accompanying method claims present elements of the various
steps in a sample order, and are not meant to be limited to the specific order or hierarchy
presented unless specifically recited therein.

[00161] The previous description is provided to enable any person skilled in the
art to practice the various aspects described herein. Various modifications to these
aspects will be readily apparent to those skilled in the art, and the generic principles
defined herein may be applied to other aspects. Thus, the claims are not intended to be
limited to the aspects shown herein, but are to be accorded the full scope consistent with
the language of the claims, wherein reference to an element in the singular is not
intended to mean “one and only one” unless specifically so stated, but rather “one or
more.” Unless specifically stated otherwise, the term “some” refers to one or more. A
phrase referring to “at least one of” a list of items refers to any combination of those
items, including single members. As an example, “at least one of: a, b, or ¢” is intended
to cover: a; b; ¢; aand b; a and ¢; b and ¢; and a, b and ¢. All structural and functional
equivalents to the elements of the various aspects described throughout this disclosure
that are known or later come to be known to those of ordinary skill in the art are
expressly incorporated herein by reference and are intended to be encompassed by the
claims. Moreover, nothing disclosed herein is intended to be dedicated to the public
regardless of whether such disclosure is explicitly recited in the claims. No claim
element is to be construed under the provisions of 35 U.S.C. §112, sixth paragraph,
unless the element is expressly recited using the phrase “means for” or, in the case of a

method claim, the element is recited using the phrase “step for.”
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CLAIMS

L. A method of wireless communication operable at a network node,
comprising:

communicating with a first device and a second device, by utilizing half duplex
communication with each of the first device and the second device;

determining an inter-device path loss between the first device and the second
device; and

co-scheduling the first device and the second device to utilize a first time—
frequency resource if the inter-device path loss between the first device and the second

device is greater than a threshold.

2. The method of claim 1, further comprising:
allocating a resource for the first device to utilize to transmit an interference
discovery signal to the second device; and

transmitting a signal indicative of the allocated resource to the first device.

3. The method of claim 2, further comprising:
randomly changing a time—frequency location of the allocated resource over a
series of slots until the inter-device path loss between each pair from among a plurality

of pairs of devices is determined.

4, The method of claim 2, further comprising selecting a subset of devices
from among a plurality of devices for transmitting the interference discovery signal, the
first device being part of the subset, wherein the subset is randomly selected from

among the plurality of devices.

5. The method of claim 2, wherein the resource allocated to the first device

corresponds to an identifier unique to the first device.

6. The method of claim 1, wherein the determining an inter-device path loss

comprises:
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determining a distance between the first device and the second device; and

inferring the inter-device path loss according to the distance.

7. The method of claim 1, wherein the co-scheduling of the first device and
the second device is further in accordance with a determination of a path loss between

the first and second devices, and the network node.

8. The method of claim 1, wherein the network node comprises a relay node
configured to communicate with an upstream node utilizing a backhaul communication

interface.

9. A method of wireless communication operable at a user equipment (UE),
comprising:

communicating with a network node utilizing half duplex communication;

receiving an interference discovery signal from an interfering UE;

transmitting an interference report to the network node corresponding to a
strength of the received interference discovery signal; and

receiving a resource allocation from the network node, wherein the resource
allocation is co-scheduled with the interfering UE only if a path loss, corresponding to

the strength of the received interference discovery signal, is greater than a threshold.

10. The method of claim 9, wherein the receiving an interference discovery
signal comprises receiving uplink transmissions from interfering UEs during a time—
frequency resource for which the UE is not scheduled for uplink transmission; and

wherein the transmitting an interference report comprises reporting the time—

frequency resource in which the uplink transmissions were received.

11. The method of claim 10, further comprising:
enabling full duplex communication at the UE if a configured transmit power for

the UE is less than a transmit power threshold.

12. The method of claim 11, further comprising receiving a grant to transmit

at a lowest possible power that yields a target signal-to-interference-and-noise ratio.
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13. The method of claim 9, further comprising: transmitting an information
element corresponding to one or more interference cancellation capability parameters,
wherein the interference cancellation capability parameters indicate an interference

cancellation capability of the UE.

14. A network node configured for wireless communication, comprising:
at least one processor;
a computer-readable medium communicatively coupled to the at least one
processor; and
a transceiver communicatively coupled to the at least one processor,
wherein the at least one processor is configured to:
utilize the transceiver to communicate with a first device and a second
device, by utilizing half duplex communication with each of the first device and the
second device;
determine an inter-device path loss between the first device and the
second device; and
co-schedule the first device and the second device to utilize a first time—
frequency resource if the inter-device path loss between the first device and the second

device is greater than a threshold.

15. The network node of claim 14, wherein the at least one processor is
further configured to:

allocate a resource for the first device to utilize to transmit an interference
discovery signal to the second device; and

utilize the transceiver to transmit a signal indicative of the allocated resource to

the first device.

16. The network node of claim 15, wherein the at least one processor is
further configured to:

randomly change a time—frequency location of the allocated resource over a
series of slots until the inter-device path loss between each pair from among a plurality

of pairs of devices is determined.
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17. The network node of claim 15, wherein the at least one processor is
further configured to select a subset of devices from among a plurality of devices for
transmitting the interference discovery signal, the first device being part of the subset,

wherein the subset is randomly selected from among the plurality of devices.

18. The network node of claim 15, wherein the resource allocated to the first

device corresponds to an identifier unique to the first device.

19. The network node of claim 14, wherein the at least one processor, being
configured to determine an inter-device path loss, is further configured to:
determine a distance between the first device and the second device; and

infer the inter-device path loss according to the distance.

20. The network node of claim 14, wherein the at least one processor is
further configured to:
determine a single-device path loss between a wireless device and the network

node.

21.  The network node of claim 14, wherein the at least one processor, being
configured to co-schedule the first device and the second device, is further configured to
co-schedule the first device and the second device in accordance with a determination of

a path loss between the first and second devices, and the network node.

22.  The network node of claim 14, wherein the at least one processor, being
configured to co-schedule the first device and the second device, is further configured to
co-schedule the first device and the second device in accordance with a data rate and/or

a data type utilized by at least one of the first device or the second device.

23. The network node of claim 14, wherein the network node comprises a

base station.

24, The network node of claim 14, wherein the network node comprises a
relay node configured to communicate with an upstream node utilizing a backhaul

communication interface.
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25. A user equipment (UE) configured for wireless communication,
comprising:
at least one processor;
a computer-readable medium communicatively coupled to the at least one
processor; and
a transceiver communicatively coupled to the at least one processor,
wherein the at least one processor is configured to:
utilize the transceiver to communicate with a network node utilizing half
duplex communication;
utilize the transceiver to receive an interference discovery signal from an
interfering UE;
utilize the transceiver to transmit an interference report to the network
node corresponding to a strength of the received interference discovery signal; and
utilize the transceiver to receive a resource allocation from the network
node, wherein the resource allocation is co-scheduled with the interfering UE only if a
path loss, corresponding to the strength of the received interference discovery signal, is

greater than a threshold.

26. The UE of claim 25, wherein the at least one processor, being configured
to receive an interference discovery signal, is further configured to utilize the
transceiver to receive uplink transmissions from interfering UEs during a time—
frequency resource for which the UE is not scheduled for uplink transmission; and

wherein the at least one processor, being configured to transmit an interference
report, is further configured to report the time—frequency resource in which the uplink

transmissions were received.

27. The UE of claim 26, wherein the at least one processor is further
configured to:
enable full duplex communication at the UE if a configured transmit power for

the UE is less than a transmit power threshold.
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28. The UE of claim 27, wherein the at least one processor is further
configured to utilize the transceiver to receive a grant to transmit at a lowest possible

power that yields a target signal-to-interference-and-noise ratio.

29. The UE of claim 25, wherein the at least one processor is further
configured to:
enable full duplex communication at the UE if a signal to interference and noise

ratio is greater than a threshold.

30. The UE of claim 25, wherein the at least one processor is further
configured to utilize the transceiver to transmit an information element corresponding to
one or more interference cancellation capability parameters, wherein the interference
cancellation capability parameters indicate an interference cancellation capability of the

UE.
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