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SECURE SERVICE HOSTED IN A VIRTUAL SECURITY ENVIRONMENT

BACKGROUND
[0001] Computer systems are currently in wide use. Some such computer systems
are deployed in a remote server environment (such as in the cloud) where they host services.
[0002] The hosted services can be services where security is important. For
instance, some hosted services may be payment services, credit card processing services,
banking services, or a wide variety of other services that handle confidential information.
[0003] These types of systems have an infrastructure that is normally hosted on
discrete systems. By way of example, each hosted service may be hosted on a separate or
discrete physical machine. These machines may be deployed in physically caged
environments to provide physical security. Also, developers or other programmers who
write code for these types of systems are often made to enter a secured or caged physical
facility with a relatively isolated network, again to increase security with respect to the
developed code, that is deployed on such a service.
[0004] This can result in a number of drawbacks for such as service. By way of
example, since each service is often deployed on a dedicated physical machine (or server)
and there is no virtualization involved, scalability can be very difficult. In order to scale
such a service, additional physical machines must be added for additional services or service
instances. Further, because developers or programmers are required to generate code in a
physically secure and strictly controlled environment, this can lead to rigidity in that it can
be very difficult to make changes.
[0005] The discussion above is merely provided for general background information
and is not intended to be used as an aid in determining the scope of the claimed subject
matter.

SUMMARY

[0006] An execution environment has a deployed virtual machine image. The
virtual machine image provides a service that is identified by a role. The execution
environment generates a measure of the virtual machine image and provides it to a key
service to request role keys that enable operation of the virtual machine image in the
execution environment. The key service determines whether the virtual machine image is
mapped to the role and, if so, returns the role keys to the requesting execution environment.
[0007] This Summary is provided to introduce a selection of concepts in a simplified

form that are further described below in the Detailed Description. This Summary is not
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intended to identify key features or essential features of the claimed subject matter, nor is it
intended to be used as an aid in determining the scope of the claimed subject matter. The
claimed subject matter is not limited to implementations that solve any or all disadvantages
noted in the background.

BRIEF DESCRIPTION OF THE DRAWINGS
[0008] FIG. 1 is a flow diagram illustrating one example of a development channel

for developing a service and generating a virtual machine image corresponding to the

service.
[0009] FIG. 2 is a block diagram of one example of a cloud cage architecture.
[0010] FIG. 3 is a flow diagram illustrating one example of the operation of a

deployment service.
[0011] FIG. 4 is a flow diagram illustrating one example of the operation of an
execution environment.
[0012] FIG. 5 is a flow diagram illustrating one example of the operation of a key
service in providing requested role keys to an execution environment.
[0013] FIG. 6 1s a block diagram showing one example of a computing environment
that can be used in the architecture illustrated in FIG. 1.

DETAILED DESCRIPTION
[0014] FIG. 1 is a flow diagram illustrating one example of the operation of a development
channel 100. Development channel 100 illustratively includes developers 102, build system
104, signing system 106, virtual machine image generator 108, and image measurement
system 110. FIG. 1 also shows that the development channel 100 can be coupled to a cloud
architecture 122 that includes a cloud cage 123 (which, itself, includes trusted execution
environments 124 and 126), cloud cage deployment service 128 and cloud cage key service
130, and can include other items 129. FIG. 1 also shows that one or more secure service
user systems 131 can access architecture 122 through network 132.
[0015] In the example illustrated in FIG. 1, developers 102 illustratively develop source
code 112 which is code that is to be run in a hosted, secure service, such as in the trusted
execution environments 124-126. Such a service may be a payment service, a banking
service, a credit card processing service, or any of a wide variety of other services.
[0016] Build system 104 receives the source code 112 and builds the code into executable
binaries (or other built code) 114. Code 114 is illustratively compiled, executable code that
may include scripts and a variety of data files. It is illustratively provided to signing system

106. Singing system 106 illustratively signs code 114 to generate signed, executable code
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116. Because code 116 is signed, this can ensure that it is not modified after the signature
takes place. The signature may also indicate the code signer (or the identity of signing
system 106).

[0017] Virtual machine image generator 108 then generates a virtual machine image by
combining an appropriate operating system image and the signed executable code 116. The
resultant virtual machine (VM) image 118 may include one or more services and databases
that can be deployed to implement those services, in an execution environment. In one
example, virtual machine image generator 108 can use a virtual hard drive format as a hard
disk for a virtual machine. This can allow multiple operating systems to reside on a single
machine.

[0018] Image measurement system 110 then generates one or more virtual machine image
measurements 120 based on virtual machine images 118. Measurements 120 illustratively
include a re-computable, strong identity representing each image 118. In one example, each
measurement 120 may be a cryptographic hash value that is computed over the
corresponding VM image 118. The VM images 118 and their corresponding measurements
120 can then be provided to a cloud environment (or cloud architecture) 122 where they can
be executed by virtual machines in one or more trusted execution environments 124-126.
[0019] The VM images 118 may be provided to cloud cage deployment service 128, along
with a role-to-VM image mapping that maps the VM image 118 to the particular role
corresponding to the service that it will execute. The VM measurements 120 can be
provided to cloud cage key service 130, along with a measurement-to-role mapping that
maps the particular measurement of the VM image 118 to the role as well. In addition, a
particular trusted execution environment 124-126 that is being used to execute one of the
VM images 118 may send cloud cage key service 130 a trusted execution environment
identifier that identifies the particular trusted execution environment that will be deploying
the VM image 118 represented by the VM image measurement 120.

[0020] Briefly, in operation, cloud cage deployment service 128 can deploy a particular VM
image to a trusted execution environment 124-126. That environment 124-126 can then
request role keys from cloud cage key service 130. Cloud cage key service 130 identifies
whether the particular VM image is appropriate for the particular role, and requesting
execution environment, and, if so, returns encrypted role keys back to the requesting
execution environment so that it can operate to execute its service.

[0021] FIG. 1 also shows that once a service (such as a payment service or other secure

service) is deployed into a trusted execution environment 124-126, a payment (or other
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secure service) user system 131 can access the service in one of the trusted execution
environments through network 132 and cloud 121. By way of example, if the secure service
is a credit card processing service, then user system 131 may be a system at a credit card
company where the credit card processing is needed. If it is a banking service, then system
131 may be deployed at a bank. These are examples only.

[0022] Network 132 can be any of a wide variety of networks, such as a wide area network,
a local area network, or any of a variety of other wired or wireless networks or combinations
of networks. Some are listed below for the sake of example.

[0023] FIG. 2 is a block diagram showing one example of the cloud cage architecture 122,
deployed in cloud 121, in more detail. Some of the items shown in FIG. 2 are similar to
those shown in FIG. 1, and they are similarly numbered.

[0024] Before describing the overall operation of the architecture 122 illustrated in FIG. 2,
a brief description of some of the items in FIG. 2, and their operation, will first be provided.
In the example shown in FIG. 2, cloud cage 123 can include one or more processors or
servers 136, trusted execution environments 124-126, and it can also include other items.
Trusted execution environment 124 can include a hypervisor 138 and one or more virtual
machines 140, along with a decryption system 141 and a measurement system 142. It can
include other items 144 as well. Trusted execution environment 126 can also include a
hypervisor 146, or the hypervisors 138 and 146 can be realized as a single hypervisor for
generating virtual machines 140-148. Execution environment 126 can also include
description system 149 and measurement system 150 and a variety of other items 152. The
trusted execution environments 124-126 can be similar or different. For the sake of the
present description, it will be assumed that they are similar and therefore only the operation
of trusted execution environment 124 will be provided herein.

[0025] Virtual machine 140 illustratively receives a virtual machine image form cloud cage
deployment service 128 (which is described in more detail below) and executes that image.
Measurement system 142 can measure the image deployed on virtual machine 140. The
measurement may be generated by applying a cryptographic hash function to the image.
For instance, where the image is represented by a virtual hard disk image, the measurement
may be generated by applying an SHA-256 hash to that image. This is only one example,
and a variety of other ways for generating a measurement of the virtual machine image can
be used as well. In executing the service represented by the VM-image, trusted execution
environment 124 may expose an application programming interface (API) 151 that user

system 131 can interact with to use the service.
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[0026] In order to deploy a virtual machine image to a trusted execution environment 124,
cloud cage deployment service 128 can be used. In one example, service 128 can include
one or more processors or servers 154, deployment engine 156, virtual machine image
repository 158, role-to-virtual machine image mappings 160, and it can include other items
162. A trusted execution environment 124 illustratively provides a role (which represents
the service that it is to execute) to deployment engine 156. Deployment engine 156 then
accesses role-to-VM image mappings 160 to identify a particular VM image corresponding
to that role and obtains that image from VM image repository 158. It then deploys that VM
image on the virtual machine 140 in the requesting trusted execution environment 124. This
is described in greater detail below with respect to FIG. 3.

[0027] Once the VM image is deployed on the virtual machine 140, the trusted execution
environment 124 illustratively still needs the role keys that it will use in order to execute the
particular service (or role) that has been deployed. That is, the deployed virtual machine
image may include code that represents one or more services and databases, but it does not
yet have the keys it needs to execute its operations. Therefore, trusted execution
environment 124 generates a measurement of the VM image deployed on virtual machine
140 and provides that, along with the role (corresponding to the service) to cloud cage key
service 130 in order to obtain the role keys it needs to operate.

[0028] Cloud cage key service 130 can include one or more processors or servers 164,
virtual trusted execution environment (VTEE) key service 166, policy engine 168, key
wrapping cryptographic engine 170, VM image measurement store 172, measurement-to-
role mappings 174, role key store/generator 176, key wrapper keys 178, and it can include
a variety of other items 180 as well. VTEE key service 166 provides the request (the virtual
machine image measurement and the corresponding role and an identity of the requesting
trusted execution environment 124) to policy engine 168. Policy engine 168 accesses VM
image measurements 172 to verify that the requesting trusted execution environment is an
appropriate environment for executing the particular role represented by the VM image.
Engine 168 also accesses measurement-to-role mappings 174 to identify whether the VM
image measurement provided by the trusted execution environment 124 is mapped to the
role identified by the trusted execution environment 124, in its request for keys. If policy
engine 168 evaluates positively, this indicates that the trusted execution environment that is
requesting the keys is an appropriate environment for executing the identified role. It also
indicates that the measurement of the code (e.g., operating system, code, databases, etc.) in

the VM image deployed in trusted execution environment 124 maps to the role that was
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identified by the trusted execution environment 124. Therefore, this indicates that the
trusted execution environment 124 is appropriate, and that the code has not been changed
and maps to the identified role.

[0029] In that case, VTEE key service 166 requests that key wrapping cryptographic engine
obtain the role keys for the identified role from role key store/generator 176 and wrap those
keys, or encrypt them, with one or more key wrapper keys 178. The wrapped keys are then
provided back to VTEE key service 166, which returns them to the requesting trusted
execution environment 124. There, they can be decrypted by decryption system 141 and
used to execute the service (or role) in that environment.

[0030] FIG. 3 is a flow diagram illustrating one example of the operation of cloud cage
deployment service 128, in more detail. Deployment engine 156 first receives a role
identifier identifying a role that is to be deployed into a trusted execution environment 124.
This is indicated by block 190 in FIG. 3. The role illustratively corresponds to a secure
service, such as a payment service, a credit card service, etc., that is to be hosted by the
trusted execution environment 124. This is indicated by block 192. The role identifier may
be an arbitrary string 194, or other representation 196.

[0031] Deployment engine 156 then accesses the role-to-VM image mappings 160 to
identify a particular VM image that corresponds to the role. Accessing the role-to-VM
image mappings is indicated by block 198, and identifying a VM image that the role is
mapped to, based upon those mappings, is indicated by block 200. In one example, the
mappings are represented as set out in Equation 1 below where “image” is represented in a

virtual image format and “H” is a cryptographic hash function.

®: Role > H(IMAGE) Eq. 1

[0032] The role mapping ® may be signed with a role mapping signature key Ko, and
deployment engine 156 may validate the signature to a public key certificate authority
installed on the deployment machine in trusted execution environment 124 (e.g., installed
on VM 140). Validating the role mapping signature is indicated by block 202. Again, the
VM image may be the signed code combined with an image of an appropriate operating
system as indicated by block 204. The VM image can represent one or more services and
databases as indicated by block 206, and the VM image may be identified in other ways as
well, as indicated by block 208.
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[0033] Deployment engine 156 then obtains the identified VM image from VM image
repository 158. This is indicated by block 210. It then deploys the identified VM image to
the cloud-based trusted execution environment 124. This is indicated by block 212.

[0034] FIG. 4 is a flow diagram illustrating one example of the operation of trusted
execution environment 124 in requesting role keys from cloud cage key service 130, and
receiving those keys, and using them to perform its work. It is first assumed that a VM
image representing the service to be executed in environment 124 has been deployed by
deployment service 128 in trusted execution environment 124. This is indicated by block
218. Trusted execution environment 124 then determines that role keys, for the role which
represents the service it is to execute, are needed to perform operations. This is indicated
by block 220 in the flow diagram of FIG. 4.

[0035] Measurement system 142 then generates a VM image measurement for the deployed
VM image, deployed on virtual machine 140. This is indicated by block 222. Again, as
briefly described above, the VM image measurement may be obtained by applying a hash
function to the VM image. This is indicated by block 224. It can be obtained in other ways
as well, as indicated by block 226.

[0036] Trusted execution environment 124 then sends the VM image measurement and a
role identifier identifying the role, to cloud cage key service 130 to obtain the role keys for
the role, so that trusted execution environment 124 can execute its operations. This is
indicated by block 228.

[0037] Cloud cage key service 130 then operates to verify that the role is appropriate to the
requesting trusted execution environment and that the keys are appropriate to the role. If
so, service 130 returns wrapped (or encrypted) role keys to the requesting trusted execution
environment 124 in cloud cage 123. The operation of cloud cage key service 130 is
described in greater detail below with respect FIG. 5, and obtaining the wrapped or
encrypted role keys at trusted execution environment 124 is indicated by block 230 in the
flow diagram of FIG. 4.

[0038] Decryption system 141 in trusted execution environment 124 then unwraps (or
decrypts) the received role keys and uses them to perform work in the role (or the service)
that it is executing. This is indicated by blocks 232 and 234 in the flow diagram of FIG. 3.
The particular work to be performed in the trusted execution environment will vary widely,
depending on the particular service that it is hosting or executing. For instance, the role

keys may be used to decrypt credit card information as indicated by block 236. They may
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be used to perform payment processing as indicated by block 238. They may of course be
used in a wide variety of other ways as well, and this is indicated by block 240.
[0039] FIG. 5 is a flow diagram illustrating one example of the operation of cloud cage key
service 130 in more detail. VTEE key service 166 first receives a quote from an execution
environment (such as trusted execution environment 124) requesting role keys. This is
indicated by block 250 in the flow diagram of FIG. 5. As briefly discussed above, the quote
may include role identifier 252 that identifies the particular role be executed by the
requesting execution environment. It also illustratively includes a VM measurement
generated by that environment. This is indicated by block 254. It can include a trusted
execution environment identifier 256 that identifies the particular trusted execution
environment that is making the request. The request can include other items 258 as well.
[0040] The request is then provided to policy engine 168, where it is evaluated to determine
whether the quote (or request) came from an appropriate trusted execution environment and
whether it has the correct operating system, code, etc., for the identified role. This is
indicated by block 260 in the flow diagram of FIG. 5. In one example, policy engine 168
accesses the VM image measurement store 172 to identify whether the requesting trusted
execution environment corresponds to the VM image measurement that was received in the
request. For instance, it can determine whether that VM image has properly been deployed
on an appropriate trusted execution environment. This is indicated by block 262.
[0041] Policy engine 168 can also access measurement-to-role mappings 174 to determine
whether the VM image deployed on the requesting trusted execution environment (and
represented by the VM image measurement) is mapped to the identified role. This is
indicated by block 264. Thus, given the VM image measurement, the policy engine 168
produces a set of roles by accessing mappings 174 which map a VM image to a set of roles
as follows:
0:h - Sy
Sz = {Role|®(Role) = h}
Where
h = H(IMAGE)

Eq.2
[0042] From Equation 2 above, it can be seen that the mapping ® maps an image h (which

equals H(Image) as set out in Equation 1 above) to a set of roles Sk . The set of roles Sr are
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those roles that are mapped to the VM image measurement by the mapping ®. The set of
roles is made up of a role given its mapping to the image measurement h.
[0043] If policy engine 168 either determines that the requesting trusted execution
environment is not an appropriate environment to run the VM image identified by the VM
image measurement, or if it determines that the VM image measurement does not map to
the role of the requesting trusted execution environment, then VTEE key service 166
determines that policy engine 168 has not evaluated the quote positively. This is indicated
by block 270 in FIG. 5. Thus, VTEE key service 166 denies the request for role keys as
indicated by block 272. It can send a notification or alert or other message or perform other
operations in response to that negative evaluation. This is indicated by block 274.
[0044] However, assuming that policy engine 168 determines that the requesting trusted
execution environment 124 is an appropriate environment to execute the role, and assuming
that the VM image measurement provided by the requesting trusted execution environment
maps to the identified role, then VTEE key service 166 determines at block 270 that the
policy engine evaluation is positive, or favorable. In that case, VTEE key service 166
interacts with key wrapping cryptographic engine to obtain the role keys so that it can
provide them to the requesting trusted execution environment 124.
[0045] To do so, VTEE key service 166 provides the role identifier to key wrapping
cryptographic engine 170. Engine 170 accesses role key store/generator 176 to obtain or
generate the role keys for the identified role. This is indicated by block 276 in the flow
diagram of FIG. 5. Engine 170 then accesses key wrapper keys 178 and wraps (or encrypts)
the set of role keys with one or more key wrapper keys 178. This is indicated by block 278
in the flow diagram of FIG. 5. The role keys can be wrapped individually or as a set. The
key wrapper keys can be public keys as indicated by block 280, and wrapping the role keys
can be performed in other ways as well, and this is indicated by block 282.
[0046] The role keys can be arbitrary cryptographic key types, and the wrapping keys are
illustratively public keys for that particular role. In obtaining the wrapper keys, engine 170
can access a map ¥ that maps a given role to a wrapping public key Pur, as set out in
Equation 3 below:

WY:Role > Py, Eq.3
[0047] Skr is a set of wrapped role keys E Pug (Kr) encrypted with the role key wrapping

public key Pur as follows:

Skr={Epyg (KR)[W(Role) = Kpy, } Eq. 4
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[0048] Once key wrapping cryptographic engine 170 obtains the role keys and wraps them
with the appropriate key wrapper keys 178, it returns the wrapped role keys to VTEE key
service 166, which returns them to the requesting trusted execution environment 124. This
is indicated by block 284 in the flow diagram of FIG. 5.

[0049] It will thus be appreciated that the cloud cage treats multiple payment services as
roles, and maps those roles to VM images as defined above. Some examples of roles or
services running in the cloud cage trusted execution environment can be a virtual hardware
security module (or cryptography service), a money transfer agent service, a money transfer
agent database, among many others.

[0050] In the architectures described above, in one example, each piece of server hardware
illustratively has a high assurance cryptographic processor, a relatively small amount of key
storage, a key pair, and the ability to measure the binary image loaded by the trusted
hardware in cloud cage deployment service 128. The high assurance cryptographic
processor may have a public key with a verifiable certificate. It may also include attestation
capability in the hardware for keys generated by that hardware. This binds the key integrity
to the particular key certificate. In addition, as discussed above, the role-to-VM image
mapping can be signed. The signature key secrecy and its public key integrity can be
verified by a separate system, or those systems can be part of the cloud cage architecture.
The role keys and the wrapping keys rely on the mappings ® and ¥ discussed above. The
role definition code and data can be signed and verified up to a certificate authority, which
may be an external authority.

[0051] It can thus be seen that the present system ensures security, even without physical
cage security around the development and deployment resources. It ensures that the virtual
machine image deployed on a trusted execution environment has not been changed. It also
ensures that, prior to obtaining role keys, the virtual machine image is the appropriate virtual
machine image to obtain those keys, and that the trusted execution environment is the
appropriate environment to run that virtual machine image. The role keys are wrapped or
encrypted when they are returned to the trusted execution environment, so that it can execute
its operation.

[0052] It will be noted that the above discussion has described a variety of different systems,
components and/or logic. It will be appreciated that such systems, components and/or logic
can be comprised of hardware items (such as processors and associated memory, or other
processing components, some of which are described below) that perform the functions

associated with those systems, components and/or logic. In addition, the systems,

10



10

15

20

25

30

WO 2018/080814 PCT/US2017/056703

components and/or logic can be comprised of software that is loaded into a memory and is
subsequently executed by a processor or server, or other computing component, as described
below. The systems, components and/or logic can also be comprised of different
combinations of hardware, software, firmware, etc., some examples of which are described
below. These are only some examples of different structures that can be used to form the
systems, components and/or logic described above. Other structures can be used as well.
[0053] The present discussion has mentioned processors and servers. In one embodiment,
the processors and servers include computer processors with associated memory and timing
circuitry, not separately shown. They are functional parts of the systems or devices to which
they belong and are activated by, and facilitate the functionality of the other components or
items in those systems.

[0054] Also, anumber of user interface displays have been discussed. They can take a wide
variety of different forms and can have a wide variety of different user actuatable input
mechanisms disposed thereon. For instance, the user actuatable input mechanisms can be
text boxes, check boxes, icons, links, drop-down menus, search boxes, etc. They can also
be actuated in a wide variety of different ways. For instance, they can be actuated using a
point and click device (such as a track ball or mouse). They can be actuated using hardware
buttons, switches, a joystick or keyboard, thumb switches or thumb pads, etc. They can also
be actuated using a virtual keyboard or other virtual actuators. In addition, where the screen
on which they are displayed is a touch sensitive screen, they can be actuated using touch
gestures. Also, where the device that displays them has speech recognition components,
they can be actuated using speech commands.

[0055] A number of data stores have also been discussed. It will be noted they can each be
broken into multiple data stores. All can be local to the systems accessing them, all can be
remote, or some can be local while others are remote. All of these configurations are
contemplated herein.

[0056] Also, the figures show a number of blocks with functionality ascribed to each block.
It will be noted that fewer blocks can be used so the functionality is performed by fewer
components. Also, more blocks can be used with the functionality distributed among more
components.

[0057] Architecture 122 is described herein as a cloud computing architecture. Cloud
computing provides computation, software, data access, and storage services that do not
require end-user knowledge of the physical location or configuration of the system that

delivers the services. In various embodiments, cloud computing delivers the services over
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a wide area network, such as the internet, using appropriate protocols. For instance, cloud
computing providers deliver applications over a wide area network and they can be accessed
through a web browser or any other computing component. Software or components of
architecture 122 as well as the corresponding data, can be stored on servers at a remote
location. The computing resources in a cloud computing environment can be consolidated
at a remote data center location or they can be dispersed. Cloud computing infrastructures
can deliver services through shared data centers, even though they appear as a single point
of access for the user. Thus, the components and functions described herein can be provided
from a service provider at a remote location using a cloud computing architecture.
Alternatively, they can be provided from a conventional server, or they can be installed on
client devices directly, or in other ways.

[0058] The description is intended to include both public cloud computing and
private cloud computing. Cloud computing (both public and private) provides substantially
seamless pooling of resources, as well as a reduced need to manage and configure
underlying hardware infrastructure.

[0059] A public cloud is managed by a vendor and typically supports multiple
consumers using the same infrastructure. Also, a public cloud, as opposed to a private cloud,
can free up the end users from managing the hardware. A private cloud may be managed
by the organization itself and the infrastructure is typically not shared with other
organizations. The organization still maintains the hardware to some extent, such as
installations and repairs, etc.

[0060] FIG. 6 is one example of a computing environment in which architecture
100, or parts of it, (for example) can be deployed. With reference to FIG. 6, an example
system for implementing some embodiments includes a general-purpose computing device
in the form of a computer 810. Components of computer 810 may include, but are not
limited to, a processing unit 820 (which can comprise processors or servers 136, 154 or
164), a system memory 830, and a system bus 821 that couples various system components
including the system memory to the processing unit 820. The system bus 821 may be any
of several types of bus structures including a memory bus or memory controller, a peripheral
bus, and a local bus using any of a variety of bus architectures. By way of example, and not
limitation, such architectures include Industry Standard Architecture (ISA) bus, Micro
Channel Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video Electronics Standards
Association (VESA) local bus, and Peripheral Component Interconnect (PCI) bus also
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known as Mezzanine bus. Memory and programs described with respect to FIG. 1 can be
deployed in corresponding portions of FIG. 6.

[0061] Computer 810 typically includes a variety of computer readable media.
Computer readable media can be any available media that can be accessed by computer 810
and includes both volatile and nonvolatile media, removable and non-removable media. By
way of example, and not limitation, computer readable media may comprise computer
storage media and communication media. Computer storage media is different from, and
does not include, a modulated data signal or carrier wave. It includes hardware storage
media including both volatile and nonvolatile, removable and non-removable media
implemented in any method or technology for storage of information such as computer
readable instructions, data structures, program modules or other data. Computer storage
media includes, but is not limited to, RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile disks (DVD) or other optical disk storage,
magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices,
or any other medium which can be used to store the desired information and which can be
accessed by computer 810. Communication media typically embodies computer readable
instructions, data structures, program modules or other data in a transport mechanism and
includes any information delivery media. The term “modulated data signal” means a signal
that has one or more of its characteristics set or changed in such a manner as to encode
information in the signal. By way of example, and not limitation, communication media
includes wired media such as a wired network or direct-wired connection, and wireless
media such as acoustic, RF, infrared and other wireless media. Combinations of any of the
above should also be included within the scope of computer readable media.

[0062] The system memory 830 includes computer storage media in the form of
volatile and/or nonvolatile memory such as read only memory (ROM) 831 and random
access memory (RAM) 832. A basic input/output system 833 (BIOS), containing the basic
routines that help to transfer information between elements within computer 810, such as
during start-up, is typically stored in ROM 831. RAM 832 typically contains data and/or
program modules that are immediately accessible to and/or presently being operated on by
processing unit 820. By way of example, and not limitation, FIG. 6 illustrates operating
system 834, application programs 835, other program modules 836, and program data 837.
[0063] The computer 810 may also include other removable/non-removable
volatile/nonvolatile computer storage media. By way of example only, FIG. 6 illustrates a

hard disk drive 841 that reads from or writes to non-removable, nonvolatile magnetic media,
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and an optical disk drive 855 that reads from or writes to a removable, nonvolatile optical
disk 856 such as a CD ROM or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used in the exemplary operating
environment include, but are not limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM, solid state ROM, and the like.
The hard disk drive 841 is typically connected to the system bus 821 through a non-
removable memory interface such as interface 840, and optical disk drive 855 are typically
connected to the system bus 821 by a removable memory interface, such as interface 850.
[0064] Alternatively, or in addition, the functionality described herein can be
performed, at least in part, by one or more hardware logic components. For example, and
without limitation, illustrative types of hardware logic components that can be used include
Field-programmable Gate Arrays (FPGAs), Program-specific Integrated Circuits (ASICs),
Program-specific Standard Products (ASSPs), System-on-a-chip systems (SOCs), Complex
Programmable Logic Devices (CPLDs), etc.

[0065] The drives and their associated computer storage media discussed above and
illustrated in FIG. 6, provide storage of computer readable instructions, data structures,
program modules and other data for the computer 810. In FIG. 6, for example, hard disk
drive 841 is illustrated as storing operating system 844, application programs 845, other
program modules 846, and program data 847. Note that these components can either be the
same as or different from operating system 834, application programs 835, other program
modules 836, and program data 837. Operating system 844, application programs 845, other
program modules 846, and program data 847 are given different numbers here to illustrate
that, at a minimum, they are different copies.

[0066] A user may enter commands and information into the computer 810 through
input devices such as a keyboard 862, a microphone 863, and a pointing device 861, such
as a mouse, trackball or touch pad. Other input devices (not shown) may include a joystick,
game pad, satellite dish, scanner, or the like. These and other input devices are often
connected to the processing unit 820 through a user input interface 860 that is coupled to
the system bus, but may be connected by other interface and bus structures, such as a parallel
port, game port or a universal serial bus (USB). A visual display 891 or other type of display
device is also connected to the system bus 821 via an interface, such as a video interface
890. In addition to the monitor, computers may also include other peripheral output devices
such as speakers 897 and printer 896, which may be connected through an output peripheral

interface 895.
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[0067] The computer 810 is operated in a networked environment using logical
connections to one or more remote computers, such as a remote computer 880. The remote
computer 880 may be a personal computer, a hand-held device, a server, a router, a network
PC, a peer device or other common network node, and typically includes many or all of the
elements described above relative to the computer 810. The logical connections depicted in
FIG. 6 include a local area network (LAN) 871 and a wide area network (WAN) 873, but
may also include other networks. Such networking environments are commonplace in
offices, enterprise-wide computer networks, intranets and the Internet.

[0068] When used in a LAN networking environment, the computer 810 is
connected to the LAN 871 through a network interface or adapter 870. When used in a
WAN networking environment, the computer 810 typically includes a modem 872 or other
means for establishing communications over the WAN 873, such as the Internet. The
modem 872, which may be internal or external, may be connected to the system bus 821 via
the user input interface 860, or other appropriate mechanism. In a networked environment,
program modules depicted relative to the computer 810, or portions thereof, may be stored
in the remote memory storage device. By way of example, and not limitation, FIG. 6
illustrates remote application programs 885 as residing on remote computer 880. It will be
appreciated that the network connections shown are exemplary and other means of
establishing a communications link between the computers may be used.

[0069] It should also be noted that the different embodiments described herein can
be combined in different ways. That is, parts of one or more embodiments can be combined
with parts of one or more other embodiments. All of this is contemplated herein.

[0070] Example 1 is a computing system, comprising:

[0071] a policy engine that receives a role, identifying a service, and a virtual machine (VM)
image measurement, indicative of a virtual machine image deployed in an execution
environment, and determines whether the VM image measurement is mapped to the role,
and generates an evaluation signal indicative of the determination;

[0072] a key wrapping cryptographic engine that, based on the evaluation signal indicating
that the VM image measurement is mapped to the role, obtains and wraps a set of role keys,
the role keys corresponding to the role and enabling the execution environment to execute
the service; and

[0073] a key service that provides the execution environment with the set of wrapped role

keys.
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[0074] Example 2 is the computing system of any or all previous examples wherein the
policy engine is configured to receive the role, the VM image measurement and an execution
environment identifier from a requesting execution environment, the execution environment
identifier identifying the requesting execution environment.

[0075] Example 3 is the computing system of any or all previous examples wherein the
policy engine is configured to determine whether the requesting execution environment is
mapped to the VM image measurement based on the execution environment identifier and
to generate the evaluation signal based on the determination.

[0076] Example 4 is the computing system of any or all previous examples and further
comprising:

[0077] a set of measurement-to-role mappings that map each of a plurality of different sets
of roles to a different VM image measurement, the policy engine determining whether the
VM image measurement is mapped to the role by accessing the measurement-to-role
mappings.

[0078] Example 5 is the computing system of any or all previous examples and further
comprising:

[0079] a role key store/generator configured to provide the set of role keys to the key
wrapping cryptographic engine; and a set of key wrapper keys, each key wrapper key being
mapped to a given role, the key wrapping cryptographic engine identifying one or more key
wrapper keys mapped to the role and encrypting the role keys with the identified one or
more key wrapper keys.

[0080] Example 6 is the computing system of any or all previous examples and further
comprising:

[0081] a deployment engine configured to receive the role and obtain the VM image, based
on the role, and deploy the VM image to the execution environment.

[0082] Example 7 is the computing system of any or all previous examples and further
comprising:

[0083] a set of role-to-image mappings that map the role to the VM image, the deployment
engine accessing the set of role-to-image mappings to identify the VM image.

[0084] Example 8 is the computing system of any or all previous examples and further
comprising:

[0085] a VM image repository that stores the VM image, the deployment engine obtaining
the VM image, for deployment, from the VM image repository.
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[0086] Example 9 is the computing system of any or all previous examples wherein the
execution environment comprises:

[0087] a measurement system configured to generate the VM image measurement and
provide the VM image measurement to the key service.

[0088] Example 10 is the computing system of any or all previous examples wherein the
measurement system executes a hash function over the VM image to obtain a hash value
which comprises the VM image measurement.

[0089] Example 11 is a computer-implemented method, comprising:

[0090] Identifying, at a key service, an execution environment service, and a virtual
machine (VM) image measurement, indicative of a virtual machine image deployed in an
execution environment;

[0091] determining whether the VM image measurement is mapped to the execution
environment service;

[0092] generating an evaluation signal indicative of the determination;

[0093] obtaining, in response to the evaluation signal indicating that the VM image
measurement is mapped to the execution environment service, a set of role keys, the role
keys corresponding to the execution environment service and enabling the execution
environment to execute the execution environment service;

[0094] encrypting the role keys in the set of role keys; and

[0095] providing the execution environment with the set of encrypted role keys.

[0096] Example 12 is the computer-implemented method of any or all previous examples
and further comprising:

[0097] receive a role that identifies the execution environment service;

[0098] receiving the VM image measurement; and

[0099] receiving an execution environment identifier from a requesting execution
environment, the execution environment identifier identifying the requesting execution
environment, and wherein determining whether the VM image measurement is mapped top
the execution environment service comprises determining whether the requesting execution
environment is mapped to the VM image measurement based on the execution environment
identifier and generating the evaluation signal comprises generating the evaluation signal
based on the determination.

[00100] Example 13 is the computer-implemented method of any or all previous
examples wherein determining whether the VM image measurement is mapped to the

execution environment service comprises:
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[00101] determining whether the VM image measurement is mapped to the role by
accessing asset of measurement-to-role mappings that map each of a plurality of different
sets of roles to a different VM image measurement.

[00102] Example 14 is the computer-implemented method of any or all previous

examples wherein encrypting the role keys comprises:

[00103] identifying one or more key wrapper keys mapped to the role; and
[00104] encrypting the role keys with the identified one or more key wrapper keys.
[00105] Example 15 is the computer-implemented method of any or all previous

examples and further comprising:

[00106] receiving the role at a deployment system;

[00107] obtaining the VM image, based on the role, at the deployment system by
accessing a set of role-to-image mappings that map the role to the VM image; and

[00108] deploying the VM image to the execution environment.

[00109] Example 16 is the computer-implemented method of any or all previous

examples and further comprising:

[00110] generating the VM image measurement with a measurement system in the
execution environment; and

[00111] providing the VM image measurement to the key service.

[00112] Example 17 is the computer-implemented method of any or all previous
examples wherein generating the VM image measurement comprises:

[00113] executing, with the measurement system, a hash function over the VM image
to obtain a hash value which comprises the VM image measurement.

[00114] Example 18 is a computing system, comprising:

[00115] an execution environment that executes a service represented by a deployed
virtual machine (VM) image, and identified by a role;

[00116] a measurement system configured to apply a hash function to the VM image
to generate a VM image measurement and provide the VM image measurement to a key
service, the execution environment providing the role and the VM image measurement to a
key service to request a set of role keys; and

[00117] a decryption system that receives a set of wrapped role keys from the key
service and decrypts the set of wrapped role keys to obtain the requested set of role keys,
the execution environment executing the service using the requested role keys.

[00118] Example 19 is the computing system of any or all previous examples wherein

the key service comprises:
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[00119] a policy engine that receives the role from the execution environment,
identifying the service, and the VM image measurement, indicative of the virtual machine
image deployed in the execution environment, and determines whether the VM image
measurement is mapped to the role, and generates an evaluation signal indicative of the
determination; and

[00120] a key wrapping cryptographic engine that, based on the evaluation signal
indicating that the VM image measurement is mapped to the role, obtains and wraps the set
of role keys, the key service providing the execution environment with the set of wrapped
role keys.

[00121] Example 20 is the computing system of any or all previous examples and
further comprising:

[00122] a deployment system that includes a set of role-to-image mappings that map
the role to the VM image, and a VM image repository that stores the VM image, and the
deployment engine configured to obtain the VM image, for deployment, from the VM image
repository, by accessing the role-to-image mappings based on the role, and configured to
deploy the VM image to the execution environment.

[00123] Although the subject matter has been described in language specific to
structural features and/or methodological acts, it is to be understood that the subject matter
defined in the appended claims is not necessarily limited to the specific features or acts
described above. Rather, the specific features and acts described above are disclosed as

example forms of implementing the claims.
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2.

CLAIMS

A computing system, comprising:

a policy engine that receives a role, identifying a service, and a virtual machine
(VM) image measurement, indicative of a virtual machine image deployed
in an execution environment, and determines whether the VM image
measurement is mapped to the role, and generates an evaluation signal
indicative of the determination;

a key wrapping cryptographic engine that, based on the evaluation signal
indicating that the VM image measurement is mapped to the role, obtains
and wraps a set of role keys, the role keys corresponding to the role and
enabling the execution environment to execute the service; and

a key service that provides the execution environment with the set of wrapped role
keys.

The computing system of claim 1 wherein the policy engine is configured to

receive the role, the VM image measurement and an execution environment identifier

from a requesting execution environment, the execution environment identifier identifying

the requesting execution environment.

3.

The computing system of claim 2 wherein the policy engine is configured to

determine whether the requesting execution environment is mapped to the VM image

measurement based on the execution environment identifier and to generate the evaluation

signal based on the determination.

4.

The computing system of claim 2 and further comprising:

a set of measurement-to-role mappings that map each of a plurality of different sets
of roles to a different VM image measurement, the policy engine
determining whether the VM image measurement is mapped to the role by
accessing the measurement-to-role mappings.

The computing system of claim 4 and further comprising:

a role key store/generator configured to provide the set of role keys to the key
wrapping cryptographic engine; and

a set of key wrapper keys, each key wrapper key being mapped to a given role, the
key wrapping cryptographic engine identifying one or more key wrapper
keys mapped to the role and encrypting the role keys with the identified one

or more key wrapper keys.
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10.

The computing system of claim 1 and further comprising:

a deployment engine configured to receive the role and obtain the VM image,
based on the role, and deploy the VM image to the execution environment.

The computing system of claim 6 and further comprising:

a set of role-to-image mappings that map the role to the VM image, the
deployment engine accessing the set of role-to-image mappings to identify
the VM image.

The computing system of claim 7 and further comprising:

a VM image repository that stores the VM image, the deployment engine obtaining
the VM image, for deployment, from the VM image repository.

The computing system of claim 6 wherein the execution environment comprises:

a measurement system configured to generate the VM image measurement and
provide the VM image measurement to the key service.

The computing system of claim 9 wherein the measurement system executes a

hash function over the VM image to obtain a hash value which comprises the VM image

measurement.

11.

12.

A computer-implemented method, comprising:

identifying, at a key service, an execution environment service, and a virtual
machine (VM) image measurement, indicative of a virtual machine image
deployed in an execution environment;

determining whether the VM image measurement is mapped to the execution
environment service;

generating an evaluation signal indicative of the determination;

obtaining, in response to the evaluation signal indicating that the VM image
measurement is mapped to the execution environment service, a set of role
keys, the role keys corresponding to the execution environment service and
enabling the execution environment to execute the execution environment
service;

encrypting the role keys in the set of role keys; and

providing the execution environment with the set of encrypted role keys.

The computer-implemented method of claim 11 and further comprising:

receive a role that identifies the execution environment service;

receiving the VM image measurement; and
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receiving an execution environment identifier from a requesting execution
environment, the execution environment identifier identifying the
requesting execution environment, and wherein determining whether the
VM image measurement is mapped to the execution environment service
comprises determining whether the requesting execution environment is
mapped to the VM image measurement based on the execution
environment identifier and generating the evaluation signal comprises
generating the evaluation signal based on the determination.

13. The computer-implemented method of claim 12 wherein determining whether the
VM image measurement is mapped to the execution environment service comprises:
determining whether the VM image measurement is mapped to the role by
accessing asset of measurement-to-role mappings that map each of a
plurality of different sets of roles to a different VM image measurement.
14. The computer-implemented method of claim 13 wherein encrypting the role keys
comprises:
identifying one or more key wrapper keys mapped to the role; and
encrypting the role keys with the identified one or more key wrapper keys.
15. A computing system, comprising:

an execution environment that executes a service represented by a deployed virtual
machine (VM) image, and identified by a role;

a measurement system configured to apply a hash function to the VM image to
generate a VM image measurement and provide the VM image
measurement to a key service, the execution environment providing the role
and the VM image measurement to the key service to request a set of role
keys; and

a decryption system that receives a set of wrapped role keys from the key service
and decrypts the set of wrapped role keys to obtain the requested set of role
keys, the execution environment executing the service using the requested

role keys.
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