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(57) Zusammenfassung: Hierin werden Techniken fiir Flash-
speicher mit Zeilenredundanz beschrieben. In einem Aus-
fihrungsbeispiel beinhaltet eine Halbleitervorrichtung einen
eingebetteten Flashspeicher. Der eingebettete Flashspei-
cher umfasst eine Speicherbank, die mehrere physische
Sektoren umfasst, wobei jeder physische Sektor eine Viel-
zahl von Léschsektoren beinhaltet. In der Speicherbank wer-
den mehrere Abschnitte eines zusatzlichen Léschsektors je-
weils auf die mehreren physischen Sektoren verteilt. Die
mehreren Abschnitte des zusétzlichen Léschsektors sind als
Zeilenredundanzsektor fiir die Speicherbank konfiguriert.
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Beschreibung
PRIORITAT

[0001] Diese Patentanmeldung ist eine internationa-
le Patentanmeldung der am 21. Dezember 2017 an-
gemeldeten US-amerikanischen nichtvorlaufigen Pa-
tentanmeldung Nr. 15/850,779, die den Vorteil der am
29. August 2017 angemeldeten US-amerikanischen
vorlaufigen Patentanmeldung Nr. 62/551,314 bean-
sprucht, die alle in ihrer Gesamtheit durch Verweis
hierin aufgenommen werden.

TECHNISCHES GEBIET

[0002] Diese Offenlegung bezieht sich im Allgemei-
nen auf nichtfliichtige Speichervorrichtungen und ins-
besondere auf die Bereitstellung von Hardware-Zei-
lenredundanz im Flashspeicher.

HINTERGRUND

[0003] Nichtfliichtige Speicher, wie z. B. Flashspei-
cher, werden haufig zur Speicherung von Daten und
Anweisungen in Computervorrichtungen verwendet.
Ein Flashspeicher umfasst typischerweise eine oder
mehrere Speicherbdnke aus physischen Sektoren,
die Speicherzellen aufweisen, welche in Zeilen und
Spalten eingerichtet sind. Einige Halbleitervorrichtun-
gen, wie z. B. Mikrocontroller, kénnen einen Flash-
speicher umfassen, der darauf auf demselben Halb-
leiterchip eingebettet ist.

[0004] Es ist wilinschenswert, eingebettete Flash-
speicher mit Zeilenredundanz fiir die Korrektur von
Herstellungsfehlern nach der Herstellung bereitzu-
stellen, aber eine effiziente Implementierung einer
solchen Zeilenredundanz ist nicht einfach. In einigen
Anwendungen entspricht beispielsweise die Menge
der erforderlichen Zeilenredundanz der Grof3e eines
Viertels eines physischen Sektors. Das Hinzufiigen
einer solch kleinen Menge an Flashspeicher zu je-
der Speicherbank erfordert jedoch die Verwendung
eines isolierten physischen Sektors mit einer kleinen,
nicht standardmafigen GréRRe, was jedoch einen gro-
Ren Overhead in Bezug auf die Die-Flache mit sich
bringt. Dies liegt daran, dass X-Decodierer und Y-
Decodierer mit normaler GréRRe erforderlich sind, um
Speichervorgange auf dem kleinen, nicht standard-
maRigen physischen Sektor durchzufiihren, und sol-
che normalen X-Decodierer und Y-Decodierer neh-
men eine Die-Flache von der gleichen Gréf3e ein wie
die Decodierer, die fir den Betrieb der normalen phy-
sischen Sektoren bendtigt werden.

Figurenliste

Fig. 1 ist ein Blockdiagramm, das ein beispiel-
haftes Die-Layout einer physischen x2-Sektor-
struktur gemaf einigen Ausfihrungsformen ver-
anschaulicht.

Fig. 2 ist ein Blockdiagramm, das eine beispiel-
hafte Speicherbank eines Flashspeichers ohne
Zeilenredundanz veranschaulicht.

Fig. 3 ist ein Blockdiagramm, das eine beispiel-
hafte Speicherbank eines Flashspeichers mit
verteilter Zeilenredundanz gemaf einigen Aus-
fuhrungsformen veranschaulicht.

Fig. 4 ist ein Blockdiagramm, das die Struktur
eines beispielhaften physischen Sektors mit ver-
teilter Zeilenredundanz gemaf einigen Ausflih-
rungsformen veranschaulicht.

Fig. 5 ist ein Blockdiagramm, das einen bei-
spielhaften Mikrocontroller mit eingebettetem
Flashspeicher gemal einigen Ausflhrungsfor-
men veranschaulicht.

DETAILLIERTE BESCHREIBUNG

[0005] Die folgende Beschreibung legt zahlreiche
spezifische Details, wie etwa Beispiele fir spezifische
Systeme, Komponenten, Verfahren und so weiter
dar, so dass verschiedene Ausflihrungsformen der
hierin beschriebenen Techniken fiir die verteilte Zei-
lenredundanz im Flashspeicher gut verstanden wer-
den kénnen. Fir den Fachmann wird es jedoch er-
sichtlich sein, dass mindestens einige Ausflihrungs-
formen ohne diese spezifischen Details praktiziert
werden kénnen. In anderen Beispielen werden be-
kannte Komponenten oder Verfahren nicht im Detail
beschrieben oder werden in einem einfachen Block-
diagrammformat prasentiert, um eine unnétige Ver-
schleierung der hierin beschriebenen Techniken zu
vermeiden. Somit sind die im Folgenden dargelegten
spezifischen Details lediglich beispielhaft. Bestimmte
Implementierungen kénnen von diesen beispielhaf-
ten Details abweichen und dennoch als innerhalb des
Wesens und Schutzbereichs der vorliegenden Erfin-
dung erachtet werden.

[0006] Verweise in der Beschreibung auf ,eine
Ausfihrungsform®, ,ein Ausflihrungsbeispiel®, ,eini-
ge Ausfiihrungsformen® und ,verschiedene Ausfih-
rungsformen® bedeuten, dass ein bestimmtes Merk-
mal, eine bestimmte Struktur oder Charakteristik, die
im Zusammenhang mit der/den Ausfiihrungsform(en)
beschrieben werden, in mindestens einer Ausfiih-
rungsform der Erfindung umfasst ist. Des Weiteren
verweisen die Ausdriicke ,eine Ausfihrungsform®,
-ein Ausfiihrungsbeispiel”, ,einige Ausfiihrungsfor-
men*“und ,verschiedene Ausflihrungsformen® an ver-
schiedenen Stellen in der Beschreibung nicht not-
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wendigerweise alle auf dieselbe/n Ausfuhrungsform
(en).

[0007] Die Beschreibung umfasst Verweise auf die
begleitenden Figuren, die einen Teil der detaillier-
ten Beschreibung bilden und in denen sich &hnli-
che Bezugszeichen auf dhnliche Komponenten oder
Vorgénge beziehen. Die Zeichnungen zeigen Veran-
schaulichungen gemaR beispielhaften Ausfihrungs-
formen. Diese Ausfiihrungsformen, die hierin auch
.Beispiele“ genannt werden kénnen, werden ausrei-
chend detailliert beschrieben, um es dem Fachmann
zu ermdglichen, die Ausfuhrungsformen des hier-
in beschriebenen, beanspruchten Gegenstands zu
praktizieren. Die Ausfiihrungsformen kénnen kombi-
niert werden, andere Ausfihrungsformen kénnen be-
nutzt werden oder strukturelle, logische und elektri-
sche Veranderungen kénnen vorgenommen werden,
ohne dass vom Schutzbereich und Wesen des be-
anspruchten Gegenstands abgewichen wird. Es ver-
steht sich, dass die hierin beschriebenen Ausfiih-
rungsformen den Schutzbereich des beschriebenen
Gegenstands nicht beschranken sollen, sondern es
dem Fachmann vielmehr ermdglichen sollen, einen
solchen Gegenstand in die Praxis umzusetzen, her-
zustellen und/oder zu verwenden.

[0008] Ein Flashspeicher, wie z. B. ein eingebette-
ter Flash, muss typischerweise eine gewisse Men-
ge an Zeilenredundanz-Speicherzellen aufweisen,
die Speicherzellen mit Herstellungsfehlern, welche
zeilenbezogen sind (z. B. Fehler in X-Richtung in
einer Speicherzellenanordnung) ersetzen kdnnen.
Die Menge der notwendigen Zeilenredundanz kann
basierend auf verschiedenen Herstellungsparame-
tern, wie z. B. Ertragsanalyse, Grée des physi-
schen Sektors, usw., bestimmt werden. In einigen
Anwendungen ist die Standardanforderung, mindes-
tens einen Loschsektor (z. B. pro ~ 1 MB Spei-
cherbank) fur den Ersatz eines fehlerhaft hergestell-
ten Léschsektors nach der Herstellung zu haben,
wobei vier Léschsektoren einen physischen Sektor
in der Speicherbank umfassen kénnen. Wenn nach
der Herstellung in einem L&schsektor wahrend ei-
nes Sortierablaufvorgangs ein zeilenbezogener Feh-
ler festgestellt wird, muss der fehlerhafte Loschsek-
tor durch redundante Sektor-Selektions-Gate-Leitun-
gen (SG-Leitungen) (auch als Wortleitungen oder
WLs bezeichnet), Speicher-Gate-Leitungen (MG(Me-
mory Gate)-Leitungen) und Source-Leitungen (SLs)
fur alle Flash-Vorgange (z. B. Programmieren, L6-
schen, Verifizieren und Lesen) ersetzt werden. Ein
Sortierablaufvorgang ist ein Vorgang nach der Her-
stellung, der von Prifsonden und anderer Herstel-
lungsausstattung auf einem Die durchgefuhrt wer-
den kann, wahrend dieser sich noch auf dem Wa-
fer befindet, wenn der Die in einem Package an-
geordnet wird, oder zu irgendeinem anderen Zeit-
punkt, bevor das Package an einen Kunden versandt
wird. Die Fehler, die durch einen Sortierablaufvor-

gang detektiert werden kénnen, kdnnen von der Her-
stellungstechnologie abhangen, wobei zeilenbezo-
gene Fehler unter anderem MG-zu-MG-Kurzschlis-
se, SG-zu-SG-Kurzschliusse, MG-zu-SL-Kurzschlis-
se, MG-zu-BL(Bitleitung)-Kurzschlisse, MG-Strom-
kreisunterbrechungen, SG-Stromkreisunterbrechun-
gen und SL-Stromkreisunterbrechungen sein kon-
nen.

[0009] Die Herausforderung beim Hinzufligen von
Zeilenredundanz besteht darin, den Die-Flachen-
Mehraufwand zu minimieren. Beispielsweise kénnen
einige Anwendungen eine physische x2-Sektorstruk-
tur verwenden, was bedeutet, dass ein physischer
Sektor nicht allein hinzugefluigt werden kann, son-
dern auch der angrenzende Sektor hinzugefligt wer-
den muss. Der Grund daflr ist, dass Speicher-Le-
sevorgange unter Verwendung lokaler differenzieller
Abtastverstérker (Sense Amplifier, SA) durchgefuhrt
werden, welche Referenzstrome verwenden, die von
auf dem angrenzenden physischen Sektor befindli-
chen Referenzzellen bereitgestellt werden. Beispiels-
weise kann eine solche x2-Struktur in Anwendungen,
die Speicherzugriff auf jeweils einen physischen Sek-
tor erfordern, bevorzugt werden, da derselbe Satz
von SAs fir zwei physische Sektoren verwendet wer-
den kann, wodurch Die-Flache eingespart wird, die
ansonsten erforderlich ware, wenn jeder physische
Sektor seinen eigenen SA aufweist. Fig. 1 ist ein
Blockdiagramm, das ein Die-Layout einer solchen
physischen x2-Sektorstruktur gemaf einigen Ausfuh-
rungsformen veranschaulicht.

[0010] In Fig. 1 umfasst die x2-Struktur 100 eine
Kernflache mit Flashspeicherzellen und Die-Flachen
101, 103 und 105, die im Wesentlichen ein ,periphe-
rer* Die-Flachen-Overhead sind. Die Flache 101 ist
zwischen zwei angrenzenden physischen Sektoren
102a und 102b angeordnet, die jeweils Kernflachen
mit in Zeilen und Spalten eingerichteten Flashspei-
cherzellen umfassen. Eine Flashspeicherzelle um-
fasst typischerweise ein Selektions-Gate, ein Spei-
cher-Gate und einen oder mehrere Speichertransis-
toren, die Uber einem Kanal angeordnet sind, der in
einem Substrat einer integrierten Schaltung (Integra-
ted Circuit, IC) zwischen einem Source-Bereich und
einem Drain-Bereich auf dem Substrat angeordnet
ist. Die Flache 101 beherbergt die lokalen SAs (die
auf beiden physischen Sektoren 102a und 102b ar-
beiten) und die Beschaltung, die konfiguriert ist, um
die oberen (sowohl ungeraden als auch geraden) SG-
Leitungen auszuwahlen. Die Flache 103 beherbergt
die Beschaltung, um die unteren/geraden SG-Leitun-
gen auszuwahlen, und die Flache 105 beherbergt die
Beschaltung, um die unteren/ungeraden SG-Leitun-
gen auszuwahlen. Die X2-Struktur 100 umfasst auch
SG-Treiber 106, SL-Treiber 108 und MG-Treiber 110.
Ein Treiber ist eine Schaltung aus elektronischen
Elementen (z. B. Transistoren, Dioden, Logikgatter,
usw.), die konfiguriert sind, bestimmte Spannungen
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und/oder Stréme an daran gekoppelte andere elek-
tronische Elemente oder Komponenten (z. B. Leiter-
bahnen, Speicherzellen, usw.) anzulegen. In Fig. 1
sind die SG-Treiber 106 konfiguriert, um SG-Leitun-
gen (auch als Wortleitungen bezeichnet) anzusteu-
ern, die an die ausgewahlten Selektions-Gates der
Speicherzellen in den physischen Sektoren 102a und
102b gekoppelt sind. Die SL-Treiber 108 sind kon-
figuriert, um Source-Leitungen anzusteuern, die an
die Source-Bereiche von Speicherzellen in den phy-
sischen Sektoren 102a und 102b gekoppelt sind. Die
MG-Treiber 110 sind konfiguriert, MG-Leitungen an-
zusteuern, die an die Speicher-Gates von Speicher-
zellen in den physischen Sektoren 102a und 102b
gekoppelt sind. Es sollte sich verstehen, dass auf
dem Die der Abstand der Halbleiterelemente in den
verschiedenen Treibern grofder ist als der Abstand,
mit dem die Flashspeicherzellen in den Kernflachen
der physischen Sektoren 102a und 102b angeordnet
sind.

[0011] Ein herkdmmlicher Ansatz zur Implementie-
rung von Zeilenredundanz ist die Hinzufiigung ei-
nes speziell dafir vorgesehenen physischen Sektors
zu der Speicheranordnung. Zum Beispiel muss bei
Anwendungen, die eine physische x2-Sektorstruktur
verwenden (wie z. B. in Fig. 1 gezeigt), die geeig-
nete Menge an WLs, die bendtigt werden, um ei-
nen Loschsektor zu ersetzen, als ein separater (wenn
auch kleiner) physischer Sektor hinzugefligt werden.
Bei diesem Ansatz gibt es zwei Probleme. Zunachst
muss die fiir eine physische x2-Sektorstruktur erfor-
derliche periphere Beschaltung (z. B. die SAs und
die Selektions-Elemente) getrennt von der periphe-
ren Beschaltung, die fir den Betrieb der Kern-Flash-
speicherzellen verwendet wird, hinzugefiigt werden.
Zweitens betragt die Anzahl von WLs in einem spe-
ziell daftir vorgesehenen zeilenredundanten Sektor
nur % derjenigen eines normalen physischen Sek-
tors. Diese beiden Probleme stellen ein grof3es Lay-
out-Problem fiir die X-Decodierer (z. B. mit den dar-
in umfassten SG-, SL- und MG-Treibern) dar, da die
Sektorhdhe des speziell dafiir vorgesehenen Sektors
nur % eines normalen Sektors betragt und die Breite
nicht ausreicht, um die in Fig. 1 gezeigten MG- und
SL-Treiber einzupassen. Dies flhrt zu einer grofReren
Breite der Decodierer, was sich auf die Breite der ge-
samten Anordnung auswirkt. Wahrend fir einen nor-
malen physischen Sektor die gemeinsame Nutzung
von MG- und SL-Treibern umfangreich sein kénnte
(wodurch die Gesamtbreite des X-Decodierers redu-
ziert wird), sind die Méglichkeiten der gemeinsamen
Nutzung fiir den speziell dafiir vorgesehenen zeilen-
redundanten Sektor begrenzt und flihren zu einem
breiteren X-Decodierer.

[0012] Um diese und andere Probleme zu lésen,
werden hierin verschiedene Ausflihrungsformen von
Techniken fir verteilte Zeilenredundanz im Flash-
speicher beschrieben. In diesen Ausflihrungsformen

besteht die Losung der oben genannten Probleme
darin, die Zeilenredundanz(Row Redundancy, RR)
-WLs innerhalb von mehreren der normalen physi-
schen Sektoren zu verteilen, so dass die Gesamt-
grélRe der an die RR-WLs gekoppelten Speicher-
zellen gleich der GrolRe mindestens eines Ldsch-
sektors ist, der als Zeilenredundanzsektor verwen-
det wirde. Wenn der Zeilenredundanzsektor tatséch-
lich konfiguriert wird, um einen fehlerhaften Ldsch-
sektor zu ersetzen, greifen die Speichervorgange auf
dieselben normalen physischen Sektoren zu, jedoch
mit unterschiedlichen dekodierten Adresszielen, die
auf die Speicherzellen verweisen wirden, die an die
RR-WLs in dem verteilten Zeilenredundanzsektor ge-
koppelt sind. Auf diese Weise verwenden die hierin
beschriebenen verteilten Zeilenredundanztechniken
denselben Satz von Dekodierungs- und Hilfsbeschal-
tung, der fur die normalen physischen Sektoren ver-
wendet wird. Beispielsweise teilen sich die X-Deco-
dierer (z. B. mit ihren SG-, MG- und SL-Treibern),
die ausgewahlten Y-Decodierungstransistoren und
die SAs, die fur die normalen physischen Sektoren
verwendet werden, dieselbe Die-Flache wie die X-
Decodierer, die verwendet werden, um die RR-WLs
in dem verteilten Zeilenredundanzsektor zu wahlen.
Dies fuhrt zu einer erheblichen Einsparung bei der
Die-Flache und zu einem robusten Redundanzsche-
ma.

[0013] In einem Ausfiihrungsbeispiel beinhaltet ei-
ne Halbleitervorrichtung einen eingebetteten Flash-
speicher, der eine Speicherbank mit mehreren physi-
schen Sektoren umfasst. Jeder physische Sektor um-
fasst eine Vielzahl von Léschsektoren, wobei meh-
rere Abschnitte eines zusatzlichen Loschsektors je-
weils auf die mehreren physischen Sektoren verteilt
sind und die mehreren Abschnitte des zusatzlichen
Léschsektors als Zeilenredundanzsektor fiir die Spei-
cherbank konfiguriert sind. In einem Aspekt dieser
Ausfiihrungsform umfasst die Speicherbank einen
fehlerhaften Loschsektor (der z. B. wahrend eines
Sortierablaufvorgangs auf dem eingebetteten Flash-
speicher bestimmt werden kann), und die mehreren
Abschnitte des zusétzlichen Ldschsektors sind kon-
figuriert, um den fehlerhaften Léschsektor innerhalb
der Speicherbank zu ersetzen. In einem beispielhaf-
ten Aspekt ist der eingebettete Flashspeicher kon-
figuriert, wahrend eines Speichervorgangs auf der
Speicherbank auf die mehreren Abschnitte des zu-
satzlichen Ldschsektors statt auf den fehlerhaften
Loschsektor zuzugreifen. Der Speichervorgang kann
zum Beispiel ein Lesevorgang oder ein Programmier-
vorgang sein. Der Speichervorgang kann auch ein
Léschvorgang sein, der seriell oder parallel auf den
mehreren physischen Sektoren durchgefihrt wird,
um jeden der mehreren Abschnitte des zusatzlichen
Léschsektors zu Iéschen. In einem Aspekt beinhal-
tet die Halbleitervorrichtung erste WLs, die an ers-
te Speicherzellen in den mehreren physischen Sek-
toren gekoppelt sind, und zweite WLs, die zuséatz-
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lich zu den ersten WLs auf die mehreren physischen
Sektoren verteilt sind, wobei die zweiten WLs an
zweite Speicherzellen in den mehreren Abschnitten
des zusatzlichen Ldschsektors gekoppelt sind. In ei-
nem weiteren Aspekt beinhaltet die Speicherbank zu-
satzlich zu den mehreren physischen Sektoren ei-
nen oder mehrere physische Sektoren, die keinen
Abschnitt des zusatzlichen Léschsektors umfassen.

[0014] In einem weiteren Ausflihrungsbeispiel be-
inhaltet ein System einen Mikrocontroller und einen
in dem Mikrocontroller eingebetteten Flashspeicher.
Der Flashspeicher beinhaltet eine Speicherbank, die
mehrere physische Sektoren umfasst. Jeder physi-
sche Sektor umfasst eine Vielzahl von Léschsekto-
ren, wobei mehrere Abschnitte eines zuséatzlichen
Léschsektors jeweils auf die mehreren physischen
Sektoren verteilt sind und die mehreren Abschnit-
te des zusatzlichen Léschsektors als Zeilenredun-
danzsektor fir die Speicherbank konfiguriert sind. In
einem Aspekt dieser Ausfiihrungsform umfasst die
Speicherbank einen fehlerhaften Léschsektor (der z.
B. wéhrend eines Sortierablaufvorgangs auf dem ein-
gebetteten Flashspeicher bestimmt werden kann),
und die mehreren Abschnitte des zusatzlichen Lésch-
sektors sind konfiguriert, um den fehlerhaften Losch-
sektor innerhalb der Speicherbank zu ersetzen. In ei-
nem beispielhaften Aspekt ist der Flashspeicher kon-
figuriert, wahrend eines Speichervorgangs auf der
Speicherbank auf die mehreren Abschnitte des zu-
satzlichen Ldschsektors statt auf den fehlerhaften
Léschsektor zuzugreifen. Der Speichervorgang kann
zum Beispiel ein Lesevorgang oder ein Programmier-
vorgang sein. Der Speichervorgang kann auch ein
Léschvorgang sein, der seriell oder parallel auf den
mehreren physischen Sektoren durchgefihrt wird,
um jeden der mehreren Abschnitte des zuséatzlichen
L&schsektors zu I6schen.

[0015] In einem weiteren Ausflihrungsbeispiel be-
inhaltet ein Verfahren zum Konfigurieren eines ein-
gebetteten Flashspeichers mit Zeilenredundanz Fol-
gendes: Bereitstellen von ersten WLs, die in mehre-
ren physischen Sektoren einer Speicherbank in dem
eingebetteten Flashspeicher angeordnet sind, wobei
jeder physische Sektor eine Vielzahl von Léschsekto-
ren beinhaltet; und Bereitstellen von zweiten WLs, die
zusétzlich zu den ersten WLs in den mehreren phy-
sischen Sektoren angeordnet sind, wobei die zwei-
ten WLs konfiguriert sind, um mehrere Abschnitte ei-
nes zusatzlichen Loschsektors zu bilden, die jeweils
auf die mehreren physischen Sektoren verteilt sind,
und wobei der zuséatzliche Léschsektor als ein Zei-
lenredundanzsektor fur die Speicherbank konfiguriert
ist. In einem Aspekt dieser Ausfiihrungsform beinhal-
tet das Verfahren ferner Folgendes: Bestimmen (z.
B. wéhrend eines Sortierablaufvorgangs auf dem ein-
gebetteten Flashspeicher), dass die Speicherbank ei-
nen fehlerhaften Léschsektor umfasst; und Konfigu-
rieren des eingebetteten Flashspeichers, um den feh-

lerhaften Léschsektor mit den mehreren Abschnitten
des zusatzlichen Léschsektors in der Speicherbank
zu ersetzen. In einem beispielhaften Aspekt kann das
Verfahren ferner das Konfigurieren des eingebette-
ten Flashspeichers fur einen Speichervorgang (z. B.
einen Lese- oder Programmiervorgang), der auf die
mehreren Abschnitte des zuséatzlichen Loschsektors
statt auf den fehlerhaften Léschsektor zugreifen soll,
beinhalten. In einem weiteren beispielhaften Aspekt
kann das Verfahren ferner das Konfigurieren des ein-
gebetteten Flashspeichers fiir einen Léschvorgang,
der seriell oder parallel auf den mehreren physischen
Sektoren durchgefihrt werden soll, um jeden der
mehreren Abschnitte des zuséatzlichen Loschsektors
zu léschen, beinhalten.

[0016] Entsprechend den hierin beschriebenen
Techniken besteht eine Alternative zur herkémmli-
chen Lésung darin, den/die notwendigen Zeilenred-
undanzsektor(en) auf die normalen physischen Sek-
toren zu verteilen, die fir Benutzerdaten verwendet
werden. Zum Beispiel veranschaulicht Fig. 2 eine 1-
MB-Speicherbank eines Flashspeichers ohne Zeilen-
redundanz. In Fig. 2 umfasst die Speicherbank 200
Abtastverstarker 201, die an acht physische Sekto-
ren 202 gekoppelt sind, die jeweils 128 KB Flash-
speicherzellen aufweisen. Es sollte sich verstehen,
dass obwohl die Abtastverstarker 201 als unten an
der Speicherbank 200 angeordnet veranschaulicht
sind, die Abtastverstarker 201 in verschiedenen Ar-
chitekturen auch (eine) unterschiedliche Die-Flache
(n) belegen kdnnen. In einer Speicherbank, die physi-
sche x2-Sektorstrukturen verwendet, kdnnen Abtast-
verstarker 201 beispielsweise zwischen jedem der
vier Paare physikalischer Sektoren 202 verteilt und
angeordnet sein. Wie in Fig. 2 veranschaulicht, um-
fasst jeder physische Sektor 202 vier Loschsektoren
202_0, 202_1, 202_2 und 202_3, die jeweils 32 KB
Flashspeicherzellen aufweisen.

[0017] Um der Speicherbank in Fig. 2 Zeilenred-
undanz hinzuzufiigen, sind in einigen Ausfiihrungs-
formen mehrere Abschnitte eines physischen Sek-
tors, in Summe gleich einem Ldschsektor von 32
KB Flashspeicherzellen, innerhalb jedes physischen
Sektors verteilt. Ein Beispiel fir eine solche verteilte
Zeilenredundanz ist in Fig. 3 veranschaulicht.

[0018] In Fig. 3 umfasst die Speicherbank 300 Ab-
tastverstarker 301, die an acht physische Sekto-
ren 302 gekoppelt sind, wobei jeder physische Sek-
tor 302 128 KB Flashspeicherzellen und einen 4-
KB-Abschnitt des Zeilenredundanz-Ldschsektors flr
die Speicherbank aufweist. Es sollte sich verstehen,
dass in verschiedenen Architekturen die Abtastver-
starker 301 (eine) unterschiedliche Die-Flache(n) be-
legen kdnnen. In einer Speicherbank, die physische
x2-Sektorstrukturen verwendet, kdnnen Abtastver-
starker 301 beispielsweise zwischen jedem der vier
Paare physikalischer Sektoren 302 verteilt und ange-
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ordnet sein. Jeder physische Sektor 302 umfasst vier
Loschsektoren 302_0, 302_1, 302_2 und 302_3, die
jeweils 32 KB Flashspeicherzellen aufweisen, wobei
ein Abschnitt 304 des Zeilenredundanzsektors 4 KB
Flashspeicherzellen aufweist.

[0019] Gemal den hierin beschriebenen Techniken
wird eine Flashspeicherbank mit Konfigurationsinfor-
mationen zum Ersetzen eines fehlerhaften L&sch-
sektors mit den Abschnitten eines Zeilenredundanz-
sektors, der auf die normalen physischen Sektoren
in der Speicherbank verteilt ist, bereitgestellt. Wenn
beispielsweise ein Sortierablaufvorgang einen fehler-
haften Léschsektor in der Speicherbank identifiziert,
wird der Ort des fehlerhaften Sektors in Konfigurati-
ons-Flipflops, Registern und/oder synthetisierter Lo-
gik in der Speicherbank aufgezeichnet. Die Konfigu-
rations-Flipflops, Register und/oder synthetisierte Lo-
gik kdnnen permanent programmiert werden, um sol-
che Ortsinformationen zu speichern, oder sie kénnen
beim Start mit solchen Informationen aktualisiert wer-
den. Dann werden basierend auf diesen Ortsinfor-
mationen Speichervorgange, die darauf abzielen, auf
den fehlerhaften Sektor zuzugreifen, stattdessen auf
dem Zeilenredundanzsektor durchgefiihrt. Beispiels-
weise kann die interne Logik der X-Decodierer die-
se Ortsinformationen verwenden, um zu bestimmen,
dass die Zieladresse auf Speicherzellen in dem feh-
lerhaften Loschsektor gerichtet ist, und um die Ziel-
adresse zu decodieren, um einen entsprechenden
Abschnitt des verteilten Zeilenredundanzsektors, der
in einem normalen physischen Sektor angeordnet ist,
anzuzeigen. Auf diese Weise ist die Tatsache, dass
die Zeilenredundanz auf mehrere normale physische
Sektoren verteilt ist, nur eine Frage der Adressde-
codierung. Lese- und Programmier-Speichervorgan-
ge (die auf der Basis einer einzigen WL durchgefihrt
werden) sind nicht betroffen, und Léschvorgange (die
auf dem gesamten Zeilenredundanzsektor durchge-
fihrt werden) kénnen seriell immer nur an einem
Ort in den normalen physischen Sektoren durchge-
fuhrt werden, ohne dass es zu einer erheblichen Leis-
tungseinbulRe kommt.

[0020] Fig. 4 ist ein Blockdiagramm, das die Struktur
eines beispielhaften physischen Sektors 402 mit ver-
teilter Zeilenredundanz gemaf einigen Ausflihrungs-
formen der hierin beschriebenen Techniken veran-
schaulicht. Der physische Sektor 402 umfasst vier
Léschsektoren 402_0 bis 402_3 und einen Abschnitt
404 eines Zeilenredundanzsektors. In dem L&sch-
sektor 402_0 sind die SG-Leitungen 406_0, die SLs
408_0 und die MG-Leitungen 410_0 angeordnet.
In dem Léschsektor 402_3 sind die SG-Leitungen
406_3, die SLs 408_3 und die MG-Leitungen 410_3
angeordnet. In dem Abschnitt 404 des Zeilenredun-
danzsektors sind die SG-Leitungen 416, SLs 418
und die MG-Leitungen 420 angeordnet. In jedem der
Ldschsektoren 402_0 bis 403_3 und dem Abschnitt
404 des Zeilenredundanzsektors sind die jeweiligen

SG-Leitungen (z. B. 406_0 bis 406_3, 416) an die
Selektions-Gates von Kernspeicherzellen gekoppelt;
die jeweiligen SLs (408_0 bis 408_3, 418) sind an
die Source-Bereiche der Kernspeicherzellen gekop-
pelt; und die jeweiligen MG-Leitungen (410_0 bis
410_3, 420) sind an die Speicher-Gates der Kern-
speicherzellen gekoppelt. Die Kernspeicherzellen in
dem physischen Sektor 402 (z. B. in den Ldsch-
sektoren 402_0 bis 402_3 und in dem Abschnitt
404 des Zeilenredundanzsektors) kdnnen irgendei-
ne Art von Flashspeicherzellen sein, einschlie3lich
in nicht einschrankender Weise Split-Gate-Speicher-
zellen, Zwei-Transistor(2T)-Speicherzellen, NAND-
Speicherzellen, NOR-Speicherzellen, usw.

[0021] Es sollte sich verstehen, dass die verteilten
Zeilenredundanzleitungen (z. B. die SG-Leitungen,
die SL-Leitungen und die MG-Leitungen) in Fig. 4 ei-
ne homogene Erweiterung der Leitungen in dem phy-
sischen Sektor 402 sind, und daher ist die Flachen-
optimierung in dem physischen Sektor maximiert und
die Einheitlichkeit der darin enthaltenen Speicheran-
ordnungen bleibt erhalten. Es sollte sich auch verste-
hen, dass das Verteilen der Gesamtmenge der Zei-
lenredundanz-WLs dazu fihrt, dass zu jedem norma-
len physischen Sektor eine so geringe Menge zusatz-
licher WLs hinzukommt, dass diese kaum irgendeine
analoge Auswirkung (z. B. zusatzliche Kapazitat, zu-
satzlichen Widerstand, usw.) auf die physischen Sek-
toren hat. Dies ist sehr effizient in Bezug auf die Die-
Flache und spart mit einem speziell dafiir vorgesehen
Redundanzsektor dazugehodrigen Overhead ein. Im
Gegensatz zu einem konventionellen Zeilenredun-
danzschema, das einen speziell dafiir vorgesehenen
physischen Sektor verwendet, stellen die hierin be-
schriebenen Techniken daher ein effizientes Zeilen-
redundanzschema (per Die-Flache) mit voller Funk-
tionalitat und Zuverlassigkeit und ohne jegliche ande-
re EinbulRen bereit.

[0022] Fig. 5 ist ein Blockdiagramm, das eine
beispielhafte Mikrocontrollereinheit (Mikrocontroller
Unit, MCU) mit eingebettetem Flashspeicher gemaf
einem Ausfiihrungsbeispiel veranschaulicht. Es soll-
te sich verstehen, dass in Fig. 5 die MCU 500 zum
Zweck der Veranschaulichung vereinfacht wurde und
deshalb keine vollstandige Beschreibung sein soll. Es
sollte sich auch verstehen, dass eine MCU einige, al-
le Komponenten der Ausfiihrungsform in Fig. 5 oder
andere/zusatzliche Komponenten als diese umfas-
sen kann. Ferner sollte es sich verstehen, dass in ver-
schiedenen Ausfiihrungsformen eine andere Halblei-
tervorrichtung als eine MCU - etwa ein Controller,
ein Spezialzweck-Prozessor, ein Digitalsignalprozes-
sor (,DSP*), eine anwendungsspezifische integrierte
Schaltung (,ASIC*), ein feldprogrammierbares Gate-
Array (,FPGA®) oder dergleichen - die hierin beschrie-
benen Techniken fir eine verteilte Zeilenredundanz
verkorpern kann. Somit sollte die MCU 500 in Fig. 5
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in einem veranschaulichenden, jedoch nicht in einem
einschrankenden Sinn betrachtet werden.

[0023] Die MCU 500 wird als integrierte Schaltung
(Integrated Circuit, IC) auf einem einzelnen Die aus
Halbleitersubstrat verkorpert. Die MCU 500 umfasst
unter anderem den Zentraleinheits(Central Proces-
sing Unit, CPU)-Kern 502 (der einen oder meh-
rere Prozessoren umfassen kann), den Nur-Lese-
Speicher (Read-Only Memory, ROM) 504, den sta-
tischen Direktzugriffsspeicher (Random Access Me-
mory, SRAM) 506 und den Flashspeicher 510, die
Uber die Zwischenverbindung 508 aneinander ge-
koppelt sind. Es wird darauf hingewiesen, dass in
verschiedenen Ausfliihrungsformen unterschiedliche
und/oder zuséatzliche Elemente in der MCU mit jegli-
cher Moglichkeit oder jeglichem Typ von CPU-Kern
umfasst sein kénnen, und diese Elemente kénnen an
den CPU-Kern und/oder untereinander entweder di-
rekt oder Uber Bus(se), Briicke(n) und/oder eine an-
dere Beschaltung, die sich von einer Zwischenverbin-
dung unterscheidet, gekoppelt sein.

[0024] Der CPU-Kern 502 ist konfiguriert, um An-
weisungen auszufihren, die aus dem ROM 504,
dem SRAM 506, dem Flashspeicher 510 und/oder
anderen Speichermodulen (falls solche konfiguriert
sind) abgerufen werden kénnen. Der ROM 504 ist
als Firmware programmiert, um Anweisungen und/
oder Daten (z. B. Konfigurationsdaten) zu speichern,
auf die der CPU-Kern 502 und andere Elemente der
MCU 500 zugreifen kénnen. Der SRAM 506 ist ei-
ne flliichtige Speichervorrichtung, die konfiguriert ist,
um Daten und/oder Anweisungen zu speichern, oh-
ne dass eine Auffrischung erforderlich ist (solange
sie mit Strom versorgt wird), und in die in beliebiger
Reihenfolge geschrieben oder von der in beliebiger
Reihenfolge gelesen werden kann, unabhangig von
dem letzten Speicherort, auf den zugegriffen wurde.
Die Zwischenverbindung 508 ist konfiguriert, um ei-
ne Adress-, Daten- und Steuerschnittstelle zwischen
der CPU 502 und den anderen MCU-Elementen be-
reitzustellen.

[0025] Der Flashspeicher 510 ist eine Speicher-
vorrichtung mit einem eingebetteten nichtfliichtigen
Speicher (Non-Volatile Memory, NVM), der Da-
ten, Konfigurationsinformationen und/oder ausfiihr-
bare Anweisungen speichern kann. Der Flashspei-
cher 510 ist an die Zwischenverbindung 508 gekop-
pelt (z. B. iber einen Adress-, Daten- und Steuerbus)
und ist konfiguriert, um Informationen von dieser zu
empfangen und Informationen an diese zu senden.
Der Flashspeicher 510 umfasst neben anderen Ele-
menten den Flash-Controller 512, den X-Decodierer
514, den Y-Decodierer 516 und die Speicheranord-
nung 520. Der Flash-Controller 512 ist mit verschie-
denen Hardwarekomponenten (z. B. Transistoren,
Logik-Gates und verschiedenen anderen analogen
und/oder digitalen Schaltungen) konfiguriert, um eine

Zustands- und Befehlssteuerung fir den Flashspei-
cher 510 bereitzustellen. Der Flash-Controller 512 ist
beispielsweise gekoppelt, um Signale von verschie-
denen Steuerleitungen und Bussen zu empfangen,
um Steuer- und Befehlssignale zu senden (z. B. an
den X-Decodierer 514, den Y-Decodierer 516, usw.)
und um an die Speicheranordnung 520 wahrend ver-
schiedener Speichervorgdnge angelegte Signale zu
steuern.

[0026] Die Speicheranordnung 520 ist eine Anord-
nung von Flashspeicherzellen, die in Zeilen und Spal-
ten eingerichtet sind, so dass auf jede Speicherzel-
le durch eine Zeilen- und Spaltenadresse Uber Zei-
len- und Spaltentreiberschaltungen zugegriffen wer-
den kann. Eine Speicherzelle kann ein oder mehre-
re Bits an Informationen in ihrem/ihren Speichertran-
sistor(en) speichern, auf die in Lese-, Programmier-
und Léschvorgangen zugegriffen werden kann. In der
Ausfiihrungsform der Fig. 5 sind die Speicherzellen in
der Speicheranordnung 520 in mehreren physischen
Sektoren angeordnet, die als eine oder mehrere Spei-
cherbanke eingerichtet sein kénnen, und jeder physi-
sche Sektor kann eine Anzahl von Zeilen und Spalten
von Speicherzellen umfassen.

[0027] Die Speicheranordnung 520 ist, neben an-
deren MCU-Elementen, an den X-Decodierer 514
Uber Selektions-Gate-Leitungen, Source-Leitungen
und Speicher-Gate-Leitungen gekoppelt. Die Spei-
cheranordnung 520 ist, neben anderen MCU-Ele-
menten, Uber mehrere Bitleitungen auch an den Y-
Decodierer 516 gekoppelt. Der X-Decodierer 514
und der Y-Decodierer 516 umfassen Beschaltungen,
die konfiguriert sind, um wahrend Speichervorgan-
gen Adressinformationen von dem Flash-Controller
512 zu empfangen und die Adressinformationen zu
dekodieren, um die entsprechende(n) Speicherzelle
(n) zu bestimmen. Zum Beispiel enthalt der X-Deco-
dierer 514, neben anderer Beschaltung, SG-Treiber,
SL-Treiber, MG-Treiber und verschiedene periphere
Beschaltungen (z. B. Ladepumpen, Digital-Analog-
Wandler, Verstarker, usw.), die betreibbar sind, um
wahrend Speichervorgangen die adressierte(n) Rei-
he(n) von Speicherzellen zu identifizieren. Der Y-De-
codierer 516 enthalt, neben anderer Beschaltung, Bit-
leitungstreiber und verschiedene periphere Beschal-
tungen, die betreibbar sind, um wahrend Speicher-
vorgangen die adressierte(n) Spalte(n) von Speicher-
zellen zu identifizieren.

[0028] Die Speicheranordnung 520 umfasst die Ab-
tastverstarker 520a. Es wird darauf hingewiesen,
dass in verschiedenen Architekturen die Abtast-
verstarker 520a unterschiedliche Die-Flache(n) der
Speicheranordnungen 520 belegen koénnen. In Aus-
fihrungsformen, die physische x2-Sektorstrukturen
verwenden, kénnen die Abtastverstarker beispiels-
weise zwischen jedem Paar physikalischer Sekto-
ren in der Speicheranordnung angeordnet sein. Die
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Abtastverstarker 520a sind konfiguriert, um wahrend
Speichervorgédngen Mehrbit-Wérter aus den Spei-
cherzellen in der Speicheranordnung zu lesen und
die Mehrbit-Worter an Beschaltungen (z. B. Zwi-
schenspeicher, Datenpuffer usw.), die durch den
Flash-Controller 512 gesteuert werden, zu Ubertra-
gen.

[0029] In einem Lese-Speichervorgang wird ein in
der Speicheranordnung 520 gespeichertes Bit aus ei-
ner in dem Lesevorgang spezifizierten Adresse aus-
gelesen. Die Adressinformationen werden von dem
Flash-Controller 512 weitergeleitet und durch den
X-Decodierer 514 und den Y-Decodierer 516 deco-
diert, um die entsprechende Speicherzelle zu bestim-
men. Als Beispiel fir ein strombasiertes Abtasten
wird, um ein Bit zu lesen, das an der decodierten
Adresse gespeichert ist, eine Spannung an das Spei-
cher-Gate der entsprechenden Speicherzelle ange-
legt. Die Spannung wird prazise erzeugt, so dass die-
se im Wesentlichen gleich weit von der Zielspannung,
die notwendig ist, um den Speichertransistor anzu-
schalten, wenn ein ,hohes"” Bit gespeichert wird, und
der Zielspannung, die notwendig ist, um den Tran-
sistor anzuschalten, wenn ein ,niedriges” Bit gespei-
chert wird, entfernt ist, um klar zwischen zwei Zustan-
den zu unterscheiden. Wenn das Anlegen der Span-
nung wahrend des Lesevorgangs einen Abtastver-
starker 520a veranlasst, ein FlieBen eines wesentli-
chen Stromes zwischen Source und Drain der Spei-
cherzelle, der gleich dem Zielstrombereich ist, zu de-
tektieren, dann enthalt die Speicherzelle ein ,hohes®
Bit. Alternativ enthalt, wenn das Anlegen der Span-
nung wahrend des Lesevorgangs den Abtastverstar-
ker 520a nicht veranlasst, ein Flielen eines wesent-
lichen Stromes zwischen Source und Drain der Spei-
cherzelle, der gleich dem Zielstrombereich ist, zu de-
tektieren, die Speicherzelle dann ein ,niedriges” Bit.

[0030] In einem Programmier-Speichervorgang wird
ein in der Speicheranordnung 520 gespeichertes Bit
auf eine in dem Programmiervorgang spezifizierte
Adresse geschrieben. Die Adressinformationen wer-
den an den X-Decodierer 514 und den Y-Decodie-
rer 516 weitergegeben und von diesen decodiert, um
die entsprechende Speicherzelle zu bestimmen. Ei-
ne positive Spannung wird an das Selektions-Gate
der Speicherzelle angelegt, wahrend eine hdhere
positive Spannung an deren Speicher-Gate ange-
legt wird. Die Haltespannungsbedingungen zwischen
dem Speicher-Gate und der Source der Speicherzel-
le programmieren wirksam ein ,niedriges” Bit inner-
halb des Speichertransistors der Speicherzelle, das
weiter gespeichert wird, selbst nachdem die verschie-
denen Spannungen entfernt wurden.

[0031] In einem L&sch-Speichervorgang werden die
Bits, die in den Speicherzellen eines gegebenen
Ldschsektors der Speicheranordnung 520 gespei-
chert sind, basierend auf in dem Ldschvorgang spe-

zifizierten Adressinformationen geléscht. Die Adress-
informationen werden an den X-Decodierer 514 und
den Y-Decodierer 516 weitergeleitet und von diesen
decodiert, um den Ort des angestrebten Léschsek-
tors zu bestimmen. Um jegliche Ladung, die inner-
halb des Speichertransistors einer Speicherzelle ge-
speichert sein kann, zu ,|6schen® und ihren Zustand
in ein ,hohes” Bit zuriickzufiihren, wird eine prazise
Spannung an die Source der Speicherzelle angelegt.
Der Drain der Speicherzelle wird ,geflutet” (oder auf
einer gewissen Haltespannung gehalten), eine prazi-
se erzeugte hohe negative Spannung wird an deren
Speicher-Gate angelegt und ihr Selektionsgatter wird
geerdet. Die Haltespannungsbedingungen zwischen
dem Speicher-Gate und der Source der Speicherzel-
le l16schen den Speichertransistor wirksam auf den
~hohen* Bit-Zustand.

[0032] Entsprechend den hierin beschriebenen
Techniken fir die Zeilenredundanz wird ein fehler-
hafter Léschsektor wahrend eines Sortierablaufvor-
gangs identifiziert. Der fehlerhafte Léschsektor wird
dann im Flashspeicher 520 durch einen verteilten
Zeilenredundanzsektor ersetzt, z. B. durch Program-
mieren/Speichern der Ortsinformationen des fehler-
haften Sektors in Konfigurations-Flipflops, Registern
und/oder anderer Logik. Im Gebrauch, wenn ein
Lese- oder Programmierspeichervorgang fir eine
Adresse in dem fehlerhaften Loschsektor eingeleitet
wird, dekodiert der X-Decodierer 514 die Adresse,
um eine Zeile von Speicherzellen in einem entspre-
chenden Abschnitt des verteilten Zeilenredundanz-
sektors zu identifizieren. Der normale physische Sek-
tor, welcher der identifizierten Zeile entspricht, wird
bestimmt und die angeforderten Daten werden aus
dem Abschnitt des Zeilenredundanzsektors, der in-
nerhalb des physischen Sektors angeordnet ist, ge-
lesen oder in diesen programmiert. Wenn ein Lésch-
vorgang gegenlber dem fehlerhaften Léschsektor
eingeleitet wird, dekodiert der X-Decodierer 514 die
Adresse in dem Léschvorgang und bestimmt, dass
er die Speicherzellen in dem verteilten Zeilenredun-
danzsektor 16schen muss. Die Steuerlogik (z. B. in
dem Flash-Controller 512) legt dann die notwendi-
gen Spannungen seriell oder parallel an jeden Ab-
schnitt des Zeilenredundanzsektors an, der in jedem
der physischen Sektoren angeordnet ist, und I6scht
dadurch die Speicherzellen in dem verteilten Zeilen-
redundanzsektor.

[0033] In verschiedenen Ausfiihrungsformen fiihrt
die Verwendung des hierin beschriebenen verteil-
ten Zeilenredundanzschemas zu einer Gesamtredu-
zierung der fur ein Flashspeicherprodukt verwen-
deten Die-Flache. Das verteilte Redundanzschema
verbessert die Herstellungsausbeute und tiberwindet
die Auswirkungen zeilenbezogener Herstellungsfeh-
ler. Das hierin beschriebene Zeilenredundanzsche-
ma stellt beispielsweise das Hinzufligen von Zei-
lenredundanz-Wortleitungen, -Source-Leitungen und
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-Speicher-Gate-Leitungen zu mehreren physischen
Sektoren einer Speicherbank bereit, wodurch die not-
wendige Redundanz auf normale physische Sekto-
ren verteilt wird, anstatt einen separaten redundanten
Sektor zu verwenden. Dadurch kann die Logik (z. B.
Konfigurations-Flipflops, Register, synthetisierte Lo-
gik, Treiberschaltungen, usw.), die fir den Betrieb
der Zeilenredundanzleitungen erforderlich ist, als Teil
oder zusammen mit der &hnlichen Logik, die fir den
Betrieb der normalen physischen Sektoren verwen-
det wird, angeordnet werden. Es sollte sich verste-
hen, dass das hierin beschriebene Zeilenredundanz-
schema besonders fur nichtflichtige Speicherarchi-
tekturen (z. B. eingebettete Flashspeicher), die ei-
nen schnellen Zugriff erfordern, aber einen groRen
Die-Flachen-Mehraufwand vermeiden muiissen, niitz-
lich ist. Ein Beispiel fir solche Architekturen ist eine
Flashspeicherarchitektur, die in Halbleiterprodukten
fur die Automobilindustrie verwendet wird, welche im
Allgemeinen hohe Fertigungsausbeuten mit geringen
Fehlerraten und geringen Auswirkungen auf die Die-
Flache erfordern.

[0034] Verschiedene Ausfihrungsformen der hierin
beschriebenen Techniken zur verteilten Zeilenredun-
danzim Flashspeicher kénnen verschiedene Vorgéan-
ge umfassen. Diese Vorgange kdénnen durch Hard-
warekomponenten, Firmware oder einer Kombinati-
on daraus durchgefiihrt werden. Wie hierin verwen-
det, kdnnen die Begriffe ,gekoppelt an“ und ,gekop-
pelt mit“ direkt oder indirekt Uber eine oder mehre-
re dazwischenliegende Komponenten gekoppelt be-
deuten. Jegliche der Signale, die Uber verschiede-
ne hierin beschriebene Busse bereitgestellt werden,
kénnen mit anderen Signalen zeitgemultiplext und
Uber einen oder mehrere (bliche Busse bereitge-
stellt werden. Zusétzlich kann die Zwischenverbin-
dung zwischen Schaltungskomponenten oder -blo-
cken als Busse oder als einzelne Signalleitungen ge-
zeigt werden. Jeder der Busse kann alternativ eine
oder mehrere einzelne Signalleitungen sein, und jede
der einzelnen Signalleitungen kann alternativ Busse
sein.

[0035] Obgleich die Vorgange jeglichen/jeglicher
Verfahren(s) hierin in einer bestimmten Reihenfolge
gezeigt und beschrieben sein kénnen, kann die Rei-
henfolge der Vorgénge eines jeden Verfahrens ver-
andert werden, so dass gewisse Vorgange in einer
umgekehrten Reihenfolge durchgeflhrt werden kon-
nen oder so dass bestimmte Vorgdnge zumindest
teilweise gleichzeitig mit anderen Vorgangen durch-
gefiihrt werden kénnen. In weiteren Ausfuhrungsfor-
men koénnen Anweisungen oder Teilvorgédnge von
einzelnen Vorgangen auf intermittierende und/oder
abwechselnde Weise erfolgen.

[0036] In der vorstehenden Beschreibung wurde die
Erfindung anhand spezifischer beispielhafter Ausfih-
rungsformen davon beschrieben. Es ist jedoch of-

fensichtlich, dass verschiedene Modifizierungen und
Veradnderungen daran vorgenommen werden koén-
nen, ohne dass vom breiteren Wesen und Schutzbe-
reich der Erfindung, wie in den beigefugten Anspru-
chen dargelegt, abgewichen wird. Die Beschreibung
und die Zeichnungen sind dementsprechend in ei-
nem veranschaulichenden Sinn und nicht in einem
einschrankenden Sinn zu betrachten.
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Patentanspriiche

1. Eine Halbleitervorrichtung, die Folgendes be-
inhaltet:
einen eingebetteten Flashspeicher, der eine Spei-
cherbank beinhaltet, welche mehrere physische Sek-
toren umfasst, wobei jeder physische Sektor eine
Vielzahl von Léschsektoren beinhaltet, und wobei:
mehrere Abschnitte eines zusatzlichen Léschsektors
jeweils auf die mehreren physischen Sektoren verteilt
sind; und
die mehreren Abschnitte des zusatzlichen Léschsek-
tors als Zeilenredundanzsektor fir die Speicherbank
konfiguriert sind.

2. Halbleitervorrichtung gemaf Anspruch 1, wobei:
die Speicherbank einen fehlerhaften L&schsektor
umfasst; und
die mehreren Abschnitte des zusatzlichen Léschsek-
tors konfiguriert sind, um den fehlerhaften Léschsek-
tor innerhalb der Speicherbank zu ersetzen.

3. Halbleitervorrichtung gemaf Anspruch 2, wobei
der eingebettete Flashspeicher konfiguriert ist, um
wahrend eines Speichervorgangs auf der Speicher-
bank auf die mehreren Abschnitte des zusétzlichen
Léschsektors statt auf den fehlerhaften Léschsektor
zuzugreifen.

4. Halbleitervorrichtung gemaf Anspruch 3, wobei
der Speichervorgang ein Lesevorgang oder ein Pro-
grammiervorgang ist.

5. Halbleitervorrichtung gemaR Anspruch 3, wobei
der Speichervorgang ein Loschvorgang ist, der seriell
auf den mehreren physischen Sektoren durchgefihrt
wird, um jeden der mehreren Abschnitte des zuséatz-
lichen Léschsektors zu l6schen.

6. Halbleitervorrichtung gemafR Anspruch 3, wobei
der Speichervorgang ein Ldschvorgang ist, der par-
allel auf den mehreren physischen Sektoren durch-
gefiihrt wird, um jeden der mehreren Abschnitte des
zusatzlichen Léschsektors zu 16schen.

7. Halbleitervorrichtung gemal Anspruch 2, wo-
bei der fehlerhafte Léschsektor wahrend eines Sor-
tierablaufvorgangs auf dem eingebetteten Flashspei-
cher bestimmt wird.

8. Halbleitervorrichtung gemaR Anspruch 1, wobei
die Halbleitervorrichtung Folgendes beinhaltet:
erste Wortleitungen (WLs), die an die ersten Spei-
cherzellen in den mehreren physischen Sektoren ge-
koppelt sind; und
zweite WLs, die zuséatzlich zu den ersten WLs auf die
mehreren physischen Sektoren verteilt sind,
wobei die zweiten WLs an zweite Speicherzellen in
den mehreren Abschnitten des zusatzlichen Ldsch-
sektors gekoppelt sind.

9. Halbleitervorrichtung geman Anspruch 1, wobei
die Speicherbank zusatzlich zu den mehreren physi-
schen Sektoren einen oder mehrere physische Sek-
toren, die keinen Abschnitt des zusétzlichen Ldsch-
sektors umfassen, beinhaltet.

10. Ein System, das Folgendes beinhaltet:
eine Mikrocontrollereinheit; und
einen in der Mikrocontrollereinheit eingebetteten
Flashspeicher, wobei der Flashspeicher Folgendes
beinhaltet:
eine Speicherbank, die mehrere physische Sektoren
umfasst, wobei jeder physische Sektor eine Vielzahl
von Léschsektoren beinhaltet, und wobei:
mehrere Abschnitte eines zusatzlichen Loschsektors
jeweils auf die mehreren physischen Sektoren verteilt
sind; und
die mehreren Abschnitte des zuséatzlichen Léschsek-
tors als Zeilenredundanzsektor fiir die Speicherbank
konfiguriert sind.

11. System gemal Anspruch 10, wobei:
die Speicherbank einen fehlerhaften Ldschsektor
umfasst; und
die mehreren Abschnitte des zuséatzlichen Léschsek-
tors konfiguriert sind, um den fehlerhaften Léschsek-
tor innerhalb der Speicherbank zu ersetzen.

12. System gemaf Anspruch 11, wobei der Flash-
speicher konfiguriert ist, um wéhrend eines Speicher-
vorgangs auf der Speicherbank auf die mehreren Ab-
schnitte des zuséatzlichen Loschsektors statt auf den
fehlerhaften Loschsektor zuzugreifen.

13. System geman Anspruch 12, wobei der Spei-
chervorgang ein Lesevorgang oder ein Programmier-
vorgang ist.

14. System geman Anspruch 12, wobei der Spei-
chervorgang ein Léschvorgang ist, der seriell auf den
mehreren physischen Sektoren durchgefihrt wird,
um jeden der mehreren Abschnitte des zusatzlichen
Léschsektors zu 16schen.

15. System geman Anspruch 12, wobei der Spei-
chervorgang ein Ldschvorgang ist, der parallel auf
den mehreren physischen Sektoren durchgeflhrt
wird, um jeden der mehreren Abschnitte des zuséatz-
lichen Léschsektors zu l16schen.

16. Ein Verfahren zum Konfigurieren eines einge-
betteten Flashspeichers mit Zeilenredundanz, wobei
das Verfahren Folgendes beinhaltet:

Bereitstellen von ersten Wortleitungen (WLs), die
in mehreren physischen Sektoren einer Speicher-
bank in dem eingebetteten Flashspeicher angeordnet
sind, wobei jeder physische Sektor eine Vielzahl von
Léschsektoren beinhaltet; und

Bereitstellen von zweiten WLs, die zusatzlich zu den
ersten WLs in den mehreren physischen Sektoren
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angeordnet sind, wobei die zweiten WLs an meh-
rere Abschnitte eines zuséatzlichen Léschsektors ge-
koppelt sind, die jeweils auf die mehreren physi-
schen Sektoren verteilt sind, und wobei der zusatz-
liche Léschsektor als ein Zeilenredundanzsektor fir
die Speicherbank konfiguriert ist.

17. Verfahren gemaf Anspruch 16, das ferner Fol-
gendes beinhaltet:
Bestimmen, dass die Speicherbank einen fehlerhaf-
ten Loschsektor umfasst; und
Konfigurieren des eingebetteten Flashspeichers, um
den fehlerhaften Loschsektor durch die mehreren Ab-
schnitte des zuséatzlichen Ldschsektors in der Spei-
cherbank zu ersetzen.

18. Verfahren gemaR Anspruch 17, das ferner das
Konfigurieren des eingebetteten Flashspeichers fir
einen Speichervorgang, der auf die mehreren Ab-
schnitte des zuséatzlichen Loschsektors statt auf den
fehlerhaften Loschsektor zugreifen soll, beinhaltet.

19. Verfahren gemafl® Anspruch 18, wobei der
Speichervorgang ein Lesevorgang oder ein Program-
miervorgang ist.

20. Verfahren gemal Anspruch 17, das ferner
das Konfigurieren des eingebetteten Flashspeichers
fir einen Ldschvorgang, der seriell auf den mehre-
ren physischen Sektoren durchgefiihrt werden soll,
um jeden der mehreren Abschnitte des zuséatzlichen
Léschsektors zu I6schen, beinhaltet.

Es folgen 5 Seiten Zeichnungen
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