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(57)【特許請求の範囲】
【請求項１】
　複数の商品に関する情報であって、少なくともそれぞれの商品に対するユーザーレビュ
ーを含む情報を分析して、個々の商品の用途と特性とを抽出する抽出手段と、
　抽出した用途と特性とを関連付けて記憶する記憶手段と、
　ユーザーによる用途の選択を入力する入力手段と、
　選択された用途と関連付けて記憶された特性に基づいて、該選択された用途との関連の
深さに応じて商品のランク付けを行うランク付け手段と、
　上位にランク付けされた商品の一覧を出力する出力手段と、
　を備える商品検索装置。
【請求項２】
　前記抽出手段は、ユーザーレビュー中の文を名詞列を類似するものをまとめるようにク
ラスタリングした上で、特徴を表す語句として予め定めた語句を含まないクラスターを除
外することで、類似する商品の特徴をグループ化し、このグループ化した商品の特徴を商
品の特性として用いることを特徴とする、
　請求項１記載の商品検索装置。
【請求項３】
　前記抽出手段は、ユーザーレビュー中の文を主観的な文と客観的な文とに分類し、ユー
ザーレビュー中の文のうちの主観的な文のみに対して商品の特徴を抽出する処理を行うこ
とを特徴とする、
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　請求項２記載の商品検索装置。
【請求項４】
　前記抽出手段は、ユーザーレビューに対して、用途として一般的に用いられる語句が特
定のパターンで現れる句を抽出し、その句に含まれる名詞列から前記商品の特性を除外す
る処理を行って商品の用途として抽出することを特徴とする、
　請求項２記載の商品検索装置。
【請求項５】
　前記記憶手段は、用途各々に関連付けて複数の特性をそれぞれ重み付けして記憶し、
　前記ランク付け手段は、選択された用途に関連付けられた複数の特性を、それぞれの重
み付けに応じて評価した上で商品のランク付けを行うことを特徴とする、
　請求項１に記載の商品検索装置。
【請求項６】
　複数の商品に関する情報であって、少なくともそれぞれの商品に対するユーザーレビュ
ーを含む情報を分析して、個々の商品の用途と特性とを抽出する抽出ステップと、
　抽出した用途と特性とを関連付けてデータベースに記憶する記憶ステップと、
　ユーザーによる用途の選択を入力する入力ステップと、
　選択された用途と関連付けて前記データベースに記憶された特性に基づいて、該選択さ
れた用途との関連の深さに応じて商品のランク付けを行うランク付けステップと、
　上位にランク付けされた商品の一覧を出力する出力ステップと、
　をコンピュータに実行させるためのプログラム。
【発明の詳細な説明】
【技術分野】
【０００１】
　商品を検索してユーザーに提示する装置及びプログラムに関する。
【背景技術】
【０００２】
　非特許文献１には、ウェブ上に存在する製品に対するレビューから、その製品の特徴や
その製品に対するユーザーの評価を抽出する技術が記載されている。
【０００３】
　非特許文献２には、複数のユーザーの意見を統合して、一つの評価値を計算する技術が
記載されている。
【０００４】
　非特許文献３及び４には、ウェブ上のテキストから教師なし学習によってデータ集合を
抽出する方法が記載されている。
【０００５】
　非特許文献５には、自己相互情報量（Ｐｏｉｎｔ－ｗｉｓｅ　Ｍｕｔｕａｌ　Ｉｎｆｏ
ｒｍａｔｉｏｎ，ＰＭＩ）とサポートベクターマシン（ＳＶＭ）を用いたレビューの教師
なし分類法が記載されている。
【０００６】
　非特許文献６には、文書中の全ての単語およびその全ての依存関係を用いて、２つの単
語間の類度を算出する技術が記載されている。
【０００７】
　非特許文献７には、文を主観的か否かで分類し、主観的と分類された文のみを用いて評
価情報分析を行う例が記載されている。
【０００８】
　非特許文献８には、文書の検索用インデックスとして、検索用クエリーのセット、すな
わちクエリーとその検索結果の文書のセットを用いる文書検索方法が記載されている。
【先行技術文献】
【非特許文献】
【０００９】
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【非特許文献１】ポペスキュー他（Ｐｏｐｅｓｃｕ　ｅｔ　ａｌ．）、「レビューに基づ
いた製品の特徴および意見の抽出（Ｅｘｔｒａｃｔｉｎｇ　Ｐｒｏｄｕｃｔ　Ｆｅａｔｕ
ｒｅｓ　ａｎｄ　Ｏｐｉｎｉｏｎｓ　ｆｒｏｍ　Ｒｅｖｉｅｗｓ）」、人間の言語に関す
る技術会議予稿集（Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　Ｈｕｍａｎ　Ｌａｎｇｕａｇｅ　Ｔ
ｅｃｈｎｏｌｏｇｙ　Ｃｏｎｆｅｒｅｎｃｅ）、２００５年、ｐ．３３９－３４６
【非特許文献２】フー他（Ｈｕ　ｅｔ　ａｌ．）、「カスタマーレビューからの意見特徴
の検索（Ｍｉｎｉｎｇ　Ｏｐｉｎｉｏｎ　Ｆｅａｔｕｒｅｓ　Ｉｎ　Ｃｕｓｔｏｍｅｒ　
Ｒｅｖｉｅｗｓ）」、人口知能に関する国内会議予稿集（Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ
　ｔｈｅ　Ｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ａｒｔｉｆｃｉａｌ　Ｉｎ
ｔｅｌｌｉｇｅｎｃｅ），２００４年、ｐ．７５５－７６０
【非特許文献３】イェイツ他（Ｙａｔｅｓ　ｅｔ　ａｌ．）、「ウェブ上のオブジェクト
と関係性の教師なし分解（Ｕｎｓｕｐｅｒｖｉｓｅｄ　Ｒｅｓｏｌｕｔｉｏｎ　ｏｆ　Ｏ
ｂｊｅｃｔｓ　ａｎｄ　Ｒｅｌａｔｉｏｎｓ　ｏｎ　ｔｈｅ　Ｗｅｂ）」、コンピュータ
言語学会北米支部会議予稿集（Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ＮＡＡＣＬ－ＨＬＴ）、
２００７年、ｐ．１２１－１３０
【非特許文献４】エツィオニ他（Ｅｔｚｉｏｎｉ　ｅｔ　ａｌ．）、「ウェブからの教師
なし固有表現抽出：実験的研究（Ｕｎｓｕｐｅｒｖｉｓｅｄ　Ｎａｍｅｄ－Ｅｎｔｉｔｙ
　Ｅｘｔｒａｃｔｉｏｎ　Ｆｒｏｍ　ｔｈｅ　Ｗｅｂ：　ａｎ　Ｅｘｐｅｒｉｍｅｎｔａ
ｌ　Ｓｔｕｄｙ）」、人工知能（Ａｒｔｉｆｉｃｉａｌ　Ｉｎｔｅｌｌｉｇｅｎｃｅ）１
６５（１）、２００５年、ｐ．９１－１３４
【非特許文献５】ターニー（Ｔｕｒｎｅｙ　ＰＤ）、「賛成？反対？：レビューの教師無
し分類への意味的オリエンテーションの適用（Ｔｈｕｍｂｓ　Ｕｐ　ｏｒ　Ｔｈｕｍｂｓ
　Ｄｏｗｎ？　Ｓｅｍａｎｔｉｃ　Ｏｒｉｅｎｔａｔｉｏｎ　Ａｐｐｌｉｅｄ　ｔｏ　Ｕ
ｎｓｕｐｅｒｖｉｓｅｄ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ　ｏｆ　Ｒｅｖｉｅｗｓ）」、
コンピュータ言語学会第４０回年次会議予稿集（Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ
　４０ｔｈ　Ａｎｎｕａｌ　Ｍｅｅｔｉｎｇ　ｏｆ　Ａｓｓｏｃｉａｔｉｏｎ　ｆｏｒ　
Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ）、２００２年、ｐ．４１７－４
２４
【非特許文献６】リン（Ｄ．　Ｌｉｎ．）、「類似語の自動取得とクラスタリング（Ａｕ
ｔｏｍａｔｉｃ　ｒｅｔｒｉｅｖａｌ　ａｎｄ　ｃｌｕｓｔｅｒｉｎｇ　ｏｆ　ｓｉｍｉ
ｌａｒ　ｗｏｒｄｓ）」，コンピュータ言語学会第１７回国際会議予稿集（Ｐｒｏｃｅｅ
ｄｉｎｇｓ　ｏｆ　ｔｈｅ　１７ｔｈ　Ｉｎｔｅｒｎａｔｉｏｎａｌ　Ｃｏｎｆｅｒｅｎ
ｃｅ　ｏｎ　Ｃｏｍｐｕｔａｔｉｏｎａｌ　Ｌｉｎｇｕｉｓｔｉｃｓ）」，１９９８年、
ｐ．７６８－７７４
【非特許文献７】パン及びリー（Ｂ．Ｐａｎｇ　ａｎｄ　Ｌ．Ｌｅｅ）、「意見検索と評
価情報分析（Ｏｐｉｎｉｏｎ　Ｍｉｎｉｎｇ　ａｎｄ　Ｓｅｎｔｉｍｅｎｔ　Ａｎａｌｙ
ｓｉｓ）」、情報取得における基礎と傾向（Ｆｏｕｎｄａｔｉｏｎｓ　ａｎｄ　Ｔｒｅｎ
ｄｓ　ｉｎ　Ｉｎｆｏｒｍａｔｉｏｎ　Ｒｅｔｒｉｅｖａｌ）、ｖｏｌ．２、２００８年
、ｐ．１－１３５
【非特許文献８】ピケンズ他（Ｐｉｃｋｅｎｓ　ｅｔ　ａｌ．）、「フィードバックおよ
び拡張のための反転インデキシング　（Ｒｅｖｅｒｔｅｄ　Ｉｎｄｅｘｉｎｇ　ｆｏｒ　
Ｆｅｅｄｂａｃｋ　ａｎｄ　Ｅｘｐａｎｓｉｏｎ）」、情報および知識管理に関する第１
９回ＡＣＭ会議予稿集（Ｐｒｏｃｅｅｄｉｎｇｓ　ｏｆ　ｔｈｅ　１９ｔｈ　ＡＣＭ　ｉ
ｎｔｅｒｎａｔｉｏｎａｌ　ｃｏｎｆｅｒｅｎｃｅ　ｏｎ　Ｉｎｆｏｒｍａｔｉｏｎ　ａ
ｎｄ　ｋｎｏｗｌｅｄｇｅ　ｍａｎａｇｅｍｅｎｔ）、２０１０年、ｐ．１０４９－１０
５８
【発明の概要】
【発明が解決しようとする課題】
【００１０】
　商品に関する技術的な知識が無くともその商品の用途から所望の商品を検索できるよう
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にする商品検索装置を提供することを目的とする。
【課題を解決するための手段】
【００１１】
　本発明の第１の態様としては、複数の商品に関する情報であって、少なくともそれぞれ
の商品に対するユーザーレビューを含む情報を分析して、個々の商品の用途と特性とを抽
出する抽出手段と、抽出した用途と特性とを関連付けて記憶する記憶手段と、ユーザーに
よる用途の選択を入力する入力手段と、選択された用途と関連付けて記憶された特性に基
づいて、該選択された用途との関連の深さに応じて商品のランク付けを行うランク付け手
段と、上位にランク付けされた商品の一覧を出力する出力手段と、を備える商品検索装置
が提供される。
【００１２】
　本発明の第２の態様としては、第１の態様においてさらに、前記抽出手段は、ユーザー
レビュー中の文を名詞列を類似するものをまとめるようにクラスタリングした上で、特徴
を表す語句として予め定めた語句を含まないクラスターを除外することで、類似する商品
の特徴をグループ化し、このグループ化した商品の特徴を商品の特性として用いてもよい
。
【００１３】
　本発明の第３の態様としては、第２の態様においてさらに、前記抽出手段は、ユーザー
レビュー中の文を主観的な文と客観的な文とに分類し、ユーザーレビュー中の文のうちの
主観的な文のみに対して商品の特徴を抽出する処理を行ってもよい。
【００１４】
　本発明の第４の態様としては、第２の態様においてさらに、前記抽出手段は、ユーザー
レビューに対して、用途として一般的に用いられる語句が特定のパターンで現れる句を抽
出し、その句に含まれる名詞列から前記商品の特性を除外する処理を行って商品の用途と
して抽出してもよい。
【００１５】
　本発明の第５の態様としては、第１の態様においてさらに、前記記憶手段は、用途各々
に関連付けて複数の特性をそれぞれ重み付けして記憶し、前記ランク付け手段は、選択さ
れた用途に関連付けられた複数の特性を、それぞれの重み付けに応じて評価した上で商品
のランク付けを行ってもよい。
【００１６】
　本発明の第６の態様としては、複数の商品に関する情報であって、少なくともそれぞれ
の商品に対するユーザーレビューを含む情報を分析して、個々の商品の用途と特性とを抽
出する抽出ステップと、抽出した用途と特性とを関連付けてデータベースに記憶する記憶
ステップと、ユーザーによる用途の選択を入力する入力ステップと、選択された用途と関
連付けて前記データベースに記憶された特性に基づいて、該選択された用途との関連の深
さに応じて商品のランク付けを行うランク付けステップと、上位にランク付けされた商品
の一覧を出力する出力ステップと、をコンピュータに実行させるためのプログラムが提供
される。
【発明の効果】
【００１７】
　本発明の第１及び第６の態様によれば、商品に関する技術的な知識が無くとも所望の商
品を検索することができる。
【００１８】
　本発明の第２の態様によれば、類似する商品の特徴を別々に扱うことによるランク付け
の不具合を回避できる。
【００１９】
　本発明の第３の態様によれば、主観的な文及び客観的な文の両者に基づいて商品特徴を
抽出する場合に比べて、精度の高い商品特徴の抽出が可能となる。
【００２０】
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　本発明の第４の態様によれば、商品の用途をユーザーレビューから自動的に抽出するこ
とが可能となる。
【００２１】
　本発明の第５の態様によれば、商品の用途に対応する特性ごとの重みに応じた商品のラ
ンク付けが可能となる。
【図面の簡単な説明】
【００２２】
【図１】未加工の商品情報データを分析してユーザーインターフェースを生成するシステ
ムの一例を示すブロック図である。
【図２】頻出名詞列のクラスタリングおよびフィルタリングを行う方法の一例を示すフロ
ーチャートである。
【図３】ベータ二項分布モデルを用いて、商品の特徴に関する意見を抽出する方法の一例
を示す図である。
【図４】ユーザーレビューから要約文を選択する方法の一例を示すフローチャートである
。
【図５】商品の用途を特定する方法の一例を示すフローチャートである。
【図６】用途に関する質問に対する回答を促すグラフィカルユーザーインターフェース（
ＧＵＩ）の一例を示す図である。
【図７】関連する商品のリストと対応する特性を表示しユーザーの操作を受け付けるＧＵ
Ｉの一例を示す図である。
【図８】上位にランク付けされた商品、および、選択された商品の詳細な情報（例：仕様
、用途、レビュー例）を表示するＧＵＩの一例を示す図である。
【図９】特性の重みを操作するために用いるユーザーインターフェースの一例を示す図で
ある。
【図１０】並行座標を用いて商品の特性値を表示する比較用インターフェースの一例を示
す図である。
【図１１】用途を基礎にしたユーザーインターフェースを使用する方法の一例を示すフロ
ーチャートである。
【図１２】本発明が実装されるコンピュータシステムの一例を示すブロック図である。
【発明を実施するための形態】
【００２３】
　商品の一覧、検索または比較を支援するための商用システムは既に数多くあるが、これ
らのインターフェースは一般に、商品を主体としたもの、すなわち商品情報を一覧表示す
るようなものとなっている。一方で、商品購入の意思決定に用いる商品情報は、公式なも
のおよび非公式なものを含め、これまでに無いほどの量がインターネット上にあふれてい
る。
【００２４】
　ここで、公式な商品情報とは、その商品を提供する者（生産者や販売者）がその商品に
関して公式に発表した情報であり、その商品の特徴、仕様、設定および価格に関する情報
を含むものである。また、ここでの非公式な商品情報とは、一般消費者がその商品につい
て作成した情報（消費者商品情報）のことを意味しており、いわゆるユーザーレビューを
含むものである。また、このユーザーレビューは、商品に対する評価や意見をその商品の
ユーザーが表明するべく作成した文章等の情報であり、その商品に関して公式商品情報で
は触れられていない追加的な情報、またはその商品の機能や、有用性や、特定用途に対す
る適合性等に関する意見が含まれる。また、ユーザーが行うその商品に対する評価（商品
全般に関するもの、および特定の特徴に関するもの）もこれに含まれる。このような評価
によって、潜在的な顧客は、自分が重要だと考える特性について既存顧客がどのように評
価しているかを知るのである。
【００２５】
　以下、商品情報を分析を行い、商品の用途を基礎にした商品検索を行うシステム及び方



(6) JP 5817491 B2 2015.11.18

10

20

30

40

50

法の例を説明する。ユーザーの要求に合致した上位レベルの商品情報に主眼を置いた、カ
スタマイズ可能なユーザーインターフェースを提供するべく、あらゆる種類の商品情報、
例えば仕様、属性、ユーザーレビューが、商品の特性および用途を決定するべく利用され
る。
【００２６】
　ここでは、仕様、属性および商品の特徴（商品特徴）を含む、その商品の性質を現す情
報を「特性」と総称する（以下、商品の特性の意味で商品特性とも言う）。また、ユーザ
ーがその商品で何を行うのか、または、その商品を使用しているときにどんな種類の活動
をしているのかを表す用語として「用途」を用いる。
【００２７】
　まず、本実施例のシステムの概要を説明する。
【００２８】
　ユーザーには、商品の用途を選択するためのグラフィカルユーザーインターフェース（
ＧＵＩ）が、個々の特性の重み、すなわちユーザーにとっての重要性、を調整する領域と
ともに提供される。この特性に対する重み付けは、ユーザーによる用途の選択に伴って自
動的に行われるようにしても良い。これは、特定の用途に対して、関連する特性およびそ
の個々の重みを予め決定してこれを記憶しておくことによって可能となる。
【００２９】
　その後、これらのユーザーからの情報（用途や特性の重み）に基づいて商品のランク付
けを行い、それぞれの商品の関連情報を表示する。ここで、ユーザーが特性の重みを調整
すると、その重み付けに応じて再度ランク付けが行われる。また、ユーザーによって手動
で、またはシステムによって自動で選択された複数の商品を、比較用に表示することもで
きる。
【００３０】
　本システム及びインターフェース（ＵＩ）は、用途を中心としたものである。したがっ
て、ユーザーは最初に、その商品の想定される使用状況に関する質問に答えることになる
。これを受けてシステムは、ユーザーの要求に合致した種類の商品をＧＵＩに表示し、ユ
ーザーが興味を示した種類の用途に関連する上位レベルの商品特性を併せて表示する。
【００３１】
　このＵＩを操作していくうちに、ユーザーは上位レベルの商品特性と具体的な商品特徴
との間の関係に気付くことになる。このように、下位レベルの商品の詳細ではなく上位レ
ベルのユーザーの目的に重きをおくという意味で、本システムの手法は、従来の商品検索
のちょうど逆の発想のものである。ここでは、生の（未加工の）商品情報、すなわちユー
ザーレビューや商品仕様等から、システムで使用する上位レベルの特性を抽出するべく、
半自動の手法を採用する。
【００３２】
　この方法は大まかに言えば、（１）商品特徴を特定および分類し、（２）商品に対する
レビューからその商品特徴に関する意見を分析して要約し、（３）特定された特徴から商
品の用途を特定するものである。
【００３３】
　システムは、仕様データ、属性データおよびユーザーレビューを前処理して、それぞれ
の商品の商品特性および候補となる用途を抽出する。この抽出されたデータをデータベー
スに格納し、ＧＵＩアプリケーションによってアクセスできるようにする。このＧＵＩに
よって、特性の重み付けをおこなうための一連の質問をユーザーに投げかける。ここで決
定された重みは、商品のランク付けに用いられることになる。このような処理の後に、ユ
ーザーに対して、商品の詳細情報にアクセスしたり、商品の比較をしたり、重みを変更し
たりすることを許可する。上位レベルの簡単な質問による特性の重み付けと、重み付けに
対するより詳細な直接操作のこの組み合わせは、ユーザーに対して複雑な操作や高度な技
術知識を求めることができないような状況（たとえば店頭の操作端末による商品検討）、
および一般的な状況（たとえばウェブブラウザによる商品検討）の両者に対してこのＧＵ
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Ｉが利用可能である。
【００３４】
　このＧＵＩは、商品の技術仕様だけに着目した検索ではなく、その商品の日常の使用形
態に着目した検索が出来るように、様々な種類の商品情報を統合する。このような検索を
可能とするために、例えば、ユーザーの意見（レビュー）から商品特徴を抽出し、これを
上位レベルの用途と結びつける処理を行うのである。また、上位レベルの特徴（ハイキン
グや結婚式でカメラが使われるか等）を用いて、上位レベルの商品の用途を下位レベルの
特徴及び仕様（価格、画素数等）と統合する。技術的な特徴が特定されると、実際のユー
ザーによって報告された用途にこの特徴を当てはめるのである。
【００３５】
　ここで例として説明するシステム及び方法では、直接（重みを操作するＧＵＩ部品によ
って）、間接（上位レベルの用途から推測された重みによって）を問わず対話形式で商品
のランク付けを行うインターフェースと、データの抽出処理とを組み合わせる。
【００３６】
　次に、図を用いて、より詳しい説明を行う。
【００３７】
　図１に示すように、システム１００は大きく分けて３つの要素を含んでいる。すなわち
、（１）前処理のステップの大半を行う抽出ユニット１０２、（２）生データ及び抽出し
たデータを格納するデータベース１０４、（３）リアルタイムのユーザーインターフェー
スユニット１０６である。この前処理では、全てのデータをデータベース１０４に格納す
る。格納後のデータに対しては、ユーザーインターフェースユニット１０６がこれにアク
セスし、ユーザーに表示するグラフィカルユーザーインターフェース（ＧＵＩ）を生成す
る。ここには図示していないが、ユーザーインターフェースユニット１０６は、ディスプ
レイ、マウス、タッチスクリーンといったユーザーとのやり取りを行う装置に接続される
。
【００３８】
　また、図１から分かるように、このシステムは用途に基づいて商品情報を生成するが、
その方法はまず、抽出ユニットが仕様、属性およびユーザーレビューから、生の商品情報
データを取得する（Ｓ１２２）。次に、この生の商品情報データを分析して、特性と用途
を抽出する（Ｓ１２４）。次に、この特性を対応する用途に対応付ける（Ｓ１２６）。こ
の対応付けの処理は、詳しくは後述するが、抽出ユニット１０２とは独立して、手動また
は半自動で行う。そして、抽出されたデータを、データベース１０４に格納し、ユーザー
インターフェース１０６からアクセスできるようにする（Ｓ１２８）。このユーザーイン
ターフェース１０６は、格納されたデータを取り出して、個々の特性と用途との間の関係
に基づいて、その特性の重みを提供する（Ｓ１１０）。その後、用途がシステムまたはユ
ーザーによって選択される（Ｓ１１２）。次に、選択された用途に対応する特性の重みに
基づいて商品をランク付けし（Ｓ１１４）、ランク付けした商品をランクに応じてディス
プレイ上に表示する（Ｓ１１８）。
【００３９】
　ここで、各種特性の重みの直接操作や選択した用途の変更をユーザーに対して許可して
（Ｓ１１６）、この結果としての更新された商品リストを表示する（Ｓ１１８）ようにし
てもよい。
【００４０】
　以下に、インターフェースユニット１０６が、以下のようなデジタルカメラの商品情報
を利用する例を示す。もちろんこれに限らず、種々の商品情報データも利用可能である。
【００４１】
（１）仕様
　最大ズーム倍率、最大画素数、重量といった標準的な商品仕様のことである。
【００４２】
（２）ユーザーレビューから得られる商品特徴
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　商品の特徴は、一般ユーザーが作成した文章によるレビューから作成される。これは、
例えば、日常的な使用に耐えられる耐久性があるか、顔検出機能はうまく機能するか、そ
れともただの邪魔な機能か等、標準的な仕様から得られる情報以上のものを与えてくれる
ものである。
【００４３】
　この特徴は、後述するように、表現のバリエーションを吸収すべくグループ分けしても
よい。また、これも後述するように、それぞれの特徴に対する意見を表示するようにして
も良い。
【００４４】
（３）ユーザーレビューにおいて評価された商品の属性
　商品属性は、一般にはフォーマットの定まっていない文章から抽出されるが、ここでは
、その属性に対する評価が明示的に選択されているものがその対象である。一方で商品特
徴は、文脈から（例えば形容詞を抽出する等して）推論しなければならないものであり、
この点で両者は異なる。
【００４５】
（４）レビューから抽出された用途
　用途としては、例えば以下のようなものが挙げられる。（ａ）その商品をしようする際
に行っている活動の種類（写真を撮る際に何を行っているか。泳いでいる、山に登ってい
る等）。（ｂ）どのようにその商品を用いるのか（何の写真を撮るのか）。（ｃ）その商
品が何のために使われるのか（撮った写真を何に使うのか）。
【００４６】
　ここで、（ｂ）は、多くの商品においてユーザーに具体例を選択させることによって特
定可能である。カメラの例で言えば、ユーザーが選択した写真のサンプルから、そのユー
ザーが撮影する写真の種類を特定することができる。同様に、オフィスソフトウェアの場
合には、ユーザーに作成したファイルの種類を選択させることで、特定可能である。用途
は、仕様、特徴および属性を含む一つ以上の特性と関連付けられる。例えば、ハイキング
という用途は、サイズや重量といった仕様、耐久性のような特徴、そして製造品質のよう
な属性を含む特性と関連付けられる。
【００４７】
　Ｉ．データ抽出および分析
　商品に対するレビュー、その商品の仕様および属性といった生の商品情報から、特性と
用途を抽出するためのデータ分析について、以下に説明する。
【００４８】
　生の商品情報は、例えば、アマゾン（登録商標）のようなインターネット上のウェブサ
イトに掲載されているレビューデータ等から入手可能である。
【００４９】
　Ｉ－１．信頼できる商品特徴の抽出
　ここにおける商品の「特徴」とは、ユーザーレビューに明確に記載された、その商品の
部品および性質である。商品特徴の候補を特定するためには、ウェブを対象にした傾向分
析による高精度のデータ抽出法を用いることができる。例えば、非特許文献３や非特許文
献４に記載されたような、教師なし学習法によってデータ集合を抽出する方法である。そ
して、これらのデータ集合抽出法は、非特許文献１に記載されているような、商品特徴抽
出法と組み合わせられる。具体的には、パターンを使って名詞句の特徴候補を特定する。
そして、機械学習等の統計処理によって信頼できる商品特徴を特定するのである。
【００５０】
　ここで、商品特徴の抽出プロセスを一例を以下に示す。なお、付加的な自然言語処理ス
テップ（５）は、商品レビューとして頻繁に利用されるであろう小規模スケールのデータ
を補うためのものである。
【００５１】
１）　商品特徴になり得るか否かの観点で、適当な単語と不適当な単語の例を手動でリス
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ト化する。例えば、レンズ、ズーム、画質等は、カメラの商品特徴の候補として適当であ
るが、娘、クリスマス、休日等は不適当である。
【００５２】
２）　適当と判断された単語を用いて、ユーザーレビューから商品特徴の種となる単語を
見つけ、その単語を含んで前後にずらした４単語までのパターンを抽出する。例えば、ｌ
ｅｎｓ（レンズ）という種が”Ｔｈｅ　ｌｅｎｓ　ｓｃｒａｔｃｈｅｓ　ｅａｓｉｌｙ（
レンズが傷つき易い）”という文中に見つかった場合、次のようなパターンが抽出される
。なお、ＮＰは名詞句を表している。
・Ｔｈｅ　ＮＰ　ｓｃｒａｔｃｈｅｓ　ｅａｓｉｌｙ．
・Ｔｈｅ　ＮＰ
・ＮＰ　ｓｃｒａｔｃｈｅｓ　ｅａｓｉｌｙ．
・ＮＰ　ｓｃｒａｔｃｈｅｓ
【００５３】
３）　抽出したパターンの確からしさを計算する。そのパターンにおいて、肯定的な例の
出現頻度が否定的な例の出現頻度に対して大きければ大きいほど、確かであると判断する
。
【００５４】
４）　ユーザーレビュー全てに対して、確からしさの上位５００のパターンとマッチする
単語列（連続する複数の単語）を抽出し、名詞列に対応する部品または性質を商品特徴の
候補として抽出する。名詞列は、”Ｓｔａｎｆｏｒｄ　Ｌｏｇ－ｌｉｎｅａｒ　Ｐａｒｔ
－Ｏｆ－Ｓｐｅｅｃｈ　Ｔａｇｇｅｒ”　（ｎｌｐ．ｓｔａｎｆｏｒｄ．ｅｄｕ／ｓｏｆ
ｔｗａｒｅ／ｔａｇｇｅｒ．ｓｈｔｍｌ）等の品詞分析器を用いて特定することができる
。
【００５５】
５）　ウェブベースの自己相互情報量（Ｐｏｉｎｔ－ｗｉｓｅ　Ｍｕｔｕａｌ　Ｉｎｆｏ
ｒｍａｔｉｏｎ，　ＰＭＩ）とサポートベクターマシン（ＳＶＭ）を用いて信頼できる商
品特徴を選択する。これには、例えば非特許文献５に記載されている手法が適用できる。
個々の商品特徴の候補に対して、ＳＶＭに渡される特徴量ベクトルの要素は、ウェブを利
用したＰＭＩ統計量であり、これは、識別句として”＜商品＞　ｆｅａｔｕｒｅｓ　＜候
補＞”および”＜商品＞　ｈａｓ　＜候補＞”を用いて求められる。具体的には、”ｃａ
ｍｅｒａ　ｈａｓ　ｌｅｎｓ”や”ｃａｍｅｒａ　ｆｅａｔｕｒｅｓ　ｏｐｔｉｃａｌ　
ｚｏｏｍ”等である。
【００５６】
　Ｉ－２．用語の類似度とグループ化
　名詞句の類似度を計算するためには、例えば、非特許文献６に記載の方法を用いること
ができる。一方で、本システムは単語の集まりである句を取り扱うが、その種類は必然的
に単語の種類に比べてはるかに多いので、コーパス中の他の全ての単語および句を考慮せ
ずとも句同士の類似度を計算できるようにすることが、計算コストの観点から重要である
。そこで、後述するように、本実施例においては、非特許文献６を簡略化した方法を用い
る。
【００５７】
　また、分布が類似する（類似した文脈で出現する）単語のグループを後処理する方法と
して、例えば以下のような２つの方法がある。（１）２つの単語が近接して出現するとし
て検索された数と、２つの句（“ｆｒｏｍ　Ｘ　ｔｏ　Ｙ”、“ｅｉｔｈｅｒ　Ｘ　ｏｒ
　Ｙ”）中にその２つの単語が出現する回数との比を計算する（非特許文献６に記載）。
（２）２カ国語間の対訳辞書を使う。２カ国語のコーパスの使用も可能である。
【００５８】
　しかしながら、本実施例では、先に求めた信頼できる特徴や予め定められた属性を用い
る。例えば、ＡＭＡＺＯＮ．ＣＯＭ（登録商標）のサイトにおける属性（ａｔｔｒｉｂｕ
ｔｅ）は、カスタマーレビューのページの冒頭に表示される商品特徴であって、ユーザー
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が個々の特徴に対して星１つから星５つまでの評価を行うものである。通常は１０個以内
の属性がリスト表示されるが、個々の商品によって異なる。とあるカメラの場合では、画
質、大きさと重量、使い易さ等が挙げられている。構造化されていないテキストから評価
を推論する場合と異なり、このような属性の平均評価は、生のデータから直接（テキスト
分析による推論を経ずとも）抽出することができる。
【００５９】
　Ｉ－３．商品特徴のグループ化
　商品特徴の基本セットが特定された後には、クラスタリングによって商品特徴（信頼で
きる商品特徴を含む）の同義グループへのグループ化を行う。ここで、同義グループとは
、同一の部品や性質に対してユーザーが言及する際の種々の表現を、まとめて一つのグル
ープとしたものである。
【００６０】
　信頼できる特徴は直接クラスタリングできるが、頻出する名詞列（近接して出現する名
詞の集合）をクラスタリングして、クラスター中の名詞列のフィルタリングに信頼できる
特徴を用いる方が、よりよい結果が得られるであろう。
【００６１】
　この処理の概要を図２を用いて説明する。
【００６２】
　まず、抽出ユニットが、アマゾン（登録商標）等のウェブサイト上のユーザーレビュー
から、ユーザーレビューデータを取得する（Ｓ２０２）。次に、そのレビュー中の文を品
詞分解して、名詞列を抽出する（Ｓ２０４）。次に、上述したような信頼できる特徴の抽
出処理（Ｓ２０６）と並行して、名詞列のクラスタリングを行う。そのためにまず、頻出
する名詞列の全てのペアに対する類似度を、それらの形容詞的修飾語句がいかに類似して
いるかという観点に基づいて計算する（Ｓ２０８）。すなわち、形容詞的修飾語句の類似
性が高ければ、類似度も高くなるようにするのである。これは、非特許文献６に記載され
た方法を簡略化したものである。当該文献記載の方法は、文書中の全ての単語およびその
全ての依存関係を用いて、２つの単語間の類度を算出している。しかしながら本実施例に
おいては、単語同士ではなく名詞列同士の類似度を算出しており、また、全ての単語の依
存関係ではなく、形容詞的修飾語句の依存関係のみを用いている。とりわけ、形容詞と名
詞と間の関係として２つの種類のみを考慮している。すなわち、”ｂｒｉｌｌｉａｎｔ　
ｓｕｎｓｅｔ（素晴らしい夕日）”に見られるような直接修飾関係（名詞を限定的に修飾
する関係）、および、”Ｔｈｅ　ｂｌｏｃｋ　ｗａｓ　ｙｅｌｌｏｗ（ブロックは黄色い
）”に見られるような動詞を通じた修飾関係（形容詞が主語を修飾する関係）の２つであ
る。
【００６３】
　次に、名詞列が出現するレビューデータ中の個々の文について、対応する形容詞的修飾
語句、および形容詞と名詞列の関係を、解析木を用いて抽出する。ここで、修飾関係が与
えられたときに、句および形容詞が条件付きで独立だと仮定する。すると、名詞列Ｎ、形
容詞Ａおよび、名詞列と共起する形容詞との間の修飾関係Ｒは以下のように表せる。
【数１】

　また、Ｒで関係付けられたＮとＡの間の相互情報量Ｉ（Ｎ，Ｒ，Ａ）は以下のように表
せる。

【数２】
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又は、
【数３】

　ｒが関係でａが形容詞である場合に、Ｔ（ｗ）を（ｒ，ａ）の組と定義する。この場合
、Ｉ（ｎ，ｒ，ａ）は正である。２つの名詞列ｎ１およびｎ２の間の類似度は、以下の式
で計算できる。
【数４】

【００６４】
　頻出する（実施例では、１００万強の文に対して５０回を閾値とした）名詞列のペア全
てにおいて計算された類似度を、クラスタリングに用いる（Ｓ２１０）。これには、種々
のクラスタリングアルゴリズムが採用可能であるが、本実施例では、完全連結凝集法（ｃ
ｏｍｐｌｅｔｅ－ｌｉｎｋａｇｅ　ａｇｇｌｏｍｅｒａｔｉｖｅ　ｃｌｕｓｔｅｒｉｎｇ
）を用いて、名詞列をコンパクトに保つようにする。そして、別途設定した閾値を用いて
階層木をクラスターに分割する。また、絞込みステップＳ２１４においては、まず、クラ
スターに対して、Ｓ２０６で信頼できるものとして特定された名詞列のみを残すフィルタ
リング処理を行う（Ｓ２１２）。
【００６５】
　以上のような処理の結果として自動生成されたクラスターで総合頻度が最も大きいもの
のリストの例は以下のようなものである。
ｃａｍｅｒａ，ｂｏｄｙ；
ｐｈｏｔｏｓ，ｐｉｃｓ，ｐｉｃｔｕｒｅｓ　ａｎｄ　ｓｈｏｔｓ；
ｂａｔｔｅｒｙ　ｌｉｆｅ，ｐｈｏｔｏ　ｑｕａｌｉｔｙ，ｑｕａｌｉｔｙ，ｐｉｃｔｕ
ｒｅ　ｑｕａｌｉｔｙ，ｉｍａｇｅ　ｑｕａｌｉｔｙ；
ｚｏｏｍｓ，ｚｏｏｍ；
ｓｃｒｅｅｎ，ｌｃｄ，ｖｉｅｗ　ｓｃｒｅｅｎ，ｌｃｄ　ｓｃｒｅｅｎ，ｌｃｄ　ｄｉ
ｓｐｌａｙ，　ｄｉｓｐｌａｙ；
ｌｅｎｓ，ｌｅｎｓｅｓ；
ｉｍａｇｅ　ｓｈｏｔ，ｐｉｃｔｕｒｅ；
ｂａｎｇ，ｄｅａｌ，ｖａｌｕｅ，ｊｏｂ；
ｓｅｔｔｉｎｇｓ，ｓｅｔｔｉｎｇ；
ｂａｔｔｅｒｙ，ｂａｔｔｅｒｉｅｓ；
【００６６】
　これから分かるように、商品としてカメラを用いた本実施例においては、最大規模のク
ラスターの大半は、カメラに関係の深い話題に関するものであるが、”ｂａｎｇ（「バン
」という音）”、”ｄｅａｌ（取引）”、“ｖａｌｕｅ（価値）”、”ｊｏｂ（仕事）”
等、一見関係の無さそうなものも挙がっている。これらは、予め定めた属性（ＡＭＡＺＯ
Ｎ．ＣＯＭ（登録商標）のサイトで評価対象となっているもの等）を含むクラスターのみ
を残すようにフィルタリングすることで、削除するようにしてもよい。フィルタリングの
他の手法の例としては、「良い商品特徴」をウェブベースのＰＭＩを用いてフィルタリン
グする方法がある。また、前述した信頼できる商品特徴も、「良い商品特徴」の例である
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。
【００６７】
　Ｉ－４．意見検索
　このようにして自動的に特定した商品特徴に対して、その極性、すなわち肯定的か否定
的かを、意見検索を用いて評価する。これは、様々な粒度で行うことができる。たとえば
、特徴として採用できそうな全ての意見を特定した上で、個々の極性を統合してスコアを
算出しようとする場合には、より細かい粒度の特徴を取り扱う。この意見スコアと、特徴
の重みと、他の属性に対するスコア（または評価）とを組み合わせて商品のスコアを算出
し、そのスコアに基づいて商品をランク付けする。
【００６８】
　用途の抽出法については、後述する。
【００６９】
　用途と特性の関連付けは、手動で行ってもよい。しかしながら、用途について触れてい
るレビューから、属性値を特定したり、またその商品（カメラ）に関する活動をその用途
と属性値とともに生成したりすることもできる。
【００７０】
　個々の意見を１つのスコアに統合することは、評価情報分析において一般的に行われて
いることである。しかしながら、これまで知られている手法では、満足のいく評価値を得
ることができない。なぜならば、これらは、真の評価情報に対する信頼できる評価を得る
のに十分な数の意見があることを仮定または保証しているからである。しかしながら、本
実施例のように、多数の商品（カメラ）それぞれについての個別の評価を取り扱う場合に
は、ある商品の特徴を表現するのに、せいぜい１つか２つの形容詞しか出現しない場合が
ある。したがって、既存の評価情報分析システムでは、このように非常に少ない数の情報
から意見を評価することができない。
【００７１】
　そこで、本実施例においては、商品特徴に関する意見を抽出するために、まず、ユーザ
ーレビューの文を主観的なものか客観的なものかのいずれかに分類する。次いで、意見を
表す単語を特定し分類する。そして、その意見を表す単語の極性を統合して意見スコアを
算出する。
【００７２】
　主観的な文を特定するには、あらかじめ分類済みのコーパスを用いて学習させたｎ－ｇ
ｒａｍ分類器を用いることができる。また、商品特徴を修飾する単語を形容詞と定義して
もよい。また、意見が肯定的か否定的かを特定するには、非特許文献５に記載されている
ウェブＰＭＩ法等を用いることができる。
【００７３】
　図３に示されるように、ベータ二項分布を用いて、ｎ個の単語｛ｗ１，…　ｗｎ｝から
、商品特徴に対する意見スコアＳ（３０６）の補間処理を行う。ここで、ｗｉは、Ｅ｛＋
１，－１｝である。ａ＋およびａ－をパラメータとしてベータ分布からｓが生成されるよ
うな生成的なモデルを用いることができる。また、ｓを用いて、肯定的な極性を有する形
容詞が出現する確率を決定する。すなわち、
　　Ｐ（ｐ＝＋１）＝ｓ，　Ｐ（ｐ＝－１）＝１－ｓ
【００７４】
　ＳＶＭによる分類が正確であるとは言い切れないので、他のレイヤーをこのモデルに追
加する。分類された極性が、Ｐ（分類が正しい）＝０．８という二項分布によって生成さ
れると仮定する。
【００７５】
　最後に、ａ＋＝ａ－＝１と設定する。これは、肯定的および否定的な形容詞が同程度出
現するという前提を表している。このモデルを、ギブスサンプリング（Ｇｉｂｂｓ　ｓａ
ｍｐｌｉｎｇ）を用いて、商品特徴内に出現する形容詞の極性と適合させた。また、Ｓ（
３０６）を最終的な評価情報スコアとして用いる。要するにこれは、少数の形容詞しかな
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いときには、商品特徴の質として極端な評価が行われないということである。
【００７６】
　ここで、主観的な文を特定した後に、その主観的な文だけに基づいて評価を行ったとき
に、意見評価の正確さが改善される。主観的な文を特定することは、たとえば、あらかじ
め分類が行われているデータベース（たとえば、引用文献７で言及されているもの）によ
って学習させたｎ－ｇｒａｍ分類器を、ウェブ上のレビューに含まれる文に対して使用す
ることで実現することができる。
【００７７】
　商品特徴を修飾する形容詞を意見とみなして、主観的な文から意見を抽出および分類す
る。商品特徴が出現するレビューデータ中の主観的な文から、形容詞的修飾語句、副詞お
よび名詞句主語（動詞を介して）によってその特徴に関連付けられている形容詞が抽出さ
れる。もしも否定語句が形容詞を修飾している場合には、その形容詞については否定的と
マークする。
【００７８】
　例えば、形容詞に対して、代表的な肯定的評価を表す単語ｅｘｃｅｌｌｅｎｔおよびｆ
ａｎｔａｓｔｉｃ、否定的な評価を表す単語ｔｅｒｒｉｂｌｅおよびａｗｆｕｌを用いた
ウェブベースのＰＭＩからなる特徴ベクトルを計算する。ＰＭＩを計算する際に用いる個
数（ｃｏｕｎｔｓ）は、ウェブの検索エンジンで各単語を検索した結果のヒット数用いる
ことができる。また、ｗｗｗ．ｃｓ．ｐｉｔｔ．ｅｄｕ／ｍｐｑａ／から得られるような
主観性評価のための用語集を用いてＳＶＭを学習させ、これをもって特徴ベクトルを分類
する。以上のような方法を用いて意見の極性の分類を行った際の正確さを評価した結果を
以下の表に示す。
【表１】

【００７９】
　Ｉ－５．要約文の選択
　本システムは、一例として、選択されたカメラの特徴に関する意見を代表する少数の文
（要約文の代表例）を自動的に選択して、そのカメラに関する意見の雰囲気をユーザーに
伝えるようにする。この方法では、図４に示すように、特定の商品（例えばカメラ）に関
し、その商品のレビューの中で信頼できる商品特徴のクラスターを取得する（Ｓ４０２）
。そして、それらに対してスコアを求め数値化する（Ｓ４０４）。この商品特徴に対する
スコアは、（１）その商品特徴に関する意見を表している文の実数（重複カウントを排除
した数）（２）特徴を現す語句と「カメラ」のＰＭＩスコア、の２つに基づいて計算され
る。すなわち、ＰＭＩスコアが大きい商品特徴ほど、また多くの文に出現する商品特徴ほ
ど、高いスコアが割り当てられる。この２つ方法で算出した数値の統合法には様々なもの
が考えられるが、ここでは単純に両者を掛け合わせることとする。
【００８０】
　その後、商品特徴をスコアに基づいてソートする（Ｓ４０６）。
【００８１】
　次に、このソート（順位付け）した商品特徴に関し、その特徴を含むレビューの文のス
コアを算出し、文ごとに順位付けを行う。そして、対象となる商品特徴ごとに、上位Ｎ個
の代表的な文（ここでは、２個の文）を選択するが、これを、予め設定しておいた文の最
大数に達するまで、または予め設定しておいた商品特徴の数に達するまで繰り返す（Ｓ４
０８）。
【００８２】
　次に、商品特徴のクラスターの一部または全部を代表する文を選択する。要約文の最大
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のを選択するなど、システムが自動的に決定しても良い。
【００８３】
　次に、ある商品特徴について、特定の極性を有し且つその商品特徴と関連する文のそれ
ぞれに対して、スコアの計算を行う。ここで、商品特徴が＜形容詞＞＜名詞列＞のパター
ンに含まれる文だけが、このスコア計算の対象となる。このスコアは、出現数の多い商品
特徴ほど、出現数の多い形容詞と名詞句のセットほど、そして形容詞と名詞列の間のＰＭ
Ｉ値が高いほど、大きい値となる。
【００８４】
　Ｉ－６．商品の用途の抽出
　「商品の用途」は、カメラに関して言えば、以下のいずれかを表す用語であると定義で
きる。すなわち、（１）何の写真を撮影するか、（２）写真撮影時に撮影者は何をしてい
るか、（３）撮影した写真で何をするか、である。
【００８５】
　これら３種類の用途は、相互に関連することが多い。例えば、”ｂｉｒｔｈｄａｙ　ｐ
ａｒｔｙ（誕生パーティー）”、”結婚式”、”ｒｕｎｎｉｎｇ　ｏｆ　ｔｈｅ　ｂｕｌ
ｌｓ（牛追い祭り）”、”ｂａｌｌｒｏｏｍ　ｄａｎｃｉｎｇ（社交ダンス）”、および
、”Ｇａｒｄｅｎ　ｏｆ　ｔｈｅ　Ｇｏｄｓ　ｉｎ　Ｃｏｌｏｒａｄｏ　Ｓｐｒｉｎｇｓ
（コロラドスプリングスの神々の庭園）”は、いずれも何の写真を撮影するかを表してい
る。しかしながら、これらは同時に、写真撮影時に撮影者が何をしているかをも表し得る
。したがって、異なる種類の用途を互いに排他的になるように自動的に分類することはで
きない。
【００８６】
　図５は、カメラの用途を特定する方法の一例を示すフローチャートである。カメラの用
途は、用途を示すのに用いられる一般的な表現のパターンを検索することで特定する。こ
のために、本実施例では、”ｐｉｃｔｕｒｅ（写真）”と関連する名詞列を検索に用いて
いる。すなわち、｛ｐｉｃｔｕｒｅ，ｐｉｃｔｕｒｅｓ，ｐｈｏｔｏ，ｐｈｏｔｏｓ，ｐ
ｉｃ，ｐｉｃｓ｝のいずれかの写真関連用語を、＜写真関連用語＞＜前置詞句＞のパター
ンとして含む前置詞句を検索するのである。この前置詞句は、レビューデータから抽出す
る（Ｓ５０２）。このパターンにマッチする前置詞句に対して、信頼できる商品特徴（“
ｌｅｎｓ”や”ｓｈｕｔｔｅｒ”）および数値を含んだ名詞列を削除するフィルタリング
処理を行って当該前置詞句中の名詞列を抽出する（Ｓ５０４）。なお、この前置詞句が複
合句（２以上の名詞）を含んでいる場合、この名詞列中の名詞を別々に抽出するようにす
る（Ｓ５０４）。例えば”ｐｉｃｔｕｒｅ　ｏｆ　ｐｅｏｐｌｅ　ａｎｄ　ｐｅｔｓ　（
人とペットの写真）”の場合、”ｐｅｏｐｌｅ”と”ｐｅｔｓ”とに分離して抽出する。
ここで、無視すべき用語（例えば”ａｎｙｔｈｉｎｇ”）のリストを別途用意し、これに
載っている名詞列を抽出対象から外すようにしても良い。
【００８７】
　次に、抽出され残った名詞列グループ化する（Ｓ５０６）。この際には、同じ名詞で終
わる名詞列を同一のグループにグループ化する。例えば、”ｚｏｏ（動物園）”、”Ｗａ
ｓｈｉｎｇｔｏｎ　Ｚｏｏ（ワシントン動物園）”および”Ｓａｎ　Ｄｉｅｇｏ　Ｚｏｏ
（サンディエゴ動物園）”を全て”ｚｏｏ”という一つのグループにする。次に、このグ
ループを、出現頻度の順にソートする（Ｓ５０８）。こうしてソートされた名詞列が、カ
メラの用途として特定される（Ｓ５１０）。また、この生成したリストをチェックのため
にユーザーに提示してもよい。
【００８８】
　以上のような方法で特定しソート（順位付け）した用途の例の上位２５個を、それぞれ
の用途を用いた前置詞句の最頻出例３つと同時に表２として示す。
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【表２】

【００８９】
　また、自動的に検出した「写真撮影時に撮影者は何をしているか」の例を最頻出の句２
つと共に、表３として示す。
【表３】
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【００９０】
　Ｉ－７．用途と特性との関連付け
　データ抽出の最終ステップは、特性をそれぞれの用途と関連付けることである。この関
連付けは、例えば、それぞれの用途に適したカメラ（予め選択しておく）に対して、最も
頻繁に出現した特性を、その用途と関連付けるようにすることで実現できる。また、これ
に関しては、手動すなわち人が手作業で行うのも精度と手間の観点から現実的な方法であ
る。
【００９１】
　Ｉ－８．ランキング
　特性と用途とが抽出され及び関連付けられた後は、商品がユーザーインターフェースに
ランキングの結果に応じて表示される。例えば、ユーザーの指定した重み付けに応じてラ
ンキングを行うアルゴリズムによって、商品の順位付けを行い、その順序に応じて商品を
表示する。
【００９２】
　図７のＧＵＩスクリーン７００中の目盛りセレクター７０２が、現在の重み、すなわち
、仕様、特徴、属性の重要度を示している。このセレクター７０２をユーザーが操作して
いずれかの重み付けを変更した場合、その変更された重みを正規化した上で、仕様、特徴
、属性に反映させる。また、ユーザーの活動や興味から、間接的に重み付けを行うように
することもできる。例えば、非特許文献８に記載されている「反転インデックス」による
検索法、すなわちクエリーと結果のセットをインデックスとして保持しておく手法を用い
れば、特性および用途が、検索結果として取得した商品のセットと関連付けられ、インデ
ックスとして保存される。そして、ユーザーによって商品のセットが選択されると、この
インデックスを用いて最も関係の深い特性および用途が検索される。そして、仕様または
属性に割り当てられた関連性スコアが、その重みとして割り当てられ、再度最も関連の深
い商品が検索される。
【００９３】
　ＩＩ．インターフェース
　ＩＩ－１．詳細画面
　商品の決定は、数値範囲の設定やリストからの選択のように簡単にはいかない。そこで
、ユーザーが商品及びその特性をより詳しく検討するためのＧＵＩを提供する。そのため
に、図８におけるＧＵＩ画面８００は、カメラ表示部８０２を含んでいる。また、このカ
メラ表示部８０２は、個々のカメラの仕様８０４だけでなく、特定の特性に関するレビュ
ーの代表例８０６を表示している。この代表例は、上述のように要約文の代表例として自
動的に抽出されたものであり、レビューの重要な点を要約している。重要な点として、こ
の要約文の代表例８０６は、実際のレビューと関連付けられており、ユーザーの指示に応
じてそれを表示する。このように、ＧＵＩは商品の特性の抜粋から詳細なレビューへのリ
ンクを提供するのである。ユーザーがレビューの代表例の隣に表示されているウィジェッ
トをクリックすると、レビューの詳細表示から元の表示に戻す。なお、このウィジェット
は、その代表例と関連付けられている特性を直接選択するためのものである。
【００９４】
　上述のように、商品の順位は、ユーザーが指定した仕様と特徴の重み付けに依存する。
このインターフェースは、ユーザーが直接的及び間接的にこの重みを調節できるようにな
っている。
【００９５】
　図６のＧＵＩ画面６００では、何の写真を撮影するかという意味での用途６０２を選択
することで、重みを間接的に指定するインターフェースの例を示している。より詳しい質
問を取り扱えるように、用途を手動で整理してグループ化してもよい。ここでは一例とし
て、用途を３つの用途にグループ化する例を示す。すなわち、（１）撮影時にユーザーが
何をしているか（例：ハイキング）、（２）何の写真を撮影するか（例：山の風景）、（
３）写真を何に使うか（例：スクラップブックに貼り付ける）の３つである。
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【００９６】
　上述のように用途が特性に割り当てられるので、用途の選択は間接的に重みを調整する
ことになる。
【００９７】
　ユーザーは、図７のＧＵＩ画面７００において、個々の特性７０６についてその重みの
レベルを選択することによって、直接的に重み付けを調整することができる。ここで、レ
ベルが小さい（最小値０）の特性は重要でない特性であり、レベルが大きい（最大値７）
の特性は重要な特性であるという意味である。
【００９８】
　特性の重みを操作するという検索法は、通常の検索における操作と趣を異にする。とい
うのも、大半の検索用インターフェースは、ファセット（検索に用いる側面、観点または
属性のこと）を選択したり、対象となる数値範囲を設定したりするようになっているから
である。ファセットや数値範囲ではなく重みに注目するのは、重みが詳細な技術的知識を
要求しないからである。すなわち、ユーザーがカメラの最大画素数をどの程度気に掛けて
いるということを重みによって指定するが、これは最大画素数を具体的に指定する場合と
異なり、その特徴に関して技術動向（どの程度の画素数が普通なのか等）を知らずとも行
うことができる。
【００９９】
　ここで、重みの指定には、様々なＧＵＩを用いることができる。その例を図９に示す。
重みを指定するのに最も単純なインタラクタ（操作用のＧＵＩ部品）は、線形スライダー
図９（Ａ）であろう。図９（Ｂ）には、２つの指標の間のトレードオフとして重みを指定
する二分スライダーの例を示す。
【０１００】
　図７のＧＵＩとしては、最も単純な種類の重み付け調整用インターフェースを示してい
るが、これに限らず様々な種類のインターフェースを用いることができる。
【０１０１】
（１）連続－増加（図９（Ｃ））：曲線状のインタラクタがカテゴリー（この場合は色）
ごとの重みを表している。この場合、色は波長に対応して連続的な値を取り得るので、カ
テゴリーそのものが連続的である。また、波長の上限が決まっているわけではないので、
カテゴリーの範囲を予め制限することは出来ない（データ分析の結果増加し得る）。特定
の色に対応する線上の点をドラッグしてその重みを変化させる場合、その周辺も曲線状に
変化させて連続性を保つようにする。この際に、ある色の重みを増加させる場合には、他
の色の重みを減らすようにして、インタラクタの曲線が囲む面積（重みの積分値）が一定
になるようにする。
【０１０２】
（２）離散－増加（図９（Ｄ））：直線状のインタラクタが、離散的なカテゴリーごとの
重みを表している。ここでは、例としてカーオーディオのスピーカーの数をカテゴリーと
し、その数ごとの重みを取り扱っている。スピーカーの数の上限が決まっていないので、
カテゴリーの数に制限をつけることは出来ない（データ分析の結果増加し得る）。ここで
、インタラクタを操作して、あるカテゴリーの重みを大きくすると、すなわち直線の長さ
を長くすると、他のカテゴリーの直線の長さを短くし、全ての直線の長さの和が一定にな
るようにする。
【０１０３】
（３）連続－カテゴリー（図９（Ｅ））：レーダーチャート状のインタラクタが、連続的
な値を取るカテゴリーの重みを表している。この場合は、賃貸住宅の検索用に、ある町の
中における好ましい地域（重みが大きい）を方角で表している。方角は、決まった範囲内
に収まるので、（１）とは異なり、予めカテゴリーの範囲を制限することができる（デー
タ分析の結果増えることは無い）。一方で、（１）と同様に、インタラクタに囲まれる図
形の面積を一定にするようにする。
【０１０４】
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（４）離散－カテゴリー（図９（Ｆ））：直線状のインタラクタが、離散的なカテゴリそ
れぞれの重みを表している。この場合は、ノートＰＣの検索用に、どのようなアプリケー
ションに適しているものを望むか（重みが大きい）を示している。カテゴリーの数は、予
め決めたアプリケーションの分類の数によって一意に定まるので、（２）とは異なり、カ
テゴリーの数を制限できる（データ分析の結果増えることは無い）。一方で、（２）と同
様に、直線の長さの和を一定にするようにする。
【０１０５】
　ＩＩ－２．比較画面
　重み付けの調整によって整列された商品のリストを生成することになるが、この重み付
けのプロセスは静的なものではない。すなわち、ユーザーは、重みを調整しながらそれが
ランキングにどのように影響を与えるかを検討しながら、商品を選ぶのである。そうする
と、その過程で見つけた好みの商品が、重み調整後にはランキング上位から外れて見えな
くなってしまうかもしれない。したがって、重み調整をしながら見つけた商品を保持して
おいて比較できるようにすることが肝要である。このために、図１０に示すような平行座
標インターフェース１０００を用いることができる。これは、概要表示、拡大表示及びフ
ィルタリング、ならびに詳細表示の各機能を統合したものである。一般的な平行座標表示
とは異なり、データポイント１００２が数えるほどしかない。各カメラに対応する重みを
表す線１００４がクリックされると、そのカメラの詳細情報を表示するようにする。ディ
スプレイボックス１００６は、画面の右側にあり、評価、ＱＲコード（登録商標）および
商品特性に対する意見のスコアを表示している。
【０１０６】
　図１１は、用途を基礎としたユーザーインターフェースを使用する方法の例を示してい
る。ユーザーが希望する用途を入力する（Ｓ１１０２）と、システムはＧＵＩにその用途
に応じた検討対象となる商品のリストを表示する。その後ユーザーが、商品特性の重みを
操作する（Ｓ１１０４）と、その変更後の重み付けで商品の再ランキングが行わるが、こ
れによって、それまでは表示されていなかった商品画面に表示されることになる。ユーザ
ーが商品を選択する（Ｓ１１０６）と、その商品の詳細な情報を表示する。ユーザーはこ
のときに、比較表示を行うように指示することもできる（Ｓ１１０８）。この場合、シス
テムは、上述の平行座標インターフェースを表示する。また、ユーザーは選択した商品を
比較用のコレクションに加えることもできる（Ｓ１１１０）。
【０１０７】
　ＩＩＩ．コンピュータ実装の例
　図１２は、これまで説明してきたシステム／方法を実装するコンピュータ／サーバシス
テム１２００の例を示すものである。システム１２００は、コンピュータ／サーバプラッ
トフォーム１２０１を含み、このプラットフォーム１２０１は、プロセッサー１２０２お
よびメモリー１２０３を含む。ここで、機械読取可能な記録媒体は、ディスクや半導体メ
モリー等、任意の有体の記録媒体を意味する。
【０１０８】
　さらに、コンピュータプラットフォーム１２０１は、キーボード、マウス、タッチデバ
イスまたは音声入力装置等、複数の入力装置１２０４からの入力を受ける。コンピュータ
プラットフォーム１２０１は、また、ポータブルハードディスク、光学ドライブ（ＣＤや
ＤＶＤ）等のリムーバルストレージデバイス１２０５を接続してもよい。また、インター
ネットまたは他のローカルネットワーク上のネットワーク資源１２０６に接続してもよい
。このコンピュータは、ディスプレイ１２０８にデータ又は他の情報をユーザーに向けて
出力する。ディスプレイが入力装置１２０４を兼ねても良い。
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