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IMAGE-BASED INVENTORY CONTROL SYSTEM WITH AUTOMATIC CALIBRATION AND IMAGE CORRECTION

RELATED APPLICATIONS

[0001] This application claims the benefit of priority from provisional patent application No. 61/087,565, entitled IMAGE-BASED INVENTORY CONTROL SYSTEM, the disclosure of which is incorporated herein in its entirety.

FIELD OF DISCLOSURE

[0002] The present disclosure relates to an inventory control system, more specifically, to an image-based inventory control system for determining an inventory condition of objects stored in the system, based on captured images of various storage locations of the system.

BACKGROUND AND SUMMARY OF THE DISCLOSURE

[0003] When tools are used in a manufacturing or service environment, it is important that tools be returned to a storage unit, such as a tool box, after use. Employers typically perform a manual inventory check of the tool box to minimize or eliminate the problem of misplacement or theft of expensive tools. Companies can conduct random audits of employee's toolbox to prevent theft and monitor tool location.

[0004] Some industries have high standards for inventory control of tools, for preventing incidents of leaving tools in the workplace environment where they could cause severe damages. For the aerospace industry, it is important to ensure that no tools
are accidentally left behind in an aircraft or missile being manufactured, assembled or repaired. The Aerospace Industries Association even establishes a standard called National Aerospace Standard including recommended procedures, personnel management and operations to reduce foreign object damage (FOD) to aerospace products. FOD is defined as any object not structurally part of the aircraft. The most common foreign objects found are nuts, bolts, safety wire, and hand tools. Inventory control over tools is critical to prevent tools from being left in an aircraft.

Some toolboxes includes build-in inventory determination features to track inventory conditions of tools stored in those toolboxes. For example, some toolboxes dispose contact sensors, magnetic sensors or infrared sensors in or next to each tool storage locations, to detect whether a tool is placed in each tool storage location. Based on signals generated by the sensors, the toolboxes are able to determine whether any tools are missing. While this type of inventory check may be useful to some extents, it suffers from various drawbacks. For instance, if a sensor detects that something is occupying a storage location, the toolbox will determine that no tool is missing from that storage location. However, the toolbox does not know whether the right kind of tool is indeed placed back in the toolbox or it is just some objects placed in the storage location to cheat the system. Furthermore, disposing sensors for numerous storage locations in a toolbox is tedious and costly, and the large number of sensors is prone to damages or malfunctions which will produce false negative or positive alarms.

Accordingly, there is a need for an effective inventory control system that that could assist tracking and accounting for usage of tools and whether they are properly put back after usage. There is also a need for an inventory control system which knows
exactly what tool is removed or returned to a tool box. Furthermore, as multiple workers may have access to the same tool box, there is another need for an inventory control system that can track a user and his or her usage of tools, to determine responsibilities for any tool loss or misplacement.

[0007] This disclosure describes various embodiments of highly automated inventory control systems that utilize unique machine imaging and methodology for identifying an inventory condition in the storage unit. Illustrative features include the ability to process complex image data with efficient utilization of system resources, autonomous image and camera calibrations, identification of characteristics of tools from image data, adaptive timing for capturing inventory images, efficient generation of reference data for checking inventory status, autonomous compensation of image quality, etc.

[0008] According to one aspect of this disclosure, systems and methods with novel image calibration are proposed. An exemplary inventory control system includes at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with an identifier with known color attributes; a data storage system storing, for each storage drawer, information of the known color attributes of the associated identifier; and a data processor configured to: access data of a captured image of one of the storage drawers along with the associated identifier; access information of the known color attributes of the identifier associated with the drawer corresponding to the captured image; determine color attributes of the identifier in the captured image; determine a corrector factor (make change to claim), such as an offset value, based on the color attributes of the identifier in the captured
image and the known color attributes of the identifier; and apply the correction factor to subsequent images captured by the image sensing device. A captured image of a drawer may be an image of the entire drawer, or a partial image of the drawer.

[0009] According to another embodiment, an exemplary comprises at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with at least two known and non-repeating reference patterns; an image sensing device configured to capture a partial image of one of the storage drawers along with the associated reference patterns, wherein the reference patterns are provided in such a manner that the at least two known and non-repeating reference patterns are in every image taken by the image sensing device; a data storage system storing, for each storage drawer, location information of the reference patterns in each drawer; and a data processor. The data processor is configured to access image data of the partial image of the drawer captured by the image sensing device; extract information related to the reference patterns in the partial image of the drawer; access the location information stored in the data storage system; and determine a portion of the drawer to which the partial image corresponds based on the reference patterns in the partial image and the location information.

[0010] The image sensing device may be configured to capture multiple partial images of the drawer, and the data processor may determine, for each of the multiple partial images taken by the image sensing device, a portion of the drawer to which each of the multiple partial images corresponds based on the reference patterns in each partial image and the location information stored in the data storage system. The multiple partial images may be stitched together to form a larger image of the drawer.
According to another embodiment, an exemplary inventory control system comprises at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with at least two known and non-repeating reference patterns; an image sensing device configured to capture partial images of a storage drawer along with the associated reference patterns, wherein the reference patterns are provided in such a manner that the at least two known and non-repeating reference patterns are in every image taken by the image sensing device; a data storage system storing, for each storage drawer, location information of the reference patterns in each drawer; and a data processor. The data processor is configured to access image data of a first partial image and a second partial image of the drawer captured by the image sensing device; extract information related to the reference patterns in the first partial image and the second partial image; access the location information stored in the data storage system; determine portions of the drawer to which the first partial image and the second partial image correspond based on the reference patterns in the first and second partial images and the location information; and determine a moving speed of the drawer based on the portions of the drawer to which the first partial image and the second partial image correspond, and a time difference between the first partial image and the second partial image. In one aspect, the data processor determines an imaging frequency according to the moving speed, the image sensing device captures images of the drawer base on determined imaging frequency.

According to still another embodiment, an inventory control system comprises at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with at least two
known and non-repeating reference patterns; an image sensing device configured to capture at least a partial image of a storage drawer along with the associated reference patterns, wherein the reference patterns are provided in such a manner that the at least two known and non-repeating reference patterns are in every image taken by the image sensing device; a data storage system storing, for each storage drawer, location information of the reference patterns in each drawer; and a data processor. The data processor is configured to: access image data of the partial image of the drawer captured by the image sensing device; extract information related to the reference patterns in the partial image; access the location information stored in the data storage system; determine a portion of the drawer to which the partial image corresponds based on the reference patterns in the first and second partial images and the location information; determine a needed adjustment to the captured image based on a difference between the partial image of the drawer and characteristics of the determined portion of the drawer; and apply the needed adjustment to the captured image. The determined adjustment may be applied to subsequent images taken by the image sensing device.

According to yet another embodiment, an inventory control system comprises at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects; an image sensing device configured to capture an image of a target including known reference patterns, wherein relative spatial relationships of the reference patterns are known; a data storage system storing information of the known spatial relationships of the reference patterns; and a data processor. The data processor is configured to access image data of the image of target captured by the image sensing device; extract information related to the reference
patterns in the captured image; access the information of the known spatial relationships of the reference patterns stored in the data storage system; determine a difference between the reference patterns in the captured image and the known spatial relationships of the reference patterns; determine a needed adjustment to the captured image based on the difference; and apply the needed adjustment to subsequent images captured by the image sensing device. Systems and methods described herein may be implemented using one or more computer systems and/or appropriate software.

[0014] It is understood that embodiments, steps and/or features described herein can be performed, utilized, implemented and/or practiced either individually or in combination with one or more other steps, embodiments and/or features.

[0015] Additional advantages and novel features of the present disclosure will be set forth in part in the description which follows, and in part will become apparent to those skilled in the art upon examination of the following, or may be learned by practice of the present disclosure. The embodiments shown and described provide an illustration of the best mode contemplated for carrying out the present disclosure. The disclosure is capable of modifications in various obvious respects, all without departing from the spirit and scope thereof. Accordingly, the drawings and description are to be regarded as illustrative in nature, and not as restrictive. The advantages of the present disclosure may be realized and attained by means of the instrumentalities and combinations particularly pointed out in the appended claims.
BRIEF DESCRIPTION OF THE DRAWINGS

[0016] The present disclosure is illustrated by way of example, and not by way of limitation, in the accompanying drawings, wherein elements having the same reference numeral designations represent like elements throughout and wherein:

[0017] Figs. 1a and 1b show exemplary storage units in which embodiments according to this disclosure may be implemented;

[0018] Fig. 2 shows details inside an exemplary storage drawer operated in the open mode;

[0019] Fig. 3 shows an exemplary tool storage system according to this disclosure;

[0020] Figures 4a-4c and 4e are different views of the tool storage system shown in Fig. 3;

[0021] Figure 4d illustrates how an exemplary image is stitched together;

[0022] Figure 5 shows exemplary tool cutout, buffer zone and dilation zone;

[0023] Figures 6a and 6b are exemplary identifier designs for use in this disclosure;

[0024] Figures 7a-7e and 8a-8d illustrates examples of image calibration;

[0025] Figure 9 is a block diagram of an exemplary networked inventory control system; and

[0026] Figure 10a-10d are illustrative images of an exemplary audit record and images taken during access to an exemplary system according to this disclosure.
DETAILED DESCRIPTIONS OF ILLUSTRATIVE EMBODIMENTS

[0027] In the following description, for the purposes of explanation, numerous specific details are set forth in order to provide a thorough understanding of the present disclosure. Specifically, operations of illustrative embodiments that utilize machine vision to identify inventory conditions of a storage unit are described in the context of tool management and tool inventory control. It will be apparent, however, to one skilled in the art that concepts of the disclosure may be practiced or implemented without these specific details. Similar concepts may be utilized in other types of inventory control systems such as warehouse management, jewelry inventory management, sensitive or controlled substance management, mini bar inventory management, drug management, vault or security box management, etc. In other instances, well-known structures and devices are shown in block diagram form in order to avoid unnecessarily obscuring the present disclosure. As used throughout this disclosure, the terms "a captured image", "captured images", "an image", or "images" of an object, an area or a drawer are defined as an image of the entire object, area or drawer, or a partial image of the object, area or drawer.

OVERVIEW OF EXEMPLARY INVENTORY CONTROL SYSTEMS

[0028] Figs. 1a and 1b show exemplary storage units in which inventory control systems according to this disclosure may be implemented. Fig. 1a is an exemplary tool storage system 100 including multiple storage drawers 120. Each storage drawer 120 includes multiple storage locations for storing various types of tools. As used throughout this disclosure, a storage location is a location in a storage system for storing or securing
objects. In one embodiment, each tool has a specific pre-designated storage location in the tool storage system.

[0029] Each storage drawer operates between a close mode, which allows no access to the contents of the drawer, and an open mode, which allows partial or complete access to the contents of the drawer. When a storage drawer moves from a close mode to an open mode, the storage drawer allows increasing access to its contents. On the other hand, if a storage moves from an open mode to a close mode, the storage drawer allows decreasing access to its contents. As shown in Fig. 1a, all storage drawers 120 are in close mode.

[0030] A locking device may be used to control access to the contents of the drawers 120. Each individual drawer 120 may have its own lock or multiple storage drawers 120 may share a common locking device. Only authenticated or authorized users are able to access to the contents of the drawers.

[0031] The storage drawers may have different sizes, shapes, layouts and arrangements. Fig. 1b shows another type of tool storage system 200 which includes multiple storage shelves or compartments 220 and a single door 250 securing access to the storage shelves 250. The storage shelves or compartments may come in different sizes, shapes, layouts and arrangements.

[0032] Fig. 2 shows details inside an exemplary storage drawer 120 in the open mode. Each storage drawer 120 includes a foam base 180 having a plurality of storage locations, such as tool cutouts 181, for storing tools. Each cutout is specifically contoured and shaped for fittingly receiving a tool with corresponding shapes. Tools
may be secured in each storage location by using hooks, Velcro, latches, pressures from
the foam, etc.

[0033] An exemplary inventory control system according to this disclosure
determines an inventory condition of objects by capturing and processing images of
storage locations that are used to store the objects. The system includes various sub-
systems needed for performing different functions, including: a storage subsystem, an
imaging subsystem, an access control subsystem, a power supply subsystem, a user
interface subsystem, a data processing subsystem, a sensor subsystem, and a network
subsystem. It is understood that the list of subsystems is for illustration purpose only and
is not exhaustive. An exemplary system according to this disclosure may be
implemented using more or less subsystems depending on design preference.
Furthermore, not all the subsystems have to be integral part of the inventory control
system. In one embodiment, various functions described in this disclosure may be
implemented on a distributed architecture including multiple subsystems connected to a
data transmission network. Each sub-system connected by the data transmission network
contributes a portion of the functionality for the entire system. In this way, the total
system functionality is distributed across multiple sub-systems that communicate via the
data transmission network. A communications methodology or combination of
methodologies can be established to allow seamless information sharing across the
network to the various sub-systems or data processing systems external to the inventory
control system. The methodology may include Transmission Control Protocol/ Internet
Protocol (TCP/IP), DISCO, SOAP, XML, DCOM, CORBA, HTML, ASP, Microsoft
.NET protocols, Microsoft .NET Web Services and other alternate communications methodologies.

[0034] (1) Storage subsystem

[0035] The storage subsystem includes multiple storage locations for storing objects, such as those illustrated in Figs. Ia, Ib and 2. It is understood that other types of storage systems that are used for storing objects may be used to implement the storage subsystem.

[0036] (2) Imaging subsystem

[0037] The image subsystem includes one or more image sensing devices configured to capture images of part or all contents or storage locations, and illumination devices providing needed illuminations. The image sensing device may be lens-based cameras, CCD cameras, CMOS cameras, video cameras, or any types of device that captures images. The image sensing devices may optionally include a preprocessing means for preprocessing captured image. Examples of the preprocessing include data compression, enhancement, information retrieval, data mining, deriving features of item of interest in certain pre-defined areas or regions of interest and the surrounding areas, etc. The image sensing devices convey raw image data or any preprocessed data for processing or viewing by a data processing system located locally or remote to the image subsystem. The camera may include a network interface for connecting to a data transmission network for transmitting data including the captured images, preprocessed images, information derived from the captured images, etc.

[0038] (3) Access control subsystem
The access control sub-system includes one or more identity verification devices for verifying or authenticating identity and an authorization level of a user intending to access objects stored in the storage subsystem; and one or more locking devices controlling access to the storage locations in the storage subsystem. For example, the access control subsystem keeps some or all storage drawers locked in a closed position until the identity verification device authenticates a user's authorization for accessing the storage subsystem.

The access control subsystem may use one or more access authentication means to verify a user's authorization levels, such as by using a key pad to enter an access code or passwords, a keycard reader to read from a key card or fobs authorization level of a user holding the card or fob, biometric methods such as fingerprint readers or retinal scans, facial recognitions, magnetic or radio frequency ID cards, proximity sensor, occupancy sensor, and/or manual entry or other methods. In one embodiment, access to each storage location or storage drawer is controlled and granted independently. Based on an assigned authorization or access level, a user may be granted access to one or more drawers, but not to others.

Power supply subsystem

The power supply subsystem provides and manages power supplied to inventory access control system. The power supply subsystem includes one or more power sources including connections to one or more AC power sources and/or one or more power storage devices, such as batteries, and/or battery chargers. The subsystem may also include needed circuits and controllers for tracking a power supply condition of the system, such as switching between AC power supply and battery power supply,
monitoring a charge state of the battery or batteries, etc. An external charger may be provided so that batteries may be charged apart from the system and kept in reserve for quick swap out of spent batteries on the system. In one embodiment, a remote battery charger may be connected to a data network coupled to the inventory control system to report a charge condition of a battery being charged at a remote charger. In another embodiment, the power supply subsystem is coupled to a master computer remote to the inventory control system, providing information regarding a power supply condition of the inventory control system to the master computer, such as power failures, charging conditions, available power supplies, etc.

[0043] (5) User interface subsystem

[0044] The user interface subsystem includes devices for communicating with a user of the inventory control system, such as one or more of a display, a microphone, a speaker, a keyboard, a mouse, or any other devices that output information to the user and/or allow the user to input information. The user may be a technician who intends to access objects or tools in the inventory control system, or a manager that manages the inventory condition of the system.

[0045] (6) Data processing subsystem

[0046] The data processing subsystem, such as a computer, is in charge of processing images captured by image sensing devices of the imaging subsystem and/or generate reports of inventory conditions. Images captured or formed by the image sensing devices are processed by the data processing system for determining an inventory condition. The term inventory condition as used throughout this disclosure means information relating to an existence or non-existence condition of objects.
[0047] The data processing subsystem may be implemented as an integral part of the inventory control system; or with a remote computer having a data link, such as a wired or wireless link, coupled to the inventory control system; or a combination of a computer integrated in the inventory control system and a computer remote to the inventory control system. Detailed operations for forming images and determining inventory conditions will be discussed shortly.

[0048] In one embodiment, the data processing subsystem holds user and/or object information and history. A user may query the data processing subsystem for status, setting up users, handling exceptions, system maintenance, and so on. In another embodiment, a host system, external to the inventory control system, is provided and coupled to the computer integral to the inventory control system via a data link or network, for providing supervisory or maintenance functions, viewing audit images, providing reports and summaries of item status and location, etc.

[0049] (7) Sensor subsystem

[0050] Depending on needed functions, a sensor sub-system may be provided, in addition to the imaging subsystem, to sense attributes of objects or areas of interest or their surroundings. These attributes may be used in conjunction with image information obtained by the image sensing devices of the imaging subsystem to enhance the recognition of objects or states thereof. The sensor subsystem may include sensors for sensing conditions such as pressure, light, force, strain, magnetic field, capacitive sense, RFID, electric field, motion, acceleration, orientation, position, location, GPS, Radio Frequency triangulation, light triangulation, proximity, gravitational field strength and/or direction, touch and simple manual entry or interaction may be included as input.
[0051] (8) Network subsystem

[0052] The network subsystem allows the subsystems to form data communications between the subsystems and/or to interface with a data communication network and/or another data processing system external to the inventory control system, for performing data communications. Examples of devices for implementing the network interface include one or more of an Ethernet interface, RS-232, RS-422, RS-485, Access bus, OC, IE Bus, LIN Bus, MI Bus, Microwire bus, MOST, MPI Bus, SMBus, SPI (Serial Peripheral Interface), USB, WiFi or other wireless Ethernet, optical fiber, Zigbee, IEEE 802.15.4, Rubee, Bluetooth, UWB (Ultra-Wideband), IrDA, or any other suitable narrowband or broadband data communications technology. A combination of various communications interfaces can be used within and/or external to the inventory control system.

[0053] According to one embodiment, an operation cycle is as follows: the access control subsystem accepts user identification information. The data processing subsystem validates the user and sends a command via Ethernet and TCP/IP to activate image sensing devices, adjust illuminations for use by the imaging subsystem and unlock locks. The image sensing devices acquire images of the storage locations, and stitch the captured images together for evaluation of regions of interest related to objects. The imaging subsystem calculates attributes of the captured images and sends the attributes to the data processing subsystem over the Ethernet communications network for further evaluations. The data processing subsystem evaluates the attributes and determines an inventory condition, updates records in the inventory database and provides feedback to the user. Once the user signs off the system, the data processing subsystem sends a
command via the Ethernet communications network to end the session, secure the
drawers, and turn off illuminations and image sensing devices in the imaging subsystem.

[0054] Fig. 3 shows an exemplary inventory control system implemented as a
tool storage system 300 according to this disclosure for storing tools. Storage system
300 includes a display 305, an access control device 306, such as a card reader, for
verifying identity and authorization levels of a user intending to access storage system
300, multiple tool storage drawers 330 for storing tools. Tool storage system 300
includes an image sensing device configured to capture images of contents or storage
locations of the system. The image sensing device may be lens-based cameras, CCD
cameras, CMOS cameras, video cameras, or any types of device that captures images.

[0055] System 300 includes a data processing system, such as a computer, for
processing images captured by the image sensing device. Images captured or formed by
the image sensing device are processed by the data processing system for determining an
inventory condition of the system or each storage drawer. The term inventory condition
as used throughout this disclosure means information relating to an existence or non-
existence condition of objects in the storage system.

[0056] The data processing system may be part of tool storage system 300; a
remote computer having a data link, such as a wired or wireless link, coupled to tool
storage system 300; or a combination of a computer integrated in storage system 300 and
a computer remote to storage system 300. Detailed operations for forming images and
determining inventory conditions will be discussed shortly.

[0057] Drawers 330 are similar to those drawers 120 shown in Fig. 1a. Display
305 is an input and/or output device of storage system 330, configured to display
information to a user. Information entry may be performed via various types of input devices, such as keyboards, mice, voice recognitions, touch panel entries, etc. Access control device 306 is used to limit or allow access to tool storage drawers 330. Access control device 306, through the use of one or more locking devices, keeps some or all storage drawers 330 locked in a closed position until access control device 306 authenticates a user's authorization for accessing storage system 300.

[0058] Access control device 306 may use one or more access authentication means to verify a user's authorization levels, such as by using a key pad to enter an access code, a keycard reader to read from a key card or fob authorization level of a user holding the card or fob, biometric methods such as fingerprint readers or retinal scans, or other methods. If access control device 306 determines that a user is authorized to access storage system 300, it unlocks some or all storage drawers 330, depending on the user's authorization level, allowing the user to remove or replace tools. In one embodiment, access to each storage drawer 300 is controlled and granted independently. Based on an assigned authorization or access level, a user may be granted access to one or more drawers of system 300, but not to other drawers. In one embodiment, access control device 306 relocks a storage drawer 330 after a user closes the drawer.

[0059] The location of access control device 306 is not limited to the front of storage system 300. It could be disposed on the top of the system or on a side surface of the system. In one embodiment, access control device 306 is integrated with display 305. User information for authentication purpose may be input through display device with touch screen functions, face detection cameras, fingerprint readers, retinal scanners
or any other types of devices used for verifying a user's authorization to access storage system 300.

Figs. 4a and 4b show a partial perspective view of an imaging subsystem in tool storage system 300. As illustrated in Fig. 4a, an access control device 306 in the form of a card reader is disposed on a side surface of the system. Storage system 300 includes an imaging compartment 330 which houses an image sensing device comprising three cameras 310 and a light directing device, such as a mirror 312 having a reflection surface disposed at about 45 degrees downwardly relative to a vertical surface, for directing light reflected from drawers 330 to cameras 310. The directed light, after arriving at cameras 310, allows cameras 310 to form images of drawers 330. The shaded area 340 below mirror 312 represents a viewing field of the image sensing device of tool storage system 300. Mirror 312 has a width equal to or larger than that of each storage drawer, and redirects the camera view downwards toward the drawers. Fig. 4e is an illustrative side view of system 300 showing the relative position between cameras 310, mirror 312 and drawers 330. Light L reflected from any of drawers 330 to mirror 312 is directed to cameras 310.

Fig. 4b is a perspective view identical to Fig. 4a except that a cover of imaging compartment 330 is removed to reveal details of the design. Each camera 310 is associated with a viewing field 311. As shown in Fig. 4b, the combined viewing fields of cameras 310 form the viewing field 340 of the image sensing device. Viewing field 340 has a depth of x. For instance, the depth of viewing field 340 may be approximately 2 inches.
Fig. 4c is an alternative perspective view of tool storage system 300 shown in Fig. 4a, except that a storage drawer 336 now operates in an open mode allowing partial access to its contents or storage locations in storage drawer 336.

This arrangement of cameras 310 and mirror 312 in Figs. 4a-4c allows cameras 310 the capability of capturing images from the top drawer to the bottom drawer, without the need to substantially change its focal length.

In one embodiment, cameras 310 capture multiple partial images of each storage drawer as it is opened or closed. Each image captured by cameras 310 may be associated with a unique ID or a time stamp indicating the time when the image was captured. Acquisition of the images is controlled by a data processor in tool storage system 300. In one embodiment, the captured images are the full width of the drawer but only approximately 2 inches in depth. The captured images overlap somewhat in depth and/or in width. As shown in Fig. 4D, the partial images 41-45 taken by different cameras 310 at different points in time may be stitched together to form a single image of the partial or entire drawer and its contents and/or storage locations. This stitching may be performed by the data processor or by an attached or remote computer using off-the-shelf or custom developed software programs. Since images are captured in approximately two inch slices multiple image slices are captured by each camera. One or more visible scales may be included in each drawer. The processor may monitor the portion of the image that contains the scale in a fast imaging mode similar to video monitoring. When the scale reaches a specified or calculated position, the data processing system controls the image sensing device to capture and record an image slice. The scale may also assist in photo stitching. Additionally a pattern such as a grid
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may be applied to the surface the drawer. The pattern could be used to assist the
stitching or image capture process.

[0065] In another embodiment, the image sensing device includes larger mirrors
and cameras with wide angle lens, in order to create a deeper view field, such that the
need for image stitching can be reduced or entirely eliminated.

[0066] In one embodiment, one or more line scan cameras are used to implement
the image sensing device. A line scan camera captures an image in essentially one
dimension. The image will have a significant width depending on the sensor, but the
depth is only one pixel. A line scan camera captures an image stripe the width of the tool
drawer but only one pixel deep. Every time drawer 330 moves by a predetermined
increment the camera will capture another image stripe. In this case the image stripes
must be stitched together to create a usable full drawer image. This is the same process
used in many copy machines to capture an image of the document. The document moves
across a line scan camera and the multiple image stripes are stitched together to create an
image of the entire document.

[0067] In addition to a mirror, it is understood that other devices, such as prisms,
a combination of different types of lens including flat, concave, and/or convex, fiber
optics, or any devices may direct light from one point to another may be used to
implement the light directing device for directing light coming from an object to a
remote camera. Another option could be the use of fiber optics. The use of a light
directing device may introduce distortions into the captured images. Calibrations or
image processing may be performed to eliminate the distortions. For instance, cameras
310 may first view a known simple grid pattern reflected by the light directing device
and create a distortion map for use by the data process processor to adjust the captured image to compensate for mirror distortion.

[0068] For better image capture and processing, it may be desirable to calibrate the cameras. The cameras may include certain build variations with respect to image distortion or focal length. The cameras can be calibrated to reduce distortion in a manner similar to how the mirror distortion can be reduced. In fact, the mirror calibration could compensate for both camera and mirror distortion, and it may be the only distortion correction used. Further, each individual camera may be calibrated using a special fixture to determine the actual focal length of its lens, and software can be used to compensate for the differences from camera to camera in a single system.

[0069] In one embodiment, the image sensing device does not include any mirror. Rather, one or more cameras are disposed at the location where mirror 312 was disposed. In this case, the cameras point directly down at storage drawers 330. In another embodiment, each storage drawer 330 has one or more associated cameras for capturing images for that storage drawer.

DETERMINATION OF INVENTORY CONDITIONS

[0070] In an exemplary system 300, each storage location in drawer 330 is configured to store a pre-designated object, such as a pre-designated tool. For instance, as shown in Fig. 2, each drawer 330 includes a foam layer 180 having a plurality of tool cutouts 181 for storing pre-designated tools. Each tool cutout has a shape substantially similar to the outline of tool stored in the cutout. System 300 determines the existence or absence of each object based on image data of one or more pre-defined regions of interest (ROI). A region of interest (ROI) is a pre-defined area whose image data
includes useful information in determining the existence or absence of an object at a specific storage location. An ROI may be defined by system designers and may cover or overlap part of or the entire tool cutout, or does not cover or overlap a tool cutout at all. System 300 determines an inventory of objects or tools by analyzing image data of the pre-defined ROIs. Details for using ROIs for determining an inventory condition will be discussed shortly.

[0071] In order to improve the efficiency in image data processing and transmissions, system 300 determines the presence or absence of tools in drawers 330 based on image signatures derived based on captured images of one or more ROIs and reference image signatures of the ROIs. An image signature is a representation of a specific image or ROI including attributes unique to each image or ROI. These unique attributes include one or more of color, size, shape, width, height, depth, silhouette or profile, specific gravity, weight, diameter, reflectivity, density, thermal properties, viscosity, dimensions, texture, surface finish, etc. Representations of these attributes, according to one embodiment, are derived based on one or more captured images of an area. Details of deriving image signatures for a specific image or ROI will be described shortly.

[0072] System 300 has access to signature reference data which includes reference image signatures of the same area or ROI when an object, such as a tool, is present, and when the object is missing. For each area or ROI, a reference image signatures may be generated by taking an image of that area or ROI both when an object is present and not present.
Based on a correlation of image signatures for an image of an area or ROI and the signature reference data, system 300 determines whether an object corresponding to a storage location is present or missing. For instance, two sets reference image signatures are used— one related to a cutout being occupied by a corresponding tool, and one related to the same cutout not being occupied by the corresponding tool. A determination of an inventory condition is made based on a correlation of image signatures of a captured image of an area of covering the cutout and an area immediately surrounding the cutout, and signature reference data of the same area.

Suitable software may be executed by one or more data processors in system 300 or an attached computer for performing inventory determinations based on captured images. A non-volatile memory device of system 300 stores information identifying a relationship between each known storage location in the drawer and its corresponding pre-designated object. The memory device also stores pre-defined ROIs corresponding to each tool and reference image signature information in connection with the ROIs or the tools. One or more data processors determines which storage locations in a drawer are occupied by their corresponding pre-designated tool and which storage locations in the drawer are not occupied by their corresponding pre-designated tools. Identity of one or more existing and/or missing tools are determined based on the stored relationship identifying each storage locations and their corresponding pre-designated objects. The system also determines whether a tool is out of place or the wrong tool is in the storage location.
Details of image recognition and inventory determination are now described.

An exemplary tool storage system according to this invention utilizes a unique approach to perform image recognition, which dramatically reduces the amount of needed data and requires scientifically less computing power and time to perform needed calculations.

(1) Creation of reference data

As discussed earlier, exemplary system 300 determines an inventory condition of tools based on signatures derived based on captured images and reference image signatures of tools and tool cutouts. This disclosure proposes an efficient and unique approach in generating files of the reference image signatures.

In order to properly effectively and efficiently process images captured by cameras, system 300 needs to have access to information describing reference data including reference image signatures of pre-defined ROIs in connection with each tool; and information including identities of tools, locations of the tools, cutout locations in each drawer, cutout profiles, definitions of tool silhouettes, definitions of finger cutouts, channels between tool silhouettes, definitions of positions of tools in each drawer relative to a known feature of the foam, tool descriptions, part numbers and any information that is useful in performing image recognition. The information is collectively referred to as reference data.

An exemplary system according to this disclosure generates reference data in a highly automated manner by using existing data files called cutout files. Cutout files are created during the manufacture of foam layers with tool profile cutouts for use
in tool storage systems. These cutout files are typically in an industry standard format such as .dxf format, and include information of tool profile cutouts for each drawer and a relative position of each tool in the drawer. Cutout files used in the creation of the drawer foam layers also provide additional useful information including the drawer where each tool is being stored, part numbers of the tools, National Serial Numbers, manufacturer part numbers, tool serial numbers, tool descriptions, etc.

For example, a software program called True Fit by Snap-on Incorporated includes a database of tool silhouettes and data related each tool. When making foam layers 180 with tool cutouts 181 for use in tool storage systems, a foam layout technician creates a foam layout for each drawer 330 according to a master tool list which includes all the tools to be included in tool storage systems for a specific order or customer. The list may be created by sales representatives and/or customers. The True Fit program, when executed by a computer, generates cutout files including foam layouts for each drawer 330 based on the master tool list and pre-stored data regarding each tool in a database. The cutout file includes information of each cutout, such as shapes and sizes, list of tools, and positional information of each cutout in each drawer. In one embodiment, the positional information includes coordinate information of each cutout relative to a common coordinate system of each drawer. The technician then cuts foams according to the foam layout by using a 2D water jet cutter or 3D machining tool.

By adapting cutout files used in foam development, such as .dxf files, to reference data for use in image recognition, the tool storage system now has access to data relating to the exact position of each tool in each drawer, along with the shape of the cutouts and other useful information such as tool number, serial number etc. This
process eliminates the requirement to manually enter each tool into the inventory of the tool storage system, and it also provides precise information about the location of each tool in each drawer and the associated data for each tool. Additional information derived from this process may include reference image signatures and other tool attributes, such as color, size, shape, area, centroid, area moment of inertia, radius of gyration, specific dimensions (such as wrench opening, socket diameter, screwdriver length, etc.). Therefore, when the reference data is loaded, attributes for each tool are also accessible by the tool storage system.

(2) Regions of interest

In order to improve efficiency of data processing, for each captured drawer image, exemplary system 300, rather than processing the entire image, performs image recognition focusing on pre-defined regions of interest (ROI), which are subsets of the captured image and hence include far less data required for processing. According to one embodiment, each tool has one or more pre-defined ROIs. As discussed earlier, an ROI may cover or overlap part of or the entire tool cutout 181, or does not cover or overlap tool cutout 181 at all.

Area of interests may be described by one or more of cutout locations in a coordinate system, cutout profiles, definitions of tool silhouettes, definitions of finger cutouts, channels between tool silhouettes, definitions of positions of tools in each drawer relative to a known feature of the foam, tool descriptions, part numbers and any information that is useful in performing image recognition.

(3) Training process
A computerized training process is performed to adapt the cutout files into reference data useful by an exemplary tool storage system. Exemplary steps of the training process are described below:

- **a. Read tool information from foam cutout file**

  This step reads and loads a cutout file which contains tool data including tool positions, silhouettes, foam colors, background colors, attributes and other data.

- **b. Create tool location data structure**

  ROFs are determined using the foam layout by processing areas related to shapes and positions of tool cutouts. A corner of the overall image is defined as an origin. A position of a bounding box within the image is then determined. The ROI is inside the bounding box and is determined by row and column number inside the bounding box. Any pixel within the bounding box that contains a portion of the ROI is detailed as ordered pairs with the top left corner of the bounding box as the origin. An exemplary data structure of ROI is provided below:

```
Drawer.s1.d1 // Drawer name
96 // resolution
Silhouette TMCO16 // Part number
T00L_BOX_ID 1051 // Tool box id
DRAwer 01 // Drawer No
POSITION S-0058 // Position
DESCRIPTION Wrench, Crowfoot, Open End, 1/2" // Description
```
Determine which camera processes the tool.

In an exemplary tool storage system that uses 4 cameras or six cameras for capturing drawer images, each camera has a 40 degree wide field of view (FOV), with 20 degrees of the FOV on either side of the center line of the image. The images from camera to camera can overlap. Depending on the position of the drawer, the overlap may be small as in the top drawer, or large, as in the bottom drawer where each camera can see the entire drawer. The tools and their associated ROFs are assigned to the cameras by determining the position of the centroid of each tool ROI and assigning the respective ROI to a camera having a FOV centerline closest to the ROI.

If an ROI expands into converges by more than one camera, the ROI is divided into pieces and assigned to individual cameras as outlined above.

Create dilation zone and buffer zone for tools.

In certain situations, a captured image related to a tool may deviate from the reference data, even when the tool is placed in its corresponding cutout or storage location. For instance, a tool may overhang the edge of the tool cutout, or may be pressed tightly into the foam causing the form to compress or deform, or the tool cutout...
may not be in the exact position which was expected. These situations, if not properly
addressed, may cause a tool storage system to trigger false alarms.

To address these issues, an exemplary system utilizes unique image data
to evaluate an inventory condition of a tool. As shown in Fig. 5, a dilation zone and a
buffer zone are assigned around each tool cutout. The buffer zone is an annular ring
created around the tool cutout and includes an adjustable width, such as a number of
pixels. For example, a buffer zone for a tool cutout may be 5 pixels expanding away
from the boundary of the tool cutout. The width is arbitrary and depends on system
design. The dilation zone is an annular ring around the buffer zone and may be assigned
an adjustable number of pixels. For example, the buffer zone may be expanded by 5
pixels away from the outer boundary of the buffer zone. The width is arbitrary and
depends on system design.

In one embodiment, image data related to the buffer zone is ignored in the
evaluation of the image, while image data related to the dilation zone is evaluated for
attributes such as color, intensity, hue and saturation, etc. This data will be used later in
evaluation of situations where something is laying over the edge of the tool cutout
indicating a wrong tool has been placed in the storage location or cutout, or the right tool
has been improperly placed in the storage location or cutout and is out of position, or
there is something covering at least part of the buffer zone. A warning to the user and
administrator will be issued when this occurs.

4. Image recognition based on image signatures

Each image includes attributes that represent unique characteristics of the
image. These attributes include color, size, shape, width, height, depth, silhouette or
profile, specific gravity, weight, diameter, reflectivity, density, thermal properties, viscosity, dimensions, texture, surface finish, etc. An exemplary system according to this invention utilizes a unique approach to extract information representative of each ROI from the captured image. This extracted information uniquely describes attributes of the ROI and is referred to as an image signature of the ROI.

[00103] As discussed earlier, a non-volatile storage device in system 300 stores data related to pre-defined ROI whose image data require processing by system 300. A pre-stored look-up table may be to identify each tool, its corresponding cutout information, and pre-selected ROIs whose image data are useful in determining an inventory condition of the tool. An inventory condition with respect to a tool is determined based on the image signature of each ROI associated with the tool which is derived from the captured images and reference image signatures. Since only the image signature, not the raw image data, is used in determining an inventory condition, the efficiency in signal processing and data transmission is significantly improved.

[00104] The process for generating an image signature for an image is now described. One sample image signature using image hue and saturation is described. Other signatures that use various image attributes can be devised to which will can also be used to determine presence, absence, or identification of items in the inventory system.

[00105] An exemplary algorithm for the process is provided below:

Conversion of RGB (red, green, blue) to IHS (intensity, hue, saturation)

\[ I = \frac{(r + g + b)}{3} \]

if \( r, g \) and \( b \) are all equal, then \( h \) and \( s = 0 \)
else
Let:
\[ u = (2 \times r) - g - b \]
\[ v = \sqrt{3} \times (g - b) \]

Then:
\[ h = \arctan \left( \frac{v}{u} \right) \]

if \( h < 0 \), add 1 to \( h \), so \( 0 \leq h \leq 1 \)
\[ s = \sqrt{u^2 + v^2} / \text{(Max saturation for this intensity and hue)}; \]

The relevant structures are:
```c
typedef struct {
    BYTE hue;
    BYTE saturation;
    BYTE intensity;
    BYTE percent;
} PP_COLOR;
```
```c
typedef struct {
    BOOL partialRoi;
    PP_COLOR myColors[5];
    PP_COLOR foam[5];
} PP_SIGNATURE;
```

[00106] The exemplary system processes pixel data in ROFs corresponding to each tool cutout and its surrounding dilation zone. The RGB value of each pixel is converted to an IHS (intensity, hue, saturation) value. An exemplary system determines distribution characteristics of image attributes of the captured image. For example, a histogram describing a pixel number distribution with respective to various image attributes like intensity, hue and/or saturation values, is created.

[00107] In one embodiment, for image pixels with intensity values below and above pre-defined low and high thresholds (for example, 0.2 and 0.8, respectively), their hue and saturation are ignored as being unreliable and set to zero. These pixels are accumulated in two separate bins.

[00108] For pixels with intensity values between the threshold values, their intensity values are ignored because they too easily influenced by variable illumination intensity factors. For these pixels, the hue and saturation values are accumulated in the
bins of a 2D (hue-saturation) histogram. Each bin represents a set of preset values of hue and saturation on the histogram.

[00109] The 2D histogram is then examined based on pixel number distributions to find the bin with the most pixels. Bins adjacent to the bin with the most pixels are included until the pixel count of a bin falls below a predefined fraction of the pixel count in the peak bin. For instance, the predefined fraction may be set as 0.5. The average intensity, hue and saturation of the selected bins is calculated and entered into the bytes of the PP_COLOR structure.

[00110] The percent member of the PP_COLOR structure is the percent of all the pixels in the ROI that were in this group of bins. The bins in this group are then ignored in any further processing, and the process is repeated to find the next such group of bins. This process is repeated until a predetermined number of bin groups are found.

[00111] The number of pixels in the two separate low and high intensity bins is also examined at each step, and these bins may account for one of the PP_COLOR structures in the PP_SIGNATURE structure.

[00112] In this manner, the structure of an image signature of ROI (PP_SIGNATURE) is filled in, with descriptive data for the five most populous pixel color groups. The PP_COLOR structure for the dilation zone around the tool in the PP_SIGNATURE structure is computed in like manner. The use of five colors for the signature is only an example and any number colors could be used for the signature.

[00113] Similar process is performed for the following baseline images:

[00114] Tool cutouts / No tool in ROI;

[00115] Tool cutouts / tool in ROI; and
Dilation zone.

Reference image signatures are acquired once, as part of a setup procedure. Reference signatures may be acquired for each tool cutout when the correct tool is known to be present, for each tool cutout when the tool is known to be absent, for the dilation zone when the correct tool is known to be present, and for the dilation zone when the tool is known to be absent. Then in normal operation the system acquires signature data for an ROI from a captured image and compares it to the tool-known-to-be-not-present data, the tool-known-to-be-present data. Reference image signatures can relate only to a particular tool and not to the drawer of tools. The reference image signatures can be generated independently for each tool and stored in a database. The is generally done by capturing and images of a tool cutout with and without the tool in place. The image of just the tool and tool cutout is processed to extract the reference image signatures for all defined conditions of tool presence. The reference image signatures can be extracted from the database and incorporated in the inventory management system so that no reference image of the actual tool drawer is ever required. Further, the reference image signatures can be generated without ever capturing any images. Known parameters of the foam, tool cutout, and the associated tool such as colors and dimensions are manually or programatically used to generate image attributes that define the reference image signatures for the tool cutout and tool.

An inventory condition related to an ROI is determined based on image signatures of the ROFs in the captured image and the reference image signatures.

If the image signature of a tool cutout ROI matches the reference image signature when the tool is not present within a preset percentage tolerance, then the tool
is determined to be missing from the ROI and thus is issued or in use. One the other hand, if the image signature of a tool cutout ROI matches the reference image signature when the tool is present within a preset percentage tolerance, then the item is determined to be present in the ROI. The percentage tolerance used for determining tool presence or absence is adjustable. A suitable value may be selected empirically according to a design preference.

[00120] Examination of the image signature of the dilation zone ROI in comparison to reference image signatures corresponding to the dilation zone ROI can be used to determine conditions beyond just whether a tool is present or missing. For example, if a tool is not placed in its corresponding cutout correctly or the wrong tool is placed in the tool cutout, part of the tool may be outside of the cutout and in the dilation zone. Additionally an unexpected object such as a shop rag or extra tool could be placed in the drawer and be blocking part of a dilation zone of a tool cutout. The signature of the dilation zone ROI would not match its reference image signature, and the system would determine that an unknown condition exits in the storage compartment. In this case an alert could be generated to indicate the relevant storage location should be manually checked to correct the anomaly.

[00121] If the image signature of an ROI does not match either reference image signatures within a preset percentage tolerance, then an error or exception is determined to have taken place and an alert is given to the user and system administrator through the PC and GUI systems of the equipment. The error alert could be for wrong tool, misplaced tool, unknown item across multiple ROFs etc. In one embodiment the signature of the item in the tool cutout ROI could be compared to a database of all tools
in the drawer, in the storage cabinet, or known globally. From this comparison the
particular tool stored in the tool cutout can be determined and reported to the inventory
system. In a broad sense this technique can be used to identify all of tools in a drawer
without knowing which tools should be in the drawer or where there should be placed.

[00122] In one embodiment, each image signature is treated a vector. Similarity
between the image signature of the ROI corresponding to the captured image and the
reference image signature of the same item when the tool is known to be not present is
calculated. For example, the similarity may be determined based on a distance between
two vectors computed in know manners. Also, similarity between the image signature of
the ROI corresponding to the captured image and the reference image signature of the
same item when tool is known to be present is computed. A tool is determined to be not
present if the similarity level between the image signature of the ROI corresponding to
the captured image and the reference image signature of the same item when tool is
known to be not present is higher than similarity level between the image signature of the
ROI corresponding to the captured image and the reference image signature of the same
item when tool is known to be present. Otherwise, the tool is determined to be present.

[00123] In another embodiment, each of the top most populous pixel groups in the
image signature of the ROI corresponding to the captured image is compared with its
counterpart of the reference image signature of the same item when tool is known to be
not present, the reference image signature of the same item when tool is known to be
present, respectively. A GOF (Goodness of Fit) value is determined from the signature
matches and percentages. For example, the GOF value may be defined as an
accumulation of \( \min(\text{percentage}_{\text{of\_captured\_ROI}},\ \text{percentage}_{\text{of\_reference}}) \)
corresponding to each entry in the signature. The accumulated percentage is then compared with a threshold value. If the GOF value with respect to the reference signature when tool is present is above the threshold value, it is determined that the tool is present. If the GOF value with respect to the reference signature when tool is not present is above the threshold value, it is determined that the tool is not present. If both the GOF values with respect to the reference signature when tool is present is above the threshold value and the reference signature when tool is not present are below the threshold value, it is categorized as a peculiar condition and a warning signal will be triggered or lodged. Such peculiar condition may be caused by an overhanging tool, a deformed cutout, or wrong tool placed in the cutout.

[00124] Occasionally, a significant portion of a tool's attributes may match the attributes of the background and make detection of presence or absence more difficult. In these cases, the item can be split into multiple ROFs. The areas with ROI attributes matching the background will be ignored and only those areas with ROI attributes different from the attributes of the background will be evaluated.

[00125] A look-up table of image reference signatures corresponding to each inventory item may be created during a manufacture process and preloaded onto the tool storage system. At system setup, a complete database of reference image signatures can be loaded into each system along with the ROIs, part numbers and descriptions, and other data in the tool database.

[00126] Another feature of an exemplary tool storage system according this disclosure is automated item addition/deletion. This is a process whereby the system is
configured to recognize new tools and add them to the database or remove tools that are no longer needed or useful from the database.

[00127] The same type of data files used to create the foam cutouts and reference data are used in the modification of existing drawer layouts to add or delete tools. The file is then loaded to the memory of the system and the foam is changed. The system automatically recognizes that there is a new tool(s) in (or removed from) the database and the specified storage location or cutout is now in place (or removed).

[00128] It has been determined that the precise location of an ROI corresponding to the image and its associated tool cutout in the foam may vary slightly from the position as calculated in the tool training and loading files. In order to compensate for this possible difference in actual and calculated positions, holes are provided in the foam layer as a position check. These hole positions are related to the position of the drawer tracking and positioning strips and provide verification of the actual positions of the ROFs and tool cutouts in the drawer foam.

[00129] Another embodiment according to this disclosure utilizes specially designed identifier for determining an inventory condition of objects. Depending on whether a storage location is being occupied by an object, an associated identifier appears in one of two different manners in an image captured by the image sensing device. For instance, an identifier may appear in a first color when the associated storage location is occupied by a tool and a second color when the associated storage location is unoccupied. The identifiers may be texts, one-dimensional or two-dimensional bard code, patterns, dots, code, symbols, figures, numbers, LEDs, lights, flags, etc., or any combinations thereof. The different manners that an identifier may appear in an image
captured by the image sensing device include images with different patterns, intensities, forms, shapes, colors, etc. Based on how each identifier appears in a captured image, the data processor determines an inventory condition of the object.

[00130] Fig. 6a shows an embodiment of identifier designs. As shown Fig. 6a, storage location 511 is designated to store tool 510, and storage location 52 is currently occupied by its designated tool 520. Storage location 53 is not occupied by its designated tool. Each storage location 51, 52, 53 has an associated identifier. Depending on whether each storage location 51-53 is being occupied by a corresponding tool, each identifier appears in an image captured by cameras 310 in one of two different manners. For example, each identifier may not be viewable by cameras 310 when a corresponding tool is stored in the respective storage location, and becomes viewable by cameras 310 when an object is not stored in the respective storage location. Similarly, a different embodiment may have an identifier viewable by the image sensing device when an object is stored in the respective storage location, and is not viewable by the image sensing device when an object is not stored in the respective storage location.

[00131] For instance, the bottom of storage locations 51-53 includes an identifier made of retro-reflective material. Since storage locations 51 and 53 are not occupied by their respective designated tools, their associated identifiers 511 and 513 are viewable to the image sensing device. On the other hand, storage location 52 is currently occupied by its designated tool, its identifier is blocked from the view of the image sensing device. When the particular tool is stored in the storage location, the identifier is blocked from the view of the image sensing device and not viewable by the image sensing device. On the other hand, if the storage location is not occupied by the particular tool, the identifier
is viewable by the image sensing device and shows up as a high intensity area on an
image of the drawer. Accordingly, a high intensity area represents a missing tool. The
system 300 detects locations with missing tools and correlates the empty locations with
stored relationship identifying each storage locations and their corresponding tools. The
system 300 determines which tools are not in their specified locations in a drawer. It is
understood that the identifiers may be implemented in many different manners. For
instance, the identifiers may be designed to create a high intensity image when a storage
location is occupied and an image with less intensity when the storage location is
occupied.

[00132] In one embodiment, each identifier is implemented with a contact sensor
and an LED. As shown in Fig. 6b, storage location 61 is associated with a contact sensor
62 and an LED 63. When contact sensor 61 senses a tool is in storage location 61, a
signal is generated by contact sensor 61 and controls to turn off power supply to LED 63.
On the other hand, if contact sensor 62 detects that a tool is not in storage location 61,
control sensor 62 generates a control signal which controls to turn on LED 63, which
creates a high intensity area in an image captured by the image sensing device. Each
high intensity area in an image indicates a storage location without an associated tool.
The system 300 identifies removed or missing tools by determining which storage
locations are not occupied by tools and pre-stored information identifying corresponding
tools of the locations. In still another embodiment, the identifier is unique to the pre-
designated tool stored in each respective storage location. The data processor is
configured to determine an inventory condition by evaluating whether at least one
viewable identifier exists in an image of the storage locations captured by the image
sensing device, and pre-stored relationship between each pre-designated object and a respective identifier unique to each pre-designated object.

[00133] In still another embodiment, an identifier associated with a storage location creates a high intensity image when the storage location is occupied, and a lower intensity image when the storage location is unoccupied. The system 300 determines which tools exist based on detected identifiers and pre-stored information identifying a relationship between each storage location and the corresponding pre-designated object. In another embodiment, the identifier is unique to a pre-designated object stored in each respective storage location. The system 300 determines an inventory condition of existing objects by evaluating identifiers that exist in an image of the storage locations captured by the image sensing device, and pre-stored relationship between each pre-designated object and a respective identifier unique to each pre-designated object.

[00134] In still another embodiment, each object stored in the system 300 includes an attached identifier unique to each object. The data processor has access to pre-stored information identifying each tool stored in the system and known information identifying a relationship between each object and a respective identifier unique to each pre-designated object. The data processor determines an inventory condition of objects by evaluating identifiers that exist in an image of the storage locations captured by the image sensing device, and the relationship between each pre-designated object and a respective identifier unique to each pre-designated object. For instance, system 300 stores a list of tools stored in the system and their corresponding unique identifiers. After cameras 310 captures an image of a storage drawer, the data processor determines which identifier or identifiers are in the image. By comparing the identifiers appearing
in the image with list of tools and their corresponding unique identifiers, the data processor determines which tools are in the system and which ones are not.

[00135] As discussed earlier, identifiers associated with the storage locations may be used to determine which locations have missing objects. According to one embodiment, system 300 does not need to know the relationship between each storage location and the corresponding object. Rather, each identifier is unique to a corresponding object stored in the storage location. The data processor of system 300 has access to pre-stored information identifying a relationship between each identifier and the corresponding object, and information identifying each object. In other words, system 300 has access to an inventory list of every object stored in system 300 and its respective unique identifier. When an empty tool storage location is detected by system 300, the corresponding identifier is extracted from the image and decoded by system software. As each identifier is unique to a corresponding object, system 300 is able to determine which object is missing by checking the relationship between each identifier and the corresponding object, and the inventory list of objects. Each identifier unique to an object stored in a storage location may be disposed next to the storage location or in the storage location. In one embodiment, the identifier is disposed next to the storage location and is always viewable to the image sensing device no matter whether the location is occupied by an object or not. In another embodiment, when an identifier is disposed in the corresponding location, the identifier is not viewable to the image sensing device when the location is occupied by an object, and is viewable to the image sensing device when the location is not occupied by an object.
[00136] An embodiment of this disclosure utilizes combinations of baseline images and identifiers unique to objects to determine an inventory status. For example, a baseline image may include information of a storage drawer with all storage locations occupied with their respective corresponding objects, wherein each storage location is associated with an identifier unique to an object stored in the storage location. An inventory condition is determined by comparing an image of the storage locations and the baseline image, to determine which locations are occupied by objects and/or which locations have missing objects. Identifications of the missing objects are determined by identifying the identifier associated with each storage location with missing object.

[00137] Another embodiment of this disclosure utilizes unique combinations of identifiers to determine an inventory status. For instance, each storage location may have a first type of identifier disposed in the location and a second type of identifier unique to an object stored in the storage location and disposed next to the storage location. The first type of identifier is viewable to an image sensing device when the location is not occupied by an object and not viewable by an image sensing device when the location is occupied by an object. The first type of identifier may be made of retro-reflective material. If a storage location is not occupied by an object corresponding to the storage location, the identifier of the first type is viewable by the image sensing device and shows up as a high intensity area. Accordingly, each high intensity area represents a missing object, which allows system 300 to determine which locations having missing objects. Based on identifiers of the second type associated with those locations with missing objects, system 300 identifies which objects are missing from system 300. Consequently, an inventory condition of system 300 is determined.
According to still another embodiment, system 300 uses image recognition methods to identify an object missing from system 300. System 300 has access to an inventory list indicating which tools are stored in each drawer or system 300. However, system 300 does not have to know where the tools are stored. The tools are placed in foam cutout locations specific for each tool. Using characteristics such as size, shape, color, and other parameters image recognition software identifies each tool in the drawer. Missing tools are simply the tools on the inventory list that are not identified as being in the drawer.

System 300 records access information related to each access. The access information includes time, user information related to the access, duration, user images, images of storage locations, store unit or contents of the storage system, objects in the storage system, etc., or any combinations thereof. In one embodiment, system 300 includes a user camera that captures and stores image of the person accessing storage system 300 each time access is authorized. For each access by a user, system 300 determines an inventory condition and generates a report including associating the determined inventory condition with access information.

TIMED IMAGE CAPTURING

Embodiments of this disclosure utilize uniquely timed machine imaging to capture images of system 300 and determine an inventory condition of system 300 according to the captured images. In one embodiment, system 300 activates or times imaging of a storage drawer based on drawer locations and/or movements, in order to create efficient and effective images. For instance, a data processor of the system 300 uses drawer positions to determine when to take overlapping partial images as discussed...
relative to Figs. 4a-4e, to assure full coverage of a drawer being accessed by a user. In another example, drawer position information may be useful to the stitching software in the construction of a full drawer image. Drawer position information may be used to help locate the positions of the cutouts in the drawer.

[00141] In one embodiment, the data processor of system 300 controls the image sensing device to form images of a drawer based on a pre-specified manner of movement by the drawer. For instance, for each access, system 300 only takes images of the drawer when it is moving in a specified manner or in a predetermined direction. According to one embodiment, the image sensing device takes images when a drawer is moving in a direction that allows decreasing access to its contents or after the drawer stops moving in the direction allowing decreasing access to its contents. For example, cameras may be controlled to take pictures of drawers when a user is closing a drawer, after a drawer stops moving in a closing direction or when the drawer is completely closed. In one embodiment, no images are taken when the drawer is moving in a direction allowing increasing access to its contents, such as when a drawer moves from a close position to an open position.

[00142] Locations, movements and moving directions of each storage drawer may be determined by using sensors to measure location or movement sensors relative to time. For instance, location information relative to two points in time may be used to derive a vector indicating a moving direction.

[00143] Examples of sensors for detecting a position, movement or moving direction of storage drawers include a sensor or encoder attached to a drawer to detect its position relative to the frame of system 300; a non-contact distance measuring sensor for
determining drawer movement relative to some position on the frame of the system 300, such as the back of the system 300; etc. Non-contact sensors may include optical or ultrasonic sensors. A visible scale or indicator viewable by cameras 310 may be included in each drawer, such that camera 210 could read the scale to determine drawer position.

[00144] A change in an inventory condition, such as removal of tools, occurring in the current access may be determined by comparing inventory conditions of the current access and the access immediately before the current access. If one or more objects are missing, system 300 may generate a warning signal, such as audible or visual, to the user, generate a notice to a remote server coupled to system 300, etc.

[00145] In another embodiment, the image sensing device is configured to form images of the storage locations both when storage drawer 330 moves in a direction allowing increasing access to its contents, and when storage drawer 330 subsequently moves in a direction allowing decreasing access to its contents. For example, when a user opens drawer 330 to retrieve tools, the moving direction of drawer 330 triggers cameras 310 to capture images of drawer contents when it moves. The captured image may be designated as a "before access" image representing a status before a user has accessed the contents of each storage drawer. An inventory condition is determined based on the captured images. This inventory condition is considered as a "before access" inventory condition. Cameras 310 stops capturing images when drawer 330 stops moving. When the user closes drawer 330, the moving direction of drawer 330 triggers cameras 310 to capture images of drawers 330 again until it stops or reaches a close position. An inventory condition of the drawer is determined based on images
captured when the user closes drawer 330. This determined inventory condition is designated as an "after access" inventory condition. A difference between the before access inventory condition and the after access inventory condition indicates a removal or replacement of tools. Other embodiments of this disclosure control cameras to take the "before access" image before a storage drawer is opened or after the storage drawer is fully opened or when its contents are accessible to a user. According to another embodiment, the image sensing device is timed to take an image of each drawer 330 when it was detected that access by a user is terminated. As used herein in this disclosure, terminated access is defined as a user no longer having access to any storage locations, such as when drawer 330 is closed or locked, when door 250 is closed or locked, etc., or an indication by the user or the system that access to the storage system is no longer desired, such as when a user signs off, when a predetermined period of time has elapsed after inactivity, when a locking device is locked by a user or by system 300, etc. For each access, a position detector or contact sensor is used to determine whether drawer 330 is closed. After the drawer is closed, the image sensing device captures an image of drawer 330. The data processing system then determines an inventory condition based on the captured image or images. A difference in the inventory condition may be determined by comparing the determined inventory condition of the current access to that of the previous access.

[00146] According to another embodiment, for each access, the image sensing system 300 is timed to capture at least two images of drawer 300: at least one image (initial image) captured before a user has access to storage locations in drawer 300 and at least one image captured after the access is terminated, as discussed earlier. The initial
image may be taken at any time before the user has access to the contents or storage locations in the drawer. In one embodiment, the initial image is captured after a user requests access to system 300, such as by sliding a keycard, punching in password, inserting a key into a lock, providing authentication information, etc. In another embodiment, the initial image is captured before or in response to a detection of drawer movement from a close position or the unlock of a locking device of system 300.

[00147] The data processing system of system 300 determines an inventory condition based on the initial image, and assigns the determined inventory condition as "before access" inventory condition; and determine an inventory condition based on the image captured after the access is terminated and designated the determined inventory condition as "after access" inventory condition. A change in the inventory condition of objects in system 300 may be determined based on a comparison of the "before access" and "after access" inventory conditions or a comparison of the initial image and the image captured after the access is terminated.

[00148] Concepts and designs described above may be applicable to other types of storage systems, such as a type shown in Fig. IB, where a single door controls the access to multiple shelves or drawers. In one embodiment, the image sensing device may be timed to capture images of the storage locations after a detected termination of access, such as closing door 250, locking door 250, signing out, etc. It is understood that various types of sensors, such as contact sensors, infrared sensors, may be used to determine when a door is closed. Similar to the discussions earlier, the image sensing device captures images of the storage locations, and determine an "after access" inventory condition based on the captured image. A change in the inventory condition
related to the access by comparing an inventory condition of the current access and that of the last access. According to another embodiment, the image sensing device is timed to take "before access" images of the storage locations before a user has access to the storage system. For instance, the cameras may be timed to capture images of the storage locations after a user requests access to the system, after detecting an opening of door 250, after receiving authentication information from a user, etc. The storage system determines a "before access" inventory condition based on the "before access" image. A change in the inventory condition may be determined according to a difference between the "before access" and "after access" inventory conditions, or a difference between the "before access" and "after access" images.

[00149] **IMAGE CALIBRATION**

[00150] As discussed earlier, multiple cameras may be used to capture partial images of a drawer. Such images are then stitched together to form a complete image of a drawer for further processing. Accordingly, for the purpose of stitching images, it is important to know the relative positional relationships between the partial images such that the partial images can be stitched or combined properly. Furthermore, processing of an image of an ROI may be performed based on a partial image as long as the entire ROI is within the partial image. Under such circumstance, it is important for a tool storage system to know locate the correct location of an ROI from a partial image, especially the partial image may be distorted, twisted or skewed during the capturing of the image.

[00151] An embodiment of this disclosure provides known, non-repeating reference patterns in each drawer. For example, as shown in Fig. 6a, a drawer is provided with two visible, non-repeating scales A, B, C... S on both sides of a drawer.
Information of the relative positions of the scales in the drawer is known and stored in the system. At any given time when an image is captured, patterns of both scales must always appear in the captured image. Only one camera or multiple cameras can be used to capture the images. As the width of the drawer gets wider one can use a camera with a shorter focus length. However, such camera with a shorter focus length would reduce the resolution of the image. Alternatively, more than one camera separated or angled can be used to acquire the desired drawer width and resolution. It is possible to use one or more cameras dedicated to viewing the scale pattern, or to use the same camera that will view all or part of the drawer contents.

If, as shown in Fig. 6b, a partial image of the drawer shown in Fig. 6a is obtained, any ROI (region of interest) within the partial image shown in Fig. 6b may be determined by interpolation of known tool cutout reference position information within the known foam dimensions and images of the scale information. From the visible scale in Fig 6b, it is easily recognized where the partial image is in the full drawer image shown in Fig. 6a. By knowing where the partial image is relative to the entire drawer, the partial image can be properly stitched together with other partial images.

Also, the ratio of a to b to c in the partial image shown in Fig. 6b is the same as the ratio x to y to z of the stored cutout file information as shown in Fig. 6a. With this known ratio, the location of any ROI corresponding to the partial image in Fig. 6b can be determined.

Furthermore, with two or more reference patterns or scales that can always be captured by the camera at any given time, even if the perspective of the image changes, using the relative positions of the reference patterns or scales in the captured
image and the known relationships of the drawer, the distorted image may be rescaled, rotated or adjusted to convert the distorted image back to fit the known relationships. For example, if a distance between the two scales in Fig. 6b is reduced, the system is able to determine an expansion factor by calculating a ratio between a distance between the scales in the captured image and the known distance stored in the system. This expansion factor is then applied to the captured image to convert the image back to normal.

[00155] Furthermore, by knowing a position of each partial image relative to the entire drawer, a moving speed of a drawer can be determined. For example, as shown in Fig. 6c, two partial images 1 and 2 are captured. As discussed earlier, based on images of the scales, the system can determine where the partial image is relative to the entire drawer by referring to the reference data stored in the system. Since the positional information of partial images 1 and 2 is now known, a displacement (distance A) between partial image 1 and image 2 can be determined. The travel time t is the time between two captured images which can be obtained from the camera. Therefore, the travelling speed of the drawer is \( v = \frac{A}{t} \).

[00156] The moving speed of the drawer may be used by the system to time the imaging of the drawer. From the speed measurement, the system may anticipate when the next image should be taken. For instance if the speed of the drawer is 5"/sec and cameras of the system have an image coverage of 2", then the system can determine that it will need to take the next image in 2/5 of a second to achieve no overlap of or gap between the images. 1/5 of a second would provide a 1" overlap between consecutive images. An acceleration of the travelling drawer can be determined by taking the
derivative of the drawer speed and track the acceleration of the drawer to further anticipate when to take the next image. Based on the information of speed and acceleration, the system can conserve energy for battery operation, and/or to speed up the performance of the system by properly timing the imaging of the drawer without capturing unnecessary images.

[00157] If the drawer gets twisted, and/or moves away from the camera, the perspective image will be rotated and distorted (skewed) as shown in Fig. 6d. Such distortion may be detected based on a comparison of the captured images of the scales and the known positional relationship of the scales in the drawer. A correction of the distorted image may be obtained by adjusting or rotating the captured image to enable the captured scale image to correctly overlay on the correct position of the scales according to the stored reference data of the scales (see Fig. 6e). It is understood that any reference pattern with ample two-dimensional characteristics, such as a reference pattern with sufficient width, may be used to correct image skew or distortion in a similar manner. Whenever a skew or distortion occurs, the two-dimensional characteristics of the reference pattern will differ from characteristics of the reference data stored in the system. A correction of the distorted image may be obtained by adjusting or rotating the captured image to enable the captured pattern image to be consistent to the stored reference data.

[00158] According to one embodiment, an exemplary system provides a pattern that fills an region of interest of the camera to correct for distortions. The distortion required to change the image of the pattern to the expected image of the pattern would then be applied to all future images. For example, as shown in Fig. 7a, a known pattern,
such as a grid of dots at Vi” spacing and being imaged essentially parallel to the camera chip. Now all distortions in the optical system (lens, mirror...) will be realized in the captured image of the grid. By distorting the captured image to make the image of the grid pattern into the known, expected A” grid pattern, all the distortions of the system are corrected for.

[00159] A detailed process for detection and compensating for imaging distortions using known reference patterns is now described.

[00160] 1. Determination the centroids of reference patterns

[00161] A camera acquires a digital image of a flat plane containing a plurality of identifiable image patterns at known locations on the plane. In the present embodiment, the camera's optical axis is assumed to be normal to the plane, and each pixel of the digital image has a red, green and blue value, each between 0 and 255. These three values will be referred to as the "color" or "RGB" value of a pixel. In the present embodiment, the known patterns are circles of uniform color, and the surrounding background is of uniform color, and the color of the reference pattern is different from that of the surrounding background.

[00162] In the present embodiment, a smoothed value is first computed for each pixel in the digital image, and then a "color gradient" is computed for each smoothed pixel in the digital image.

[00163] The smoothed RGB values for pixel at image column and row (x,y)are computed using the 3x3 smoothing kernel:

\[
\begin{bmatrix}
1 & 2 & 1 \\
2 & 4 & 2 \\
1 & 2 & 1 \\
\end{bmatrix}
\]

as follows:
smoothedPixel \((x, y)\) =
\[
\begin{align*}
(1 \times \text{rawPixel}(x-1, y-1)) & \ + \ (2 \times \text{rawPixel}(x, y-1)) & \ + \ (1 \times \text{rawPixel}(x+1, y-1)) & \\
(2 \times \text{rawPixel}(x-1, y)) & \ + \ (4 \times \text{rawPixel}(x, y)) & \ + \ (2 \times \text{rawPixel}(x+1, y)) & \\
(1 \times \text{rawPixel}(x-1, y+1)) & \ + \ (2 \times \text{rawPixel}(x, y+1)) & \ + \ (1 \times \text{rawPixel}(x+1, y+1)) &
\end{align*}
\]

where "smoothedPixel" and "rawPixel" are the R, G or B values, respectively.

[00164] The color gradient is computed for each smoothed pixel in the digital image using the 3x3 Sobel filter kernels:

**Kernel for X:**
\[
\begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix}
\]

**Kernel for Y:**
\[
\begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{bmatrix}
\]

as follows, where \(s\) is "smoothedPixel":

\[
g_x =
\begin{align*}
(-1 \times s(x-1, y-1)) & \ + \ 0 + (1 \times s(x+1, y-1)) & \\
(-2 \times s(x-1, y)) & \ + \ 0 + (2 \times s(x+1, y)) & \\
(-1 \times s(x-1, y+1)) & \ + \ 0 + (1 \times s(x+1, y+1)) &
\end{align*}
\]

\[
g_y =
\begin{align*}
(-1 \times s(x-1, y-1)) & \ + \ (-2 \times s(x, y-1)) & \ + \ (-1 \times s(x+1, y-1)) & \\
0 & \ + \ 0 & \ + \ 0 & \\
(1 \times s(x-1, y+1)) & \ + \ (2 \times s(x, y+1)) & \ + \ (1 \times s(x+1, y+1)) &
\end{align*}
\]

\(g_x\) and \(g_y\) are computed for R, G and B, and the square of the color gradient magnitude at pixel position \(x,y\) is then:
\[
\text{gradSq}(x,y) = \text{Sum of R,G and B}[(g_x \times g_x) + (g_y \times g_y)]
\]

[00165] If the color of a smoothed pixel and its neighbors are close, this color gradient will be small. Since the pattern color is different than the surrounding background color, the color gradient of pixels at the boundary of pattern and background will be larger, and thus boundary pixels may be identified as those pixels having a color gradient larger than a suitably defined threshold value. In the present embodiment, a
region of pixels enclosed by such a pixel boundary, where the parameters of the bounded region, such as size and shape, match the expected parameters of a pattern, is identified as being potentially one of the known patterns. The centroids of such regions are computed by dividing the sum of the x or y values of the pixels in the bounded region by the number of pixels in the bounded region. If the distortion of the imaging system from an ideal "pinhole camera" system is not too large, the pattern of pattern centroid positions will be the same as that of the known pattern on the plane, and the patterns thus measured may be individually identified with individual known patterns.

[00166] 2. Determining and correcting distortion

[00167] Let KXi and KYi be the known positions of pattern i, and let MXi and MYi be the measured centroid of the region identified as matching pattern i.

Let:

\[
\begin{align*}
mx_i &= M \cdot ( (\cos(\theta) \cdot KXi) - (\sin(\theta) \cdot KYi) ) + DX \\
my_i &= M \cdot ( (\cos(\theta) \cdot KYi) + (\sin(\theta) \cdot KXi) ) + DY
\end{align*}
\]

[00168] M is a magnification factor, \( \theta \) is a rotation angle, and DX and DY are translational offsets. M is the ratio of the known spacing of pattern positions in the plane and the measured spacing of corresponding pattern positions in the camera image, while \( \theta \), DX and DY are computed by least-squares minimization of the sum of \((mx_i - MXi)\) squared plus \((my_i - MYi)\) squared, summed over all matched patterns, since this sum is a function of variables \( \theta \), DX and DY, given the set of known values \{KXi,KXi\}, from which the set \{mx_i,my_i\} are computed, and the corresponding set of measured values \{MXi,MYi\}. mx_i is then approximately equal to MXi, and my_i is then approximately equal to MYi.

[00169] The distortion is then defined at the pixel position of pattern i as:
distortionXi = MXi-mxi

distortionYi = MYi-myi

The distortion at any pixel position in the "ideal" or undistorted image is then computed by bilinear interpolation, using the distortions (distortionXi,distortionYi) at the four pattern centroid positions {mxi,myi} closest to that pixel position. In this manner, the system computes and tabulates distortion correction values (distortionX, distortionY) at every undistorted image pixel position. Once the tabulated distortion correction values have been determined for a particular camera, they may be applied to any future images acquired by this camera, to produce an undistorted image. The color value for each pixel in such an undistorted image is computed by taking the x,y position of the pixel in the undistorted image, looking up the distortion values (distortionX,distortionY) for the pixel at this x,y position in the table, for this x,y in the undistorted image, and getting the color value from the pixel at (x+distortionX, y+distortionY) in the (distorted) image captured by the camera. These corrections and apply to all future images. Points on the image to be corrected that do not lie on a point on the grid can be corrected by using an average distortion of the four closest grid points.

According to another embodiment, an exemplary tool storage system of this disclosure utilizes known patterns with predetermined positional relationships therebetween, or a known pattern that extends across at least two cameras to measure a relative camera position (RCP) between the cameras and uses this RCP to stitch future images by at least two cameras together.

A process for determining an RCP between two cameras is not described. Two cameras, whose physical and mechanical positions relative to each other are fixed,
each acquires a digital image of part of a flat plane containing a plurality of identifiable image patterns at known locations on the plane. The images are corrected for distortion using the technique described in earlier regarding determining and correcting distortion.”

The centroids of these known patterns are then determined by the technique described in the section determining the centroids of patterns. A point on the plane visible in both camera's fields of view, such as the centroid of a particular pattern, will project to position (x1,y1) in the corrected (undistorted) image of the first camera, and will project to position (x2,y2) in the corrected (undistorted) image of the second camera. It is assumed that the optical axes of the two cameras are parallel, and that their magnifications are the same.

[00175] Then (x1,y1) and (x2,y2) are related by the following transform:

\[
\begin{align*}
x_2' &= (\cos(\theta) \cdot x_1) - (\sin(\theta) \cdot y_1) + dx \\
y_2' &= (\cos(\theta) \cdot y_1) + (\sin(\theta) \cdot x_1) + dy
\end{align*}
\]

where \( \theta \) is a rotation angle, and dx and dy are translational offsets, which are computed by least-squares minimization of the sum of \((x2'i-x2i)^2 + (y2'i-y2i)^2\) squared, summed over all patterns i visible in both camera's fields of view, since this sum is a function of variables \( \theta \), dx and dy, given the set of values \([xli,yli]\), from which the set \([x2i',y2i']\) are computed, and the corresponding set of values \([x2i,y2i]\). \(x2i'\) is then approximately equal to \(x2i\), and \(y2i'\) is then approximately equal to \(y2i\). The parameters \( \theta \), dx and dy then define the RCP transform relating the pair of cameras.

[00176] The inverse transform is:

\[
\begin{align*}
x_1 &= (\cos(\Theta i) \cdot x_2) - (\sin(\Theta i) \cdot y_2) + dx_1 \\
y_1 &= (\cos(\Theta i) \cdot y_2) + (\sin(\Theta i) \cdot x_2) + dy_1
\end{align*}
\]

where:

\[
\begin{align*}
\Theta i &= -\theta \\
dx_1 &= -(\cos(\Theta i) \cdot dx) - (\sin(\Theta i) \cdot dy) \\
dy_1 &= -(\cos(\Theta i) \cdot dy) + (\sin(\Theta i) \cdot dx)
\end{align*}
\]
Thus, for any point on the plane visible in both camera's fields of view which projects to position \((x_1,y_1)\) in the corrected (undistorted) image of the first camera, and projects to position \((x_2,y_2)\) in the corrected (undistorted) image of the second camera, \((x_1,y_1)\) and \((x_2,y_2)\) are related by this transform.

Also, within a scale factor relating dimensions on the plane to pixels in the camera images, any point on the plane \((x_p,y_p)\) may be related to either \((x_1,y_1)\) or \((x_2,y_2)\) by a transform of the same mathematical form.

Likewise, given a transform of the same mathematical form relating points in a first plane \((x_1,y_1)\) to points in a second plane \((x_2,y_2)\), with parameters \(\{\theta_{12},dx_{12},dy_{12}\}\), and a transform of the same mathematical form relating points in the second plane \((x_2,y_2)\) to points in a third plane \((x_3,y_3)\), with parameters \(\{\theta_{23},dx_{23},dy_{23}\}\), the transform of the same mathematical form relating points in a first plane \((x_1,y_1)\) to points in the third plane \((x_3,y_3)\), has parameters \(\{\theta_{13},dx_{13},dy_{13}\}\) given by:

\[
\begin{align*}
\theta_{13} &= \theta_{12} + \theta_{23} \\
& dx_{13} = (\cos(\theta_{23}) \cdot dx_{12}) - (\sin(\theta_{23}) \cdot dy_{12}) + dx_{23} \\
& dy_{13} = (\cos(\theta_{23}) \cdot dy_{12}) + (\sin(\theta_{23}) \cdot dx_{12}) + dy_{23}
\end{align*}
\]

As illustrated in Fig. 7b, a target or an array of targets that spans across the field of view of all the cameras is provided. Part of the target or a target of an array of targets can be seen by each camera. Knowing the targets position with respect to each other, the cameras position with respect to each other can be measured (Fig. 7c). Use the location of the relative cameras to create offsets in X and Y and a rotation of each camera to stitch one single image together (see Fig. 7d).

IMAGING SETTING CONTROL
If the image sensing devices of the imaging subsystem require illumination to obtain acceptable image quality, illumination devices may be provided. For example, LEDs may be used to illuminate an area to be imaged by the image sensing devices. It is understood that numerous types of illumination sources may be used. For example, LEDs may be disposed surrounding lens or image sensors of the image sensing devices. Light emitted by the LEDs is transmitted along the same path as the camera view. In another embodiment, a light directing device, such as a mirror, may be used to direct lights emitted by an illumination source towards a target area, such as a drawer to be imaged. The timing and intensity of the illumination is controlled by the same processor that controls the camera and its exposure. In some possible configurations of cameras it may be desirable to implement background subtraction to enhance the image. Background subtraction is a well known image processing technique use to remove undesirable static elements from an image. First an image is captured with illumination off. Then a second image is captured with illumination on. The final image is created by subtracting the illumination off image from the illumination on image. Image elements that are not significantly enhanced by the illumination are thereby removed from the resulting image.

In order to properly image drawers of varying distances to a camera, appropriate settings need to be used in capturing images and/or processing the images after they are captured. These settings include illumination intensities, camera exposure time, color gains including individual parameters for each color filter in the image sensor array, aperture configurations, aperture sizes, shutter speed, f stop, threshold values for post-capturing image processing, etc. Furthermore, imaging parameters other than
illuminations and exposures may differ from drawer to drawer and should be addressed
during the imaging process. These additional parameters or considerations include, for
example, location and size of a region of interest (ROI) for imaging within camera view;
whether an ROI is redundantly imaged such that certain cameras could be shut down or
turned off for power savings; and effects of parallax on ROI.

Conventional imaging techniques usually determine those needed settings
based on real time detections of a distance from the camera to a target object, and then
calculate needed parameters and settings on the fly. However, such real time
calculations require fast and powerful processors which adds cost to the system. This
disclosure provides a unique algorithm that substantially reduces the calculation load to
the system and significantly speed up the calculation process.

An exemplary tool storage system according to this disclosure pre-stores
reference data including a distance from each respective drawer to each camera and
needed parameter settings according to the identity of each respective drawer and
different lighting conditions in the environment. This reference data may be generated
during the manufacture of the tool storage system. A distance from each respective
camera to each respective drawer is measured and recorded. Ideal imaging parameters
under different illumination conditions are determined for each recorded distance
through standard means and stored in a look-up table. The look-up table also stores
additional information corresponding to each respective drawer, including locations and
sizes of region of interest (ROI) for imaging within camera view, whether an ROI is
redundantly imaged such that certain cameras could be shut down or turned off for
power savings; and effects of parallax on ROI.
During operation, the exemplary tool storage system determines the identity of a subject drawer being accessed and lighting conditions in the environment. According to the determined identity of drawer and the detected lighting conditions, the exemplary system accesses the reference data including pre-stored distance information from each camera corresponding to the subject drawer and ideal imaging parameters according to the detected illumination conditions and the distance. Such approach removes the need for the system processor to perform complex detections and calculations to determine a distance to a subject drawer and appropriate imaging parameters for imaging the drawer. Rather, all the needed information is accessible from the pre-stored look-up table. Accordingly, suitable parameters and/or settings may be used and/or adjusted to capture images or processing of a respective drawer, so that images with sufficient quality may be obtained. In a system with multiple cameras, a single camera can be used to set the gross parameter levels for all cameras and illumination controls.

The exemplary system may determine the identity of a drawer being accessed using various manners. According to one embodiment, each drawer is associated with an identifier viewable to a camera when the drawer enters the field of view of the camera. The camera determines the identity of the drawer according to the unique identifier. For instance, the identifier may be a pattern unique to each drawer, such as a bar code, an identification number, a unique pattern, etc. The identifier may use the same pattern for all drawers but its location is unique to each drawer. It is also possible to use the same pattern placed at a constant location away from the center axis of the camera and parallax may be used to identify targets.
During operation, an initial image of a drawer is processed to search for the unique pattern that will allow the system to determine a target is in view and determine the actual distance to the target. This allows the system to determine which previously calculated illumination and exposure settings to use for subsequent images. The identifying pattern may be a separate unique image pattern for each target distance, or it may be a common pattern whose size or location allows determination of the target distance. The identifying pattern is designed to present a high contrast image to the camera that can be decoded under a wide range of illumination and exposure controls. For instance, a pattern of black circles on a white background may be used. According to still another embodiment, each drawer is provided with two reference patterns with known positional relationship, such as a known distance. Since the drawers are progressively further away from the camera, and the image of the drawer and the distance between reference patterns also get smaller. A look-up table of different distances between the reference patterns and the corresponding identities of drawer is stored in the system. When an image of a drawer is captured, the system uses the distance between the reference patterns (in pixels) and the look-up table to determine which drawer is being opened.

In another embodiment, each drawer is associated with a movement sensor, a contact sensor or a position detector for detecting a movement of each drawer. The exemplary system determines the identity of the drawer that requires imaging by determining which sensor or detector is being activated by a moving drawer, or based on signals transmitted by the activated sensor or detector.
The exemplary tool storage system uses a unique approach to perform color calibration and/or adjust color gains. Each drawer is provided with a "color-coded" area with preset color attributes. The color-coded area may be any area such as background in known color, foam in known color, a sticker with known color, etc. Information related to the preset color attributes is stored in a non-volatile memory in the system.

The color-coded area is imaged under an initial condition. The image is acquired from camera sensors in a format referred to as "raw" or "raw bayer." The sensor data in raw format can be converted to various color spaces using mathematical transforms well-known to people skilled in the art, such as IHS (intensity, hue, and saturation), to allow for extracting attributes of image taken under the initial condition. The results of the conversion may be improved by using any number of statistical averaging approaches. A correction factor, such as a color offset value, is generated based on a difference between the color attributes of the captured color-coded area and the preset color attributes. According to the offset value, the system determines whether any settings of the camera, such as color gains, exposures, etc., should be adjusted to achieve an appropriate image quality. In one embodiment, such adjustments are applied to all subsequent images. According to another embodiment, the system performs color calibration as discussed above for each respective image.

According to another embodiment, the initial image of the color-coded area is stored as baseline image information. All subsequent images of the color-coded area are compared with the baseline image to determine a correction factor, such as an offset. The system then determines, according to the calculated correction factor,
whether any settings of the camera, such as color gains, exposures, etc., should be adjusted to match the baseline information. For example, for each attribute, a difference between the baseline information and subsequent images may be calculated and compared with a preset threshold value. If the difference exceeds the threshold value, the system proceeds performing an adjustment on the subsequent images. Otherwise, no adjustment functions will be performed on the images. As discussed earlier, the adjustments could be made when the images are taken or applied to the capture images after they are taken by the image sensing devices.

[00193] Techniques for adjusting attributes of images are well-known and will not be repeated. For instance, hue can be adjusted by varying the gain ratio between colors. If a white area looks like light blue, the blue detector gain can be reduced to make the area look white. For adjusting color gains and exposures, a camera has separate gain adjustments for four Bayer pattern filter settings. A ratio of gains may be adjusted between various filter elements at the camera level. The exposure can be adjusted by changing the exposure time of the image during acquisition or imaging, applying an image gain as a post processing step, or by increasing light output from the illumination hardware. The intensity of the color is related to the total light returned by all color filters. If a given intensity is lower than the ideal value, all the gains can be increased, the camera exposure time can be increased, or the illumination can be set to a higher level. Saturation relates to the brilliance of a given color. Again, exposure and gain can be adjusted to match ideal levels with actual levels.

[00194] NETWORKED STORAGE SYSTEMS
Storage systems described in this disclosure may be linked to a remote server in an audit center, such that inventory conditions in each storage system is timely updated and reported to the server. As shown in Fig. 9, a server 802 is coupled to multiple storage systems 800 via a wireless network. Server 802 may include a database server, such as a Microsoft SQL server. Information related to authentication, authorized users, inventory conditions, audit trails, etc., is stored in the database.

In one embodiment, each storage system 800 is provided with a data transceiver, such as an 802.11g or Ethernet module. The Ethernet module connects directly to the network, while a 802.11g module may connect through a 802.11g router connected to the network. Each of these network modules will be assigned a static or dynamic IP address. In one embodiment, storage systems 800 check in to the server through the data transceivers on a periodic basis, to download information about authorized users, authorization levels of different users or different keycards, related storage systems, etc. Storage systems 800 also upload information related to the systems such as inventory conditions, drawer images, tool usage, access records, information of user accessing storage systems 800, etc., to server 802. Each storage system 800 may be powered by an AC source or by a battery pack. An uninterruptible power supply (UPS) system may be provided to supply power during a power failure.

Server 802 allows a manager or auditor to review access information related to each storage system 800, such as inventory conditions and information related to each access to storage system 800 like user information, usage duration, inventory conditions, changes in inventory conditions, images of drawers or contents of the storage system, etc. In one embodiment, server 802 may form a real time connection with a
storage system 800 and download information from that storage system. The manager or
auditor may also program the access control device on each storage system through
server 802, such as changing password, authorized personnel, adding or deleting
authorized users for each storage system, etc. Authorization data needed for granting
access to each storage system 800 may be programmed and updated by server 802 and
downloaded to each storage system 800. Authorization data may include passwords,
audited personnel, adding or deleting authorized users for each storage system, user
validation or authentication algorithm, public key for encryptions and/or decryptions,
black list of users, white list of users, etc. Other data updates may be transmitted to each
storage system from server 802, such as software updates, etc. Similarly, any changes
performed on storage system 800, such as changing password, adding or deleting
authorized users, etc., will be updated to server 802.

[00198] For each access request submitted by a user, a storage system
authenticates or validates the user by determining a user authorization according to user
information input by the user via the data input device and the authorization data.
According to a result of the authentication, the data processor selectively grants access to
the storage system by controlling an access control device, such as a lock, to grant access
to the storage system 800 or one or more storage drawers of one or more storage systems
800.

[00199] Server 802 also allows a manager to program multiple storage systems
800 within a designated group 850 at the same time. The manager may select which
specific storage systems should be in group 850. Once a user is authorized access to
group 850, the user has access to all storage systems within group 850. For instance, a
group of storage systems storing tools for performing automotive tools may be designated as an automotive tool group, while another group of storage systems storing tools for performing electrical work may be designated as an electrical tool group. Any settings, adjustments or programming made by Server 802 in connection with a group automatically apply to all tool storage systems in that group. For instance, server 802 may program the tool storage systems by allowing an automotive technician to access all tool storage systems in the automotive tool group, but not those in the electrical tool group. In one embodiment, each system 800 only includes minimal intelligence sufficient for operation. All other data processing, user authentication, image processing, etc., are performed by server 802.

Similarly, server 802 also allows a manager to program multiple storage drawers 330 within a designated group at the same time. The manager may select which specific storage drawers, of the same system or different storage systems, should be in the group. Once a user is authorized access to the group, the user has access to all storage drawers within the group. For instance, a group of storage systems storing tools for performing automotive tools may be designated as an automotive tool group, while another group of storage systems storing tools for performing electrical work may be designated as an electrical tool group.

In another embodiment, an exemplary networked storage system as shown in Fig. 9 utilizes hierarchical authorization architecture to manage access to storage systems. One or more storage systems 800 are given the status of master storage system. Each master storage system has one or more associated slave storage systems. If a user is authorized to access to a master storage system, the same user is
automatically authorized to access any slave storage system associated with that master system. On the other hand, if a user is authorized to access a slave storage system, the authorization to the slave system does not automatically grant the user access to its associated master storage system or other slave storage systems associated with the same master storage system.

[00202] According to still another embodiment, an exemplary networked storage system as shown in Fig. 9 grants user access by utilizing multiple hierarchical authorization levels. Each authorization level is associated with pre-specified storage systems, which can be programmed by a manager via server 802. When a user is assigned a specific authorization level, this user is authorized to access all storage systems associated with the assigned authorization level and all storage systems associated with all authorization levels lower than the assigned authorization level in the authorization hierarchy, but not to those associated with authorization levels higher than the assigned authorization level in the authorization hierarchy.

AUDIT

[00203] An exemplary inventory control system according to this disclosure tracks various types of information related to each access. For example, system 800 records date, time and/or duration for each access, and corresponding user information submitted by a user to obtain access to system 800. As discussed earlier, system 800 captures one or more images of the storage unit during each access for determining an inventory condition. The images are linked to each access and accessing user and stored in system 800. System 800 may store the information locally or upload the obtained information to server 802 via the wireless communication network, as shown in Fig. 9.
Server 802 may process and compile the information received from each system 800, to create an audit trail for each server 802. The audit trail is accessible by managers or users with suitable authorization levels. Different types of audit trails may be generated and retrieved based on preference of authorized users. For instance, an audit trail may be generated for one or more specific dates, one or more specific users, one or more specific tools, one or more IDs, etc. Additional information and analysis may be generated and provided by server 802. For example, system 802 may track usages of a specific tool over time, and generate a report summarizing a usage frequency for each tool for evaluation. Such report may be used to determine what tools are used more frequently and which tools probably are not needed because they are used less often than others. The data can be sorted by pertinent criteria such as date, user, or drawer, allowing the auditor to see the exact state of the drawer when it was opened and when it was closed.

If a particular tool is not properly detected, due to interference by some foreign objects or for whatever reason, audit center 802 generates a warning with an image of the specific area of the drawer that has an issue. This is accomplished by requesting the image for the affected area from the imaging subsystem.

According to one embodiment, system 800 displays the status of the tool storage system through a screen saver. A display of system 800 has a custom screen saver that displays in one of three different colors depending on the status of the tool control system. If all tools are checked in and the box is closed, the screen saver displays a green bouncing icon. If tools are currently checked out but the box is closed, a yellow bouncing icon is displayed. If the system is currently open a red icon is displayed.
According to another embodiment, the display of system 800 is provided with a graphical presentation of the tool storage system that dynamically updates the status of tool storage system 800. An image of tool storage system 800 is shown and the drawers will reflect the current status of the system. If a drawer is open, that drawer will be displayed in red on the display. If a drawer is closed but tools are currently checked out, that drawer will appear yellow. If the drawer is closed and all tools are present in the drawer, the drawer will be clear with a black outline.

Fig. 10a shows an exemplary screen of an audit trail with respect to a specific storage system 800. Each access to system 800 is identified by Date/Time 920 and user information 910 of users associated with each access. User information may include any information submitted by a user when requesting access to system 800, such as finger prints, facial recognition images, user images taken by user cameras, passwords, information stored in keycards, any information for authentication, etc. In one embodiment, data of user facial characteristics of each user is stored in system 800 or server 802. For each access, an image of a user accessing system 800 is captured by a user camera. User information submitted by the user for gaining access to system 800, such as information stored in a keycard and/or password, is collected. The captured image is compared against user facial characteristics of a user identified by the user information. System 800 or server 802 determines whether the facial characteristics of the user accessing system 800 matches facial characteristics of the user identified by the user information.

One or more images are taken during each access to storage system 800. Fig. 10b shows an exemplary "before access" image taken by cameras of system 800.
before a user has access to the storage locations or when the drawer is moving in the first
direction, as discussed earlier in this disclosure. As shown in Fig. 10b, each tool is
properly stored in its corresponding storage location. Fig. 10c shows an exemplary
"after access" image taken by cameras of system 800 after the access is terminated or
when a storage drawer moves in the second direction as discussed earlier. As shown in
Fig. 10c, tools corresponding to storage locations 951 and 952 are missing. Based on the
image shown in Fig. 10c, system 800 determines that tools in storage locations 951 and
952 are missing. An audit trail is generated regarding the missing tools and the user
associated with the access. Fig. 10d shows an exemplary record stored in system 800
and/or server 802, in which both "before access" and "after access" images 981 and 982
are stored. Missing tools are identified according to "after access" image 982 and listed
in area 980.

[00210] In the previous descriptions, numerous specific details are set forth, such as
specific materials, structures, processes, etc., in order to provide a thorough understanding
of the present disclosure. However, as one having ordinary skill in the art would recognize,
the present disclosure can be practiced without resorting to the details specifically set forth.
In other instances, well known processing structures have not been described in detail in
order not to unnecessarily obscure the present disclosure.

[00211] Only the illustrative embodiments of the disclosure and examples of their
versatility are shown and described in the present disclosure. It is to be understood that
the disclosure is capable of use in various other combinations and environments and is
capable of changes or modifications within the scope of the inventive concept as
expressed herein.
WHAT IS CLAIMED IS:

1. An inventory control system for determining an inventory condition of objects stored in the system, the system comprising:
   
at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with an identifier with known color attributes;
   
a data storage system storing, for each storage drawer, information of the known color attributes of the associated identifier;
   
a data processor configured to:
      access data of a captured image of one of the storage drawers along with the associated identifier;
      access information of the known color attributes of the identifier associated with the drawer corresponding to the captured image;
      determine color attributes of the identifier in the captured image;
      determine a correction factor based on the color attributes of the identifier in the captured image and the known color attributes of the identifier; and
      apply the correction factor to subsequent images captured by the image sensing device.

2. An inventory control system for determining an inventory condition of objects stored in the system, the system comprising:
at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with at least two known and non-repeating reference patterns;

an image sensing device configured to capture a partial image of one of the storage drawers along with the associated reference patterns, wherein the reference patterns are provided in such a manner that the at lest two known and non-repeating reference patterns are in every image taken by the image sensing device;

a data storage system storing, for each storage drawer, location information of the reference patterns in each drawer;

a data processor configured to:

access image data of the partial image of the drawer captured by the image sensing device;

extract information related to the reference patterns in the partial image of the drawer;

access the location information stored in the data storage system; and

determine a portion of the drawer to which the partial image corresponds, based on the reference patterns in the partial image and the location information.

3. The system of claim 1, wherein the image sensing device is configured to capture multiple partial images of the drawer, and the data processor determines, for each of the multiple partial images taken by the image sensing device, a portion of the drawer to which each of the multiple partial images corresponds based on the reference patterns in each partial image and the location information stored in the data storage system.
4. The system of claim 2, wherein the multiple partial images are stitched together to form a larger image of the drawer.

5. An inventory control system comprising:

at least one storage drawer, each storage drawer including a plurality of storage locations for storing objects, wherein each drawer is associated with at least two known and non-repeating reference patterns;

an image sensing device configured to capture partial images of a storage drawer along with the associated reference patterns, wherein the reference patterns are provided in such a manner that the at least two known and non-repeating reference patterns are in every image taken by the image sensing device;

a data storage system storing, for each storage drawer, location information of the reference patterns in each drawer;

a data processor configured to:

access image data of a first partial image and a second partial image of the drawer captured by the image sensing device;

extract information related to the reference patterns in the first partial image and the second partial image;

access the location information stored in the data storage system;

determine portions of the drawer to which the first partial image and the second partial image correspond based on the reference patterns in the first and second partial images and the location information; and
determine a moving speed of the drawer based on the portions of the
drawer to which the first partial image and the second partial image correspond,
and a time difference between the first partial image and the second partial image.

6. The system of claim 5, wherein the data processor determines an imaging
frequency according to the moving speed, the image sensing device captures images of
the drawer base on determined imaging frequency.

7. An inventory control system comprising:
at least one storage drawer, each storage drawer including a plurality of storage
locations for storing objects, wherein each drawer is associated with at least two known
and non-repeating reference patterns;
an image sensing device configured to capture at least a partial image of a storage
drawer along with the associated reference patterns, wherein the reference patterns are
provided in such a manner that the at least two known and non-repeating reference
patterns are in every image taken by the image sensing device;
a data storage system storing, for each storage drawer, location information of the
reference patterns in each drawer;
a data processor configured to:
access image data of the partial image of the drawer captured by the
image sensing device;
extract information related to the reference patterns in the partial image;
access the location information stored in the data storage system;
determine a portion of the drawer to which the partial image corresponds 
based on the reference patterns in the first and second partial images and the 
location information;

determine a needed adjustment to the captured image based on a 
difference between the partial image of the drawer and characteristics of the 
determined portion of the drawer; and

apply the needed adjustment to the captured image.

8. The system of claim 7, wherein the determined adjustment is applied to 
subsequent images taken by the image sensing device.

9. An inventory control system comprising:

at least one storage drawer, each storage drawer including a plurality of storage 
locations for storing objects;

an image sensing device configured to capture an image of a target including 
known reference patterns, wherein relative spatial relationships of the reference patterns 
are known;

a data storage system storing information of the known spatial relationships of the 
reference patterns;

a data processor configured to:

access image data of the image of target captured by the image sensing 
device;

extract information related to the reference patterns in the captured image;
access the information of the known spatial relationships of the reference patterns stored in the data storage system;

determine a difference between the reference patterns in the captured image and the known spatial relationships of the reference patterns;

determine a needed adjustment to the captured image based on the difference; and

apply the needed adjustment to subsequent images captured by the image sensing device.
FIG. 7D

FIG. 7E
### Audit Track

<table>
<thead>
<tr>
<th>Date / Time</th>
<th>Employee Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/31/2008 5:31:12 PM</td>
<td>Andy Mechanic</td>
</tr>
<tr>
<td>7/31/2008 3:38:04 PM</td>
<td>Mike Gill</td>
</tr>
<tr>
<td>7/31/2008 10:49:04 AM</td>
<td>David Jackson</td>
</tr>
<tr>
<td>7/31/2008 9:14:04 AM</td>
<td>Joe Chwan</td>
</tr>
<tr>
<td>7/31/2008 8:40:04 AM</td>
<td>Andy Mechanic</td>
</tr>
<tr>
<td>7/30/2008 6:37:04 PM</td>
<td>David Jackson</td>
</tr>
<tr>
<td>7/30/2008 1:59:04 PM</td>
<td>David Jackson</td>
</tr>
<tr>
<td>7/30/2008 11:02:12 AM</td>
<td>Mike Gill</td>
</tr>
<tr>
<td>7/30/2008 10:01:43 AM</td>
<td>Joe Chwan</td>
</tr>
<tr>
<td>7/30/2008 9:45:24 AM</td>
<td>Mike Gill</td>
</tr>
<tr>
<td>7/30/2008 9:28:16 AM</td>
<td>David Jackson</td>
</tr>
<tr>
<td>7/30/2008 8:54:27 AM</td>
<td>Joe Chwan</td>
</tr>
<tr>
<td>7/30/2008 7:31:18 AM</td>
<td>David Jackson</td>
</tr>
<tr>
<td>7/30/2008 4:30:54 PM</td>
<td>Joe Chwan</td>
</tr>
</tbody>
</table>