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The depth and orientation of a surface patch relative to a camera are determined. A first and second image of the surface patch are
obtained from different viewpoints. Various predicted combinations of depth and orientation values are associated with the surface patch.
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depth and orientation so that among the available combinations the best combination results in a minimum aggregate of differences between

pixel values of the first and second image at corresponding points.
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Method and device for optically determining depth.

The invention relates to a method for optically determining the viewing depth
of a surface patch in a scene from images obtained from different viewpoints according to the

precharacterizing part of Claim 1.

For a number of applications it is desirable to determine the depth of surface
patches that are visible in an image. Examples of such applications include systems that make
it possible to compute images of the scene viewed from interactively controllable viewpoints,
image compression, inspection etc. Herein, depth of a point on a surface patch refers to the
distance between the viewpoint and the plane through the point and perpendicular to the
optical axis of camera.

When the viewpoint of the camera is moved from a first to a second viewpoint,
a depth of a surface patch can be determined from the amount of translation of the position of
the image region where the surface patch is visible. If the image is obtained by point projecti-
on, the translation is proportional to the amount of displacement of the camera and invefsely
proportional to the depth of the surface patch.

It has been known, in order to measure the translation, to match the pixel values
in a first image region in a first image obtained from the first viewpoint to the pixel values of a
translated image region in a second image obtained from the second viewpoint. Matching
involves determining an aggregate of the differences between the pixel values of the first
image region and the pixel values in a another region. This is repeated for a number of such
other regions at different positions in the second image. One of those positions is selected for
which the measure of difference indicates that the aggregate of differences is minimal.

When the surface patch is small or lies in a plane perpendicular to the optical
axis of the camera, the measure of difference between the pixel values of the first image region
and the pixel values of the matching translated image region will indicate near perfect match.
However, larger surface patches that do not lie in a plane perpendicular to the optical axis will
not result in a perfect match and will tend to get segmented into smaller patches with

discontinuities between the depths estimated for the smaller patches.

GONFIRMATION GOPY
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Amongst others, it is an object of the invention to improve the reliability and
accuracy of estimates of the depth of larger surface patches that do not lie in a plane perpen-

dicular to the optical axis of the camera.

The method according to the invention is characterized by the characterizing
part of Claim 1. According to the invention one searches for a combination of both depth and
orientation values for the surface patch (the depth of a surface patch is for example the depth
of a specified point on the surface patch). Each such combination gives rise to a particular
correspondence between image points in the first and the second image. This correspondence
is tested by computing an aggregate of the differences of the pixel values at corresponding
points. For the best combination of depth and orientation a near perfect match will be possible
also for larger surface patches that are not in a plane perpendicular to the optical axis of the
camera. Hence there is no reason for segmenting these surface patches into smaller patches.

Preferably, one selects surface patches by taking predetermined regions in a
first image, such as rectangular blocks of pixels. Thus no prior assumption need to be made
about surface patches. For each region one selects a number of possible combinations of depth
and orientation for the surface patch that is visible in that regions. Then, one determines where
the pixels of that region should move if a combination of depth and orientation were correct.
One determines the aggregate of the differences between the pixel content of these pixels in
the first image and the pixels where they have moved to in the second image. The combination
of depth and orientation which minimizes this aggregate is selected as best approximation for
the depth and orientation of the surface patch visible in the region.

This is preferably applied to a grid of blocks which covers the image.

Preferably, not all combinations of depth and orientation are tried, but only
combinations that are expected to be the most probable, for example combinations that have
been found to be the best approximations in regions adjacent to the region for which one is
trying to find the best combination of depth and orientation. Other examples of such probable
combinations include combinations that have been found the most probable combination of

depth and orientation by an earlier comparison of the image in the region with a further image

These and other advantageous aspects of the invention will be described in

more detail using the following figures.
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Figure 1 shows the geometry of surface patch and two viewpoints

Figure 2 shows an image of a surface patch

Figure 3 shows a flow-chart of a method for estimating depth and orientation of
a surface patch

Figure 4 shows an apparatus for estimating a depth between the viewpoint and a

surface patch.

Figure 1 shows the geometry of a surface patch 10 and two viewpoints 12a,b.
When images of a scene containing the surface patch 10 are obtained using point projection
from different viewpoints 12a,b, the position where points 14, 15 on the surface patch will be
visible in the image are projections 16a,b, 17a,b of points 14, 15. The projections can be illu-
strated by drawing lines 19a-d from the points 14, 15 through the viewpoints 12a,b to an
image plane 18. For setting out the basic principles, the viewpoints 12a,b have been selected in
a plane parallel to the image plane 18, but the invention is not limited to such a selection of
viewpoints 12a,b. The intersections between these lines 19a-d and the image plane 18 illustrate
the positions where the points 14, 15 on the surface patch will be visible in images.

It will be noted that a change of viewpoint 12a,b results in a translation of the
position 16a,b 17a,b where a point 14, 15 on the surface patch will be visible in the image
plane 18. This translation is inversely proportional to the depth "z" between the viewpoint and
the point and proportional to the amount of change in the position of the viewpoint. As a
result, the translation will be different for points 14, 15 on the surface patch 10 that have
different depths "z" from the viewpoints 12a, b.

Figure 2 shows an image 20 containing a region 22 where a surface patch is
visible. In the image 20 translation vectors 23a,b, 25a,b are shown by which the positions
where points on the surface patch that are visible in the image 20 will be translated in response
to a movement of the viewpoint. It will be noted that the translation vectors 25a,b will be
larger for points on the surface patch that are closer to the viewpoint than for points that are
further from the viewpoint. Along a line 26 where the depth of all points is the same, the trans-
lations will be the same.

When one uses a coordinate system having an axis along the line 26 and an axis
perpendicular to that line, the amplitude of translation "D" of the position where a point is
visible will proportional to A+Bu, where u is a coordinate of the position where the point is

visible along the axis perpendicular to the line 26. The direction of translation is opposite to
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the direction of movement of the viewpoint. The pafameter "A" is proportional to the inverse
of the depth "Z0" at u=0: A=c/Z0 and "B" is similarly proportional to that depth and the slope
"s" of the surface patch perpendicular to the direction of viewing: B=c*s/Z0 (c is a
proportionality constant proportional to the displacement of the viewpoint, the focus distance
and the scale of the image).

Often, surface patches will be "textured" that is, they will give rise to position
dependent gray values or color vector values (in general "image content”) in a region where
the surface patch is visible in an image of the scene. As regions move and deform due to
movement of the viewpoint, the texture makes it possible to track this movement by matching
the image content of the original region with its moving and deforming counterpart.

Figure 3 shows a flow-chart of a method for estimating the depth and
orientation of a surface patch.

In a first and second step 31, 32 of the flow chart image the camera optics are
positioned at a first and second viewpoint respectively, from which a first and second image 1s
obtained respectively.

In a third step 33 of the flow chart a region in the first image is selected. In a
fourth step 34 of the flow-chart a number of candidate depth-orientation pairs are selected.
These pairs may each be used to determine an orientation of the line 26 and the parameters A,
B.

The candidate pairs may be selected for example on the basis of depth-
orientation pairs determined for neighboring regions or for the same region from a previous
camera movement with respect to an earlier image. A method of selecting candidate depth
values is known for example from unpublished European patent application No. 98200358.4
(to the same applicant; PHN 16766) and patent applications invoking its priority, all
incorporated herein by way of reference. In the same way that this known method selects
different regions and uses their estimated depth values as candidate depth values, one may use
the depth and orientation of such selected regions as candidate depth-orientation pairs.

A depth-orientation pair defines a correspondence between points in the first
and second image. Corresponding points in the first and second image are points which would
be the projection of the same location on a surface patch onto the first and second image
respectively, if that surface patch had a depth and orientation equal to that of the depth

orientation pair.
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In a fifth step 35 of the flow-chart the pixel content from points in the first
image is compared to the pixel content at corresponding points in the second image for each of
a number of depth orientation pairs.

This may be realized for example by summing the absolute values of the
difference between the image content (gray value or color vector) at a point in the first image

and its corresponding point in the second image. In this case the measure of difference is

SUM% | I1(R) - I2(F(R)) |

where the sum runs over a number of X,y positions R in a region in the first image, I1(R) being
the image content of the first image at the position R, and I2(R) being the image content of the
second image at a translated position F(R). The translated position F(R) has xy components
which are a function of the original position R and depth and orientation of the depth-
orientation pair for which the measure of difference is computed.

Instead of the sum of the absolute values of the differences, one may sum any
other measure of difference, such as the squares of the differences. Also, in order to obtain
corresponding points, one need not sum over predetermined positions in any one of the image,
but instead one might sum over reference points W which map to corresponding points

R1=F1(W) and R2=F2(W) in the first and second image.

SUM'w | I1(FL(W)) - I2(F2(W)) |

The texture of the surface patch is for the reliability of the measure of
difference. If the surface patch has no texture, the measures of difference computed for various
depth-orientation pairs will all be very small.

In a sixth step 36 of the flow-chart it is determined which of the depth-
orientation pairs lead to a minimal measure of difference. In a seventh step 37 it is determined
whether this difference is sufficiently small. If not, the depth-orientation pair is used in step
34a to generate new candidate depth-orientation pairs on the basis of the depth-orientation pair
with minimal difference measure and the flow-chart is repeated from the fifth step 35.

Finally, the depth orientation pair may be optionally further optimized by
seeking an optimum near the best candidate, for example using an iterative minimum finding
algorithm, which uses the gradients of the measure of difference with respect to depth and

orientation.
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If the measure of difference is sufficiently small, it is tested whether all desired
regions from the first image have been handled. If not, the method is repeated for a different
region in the first image.

As a result, depth and orientation estimates will be available for a number of
regions in the image.

The translated position F(R) for a given depth-orientation pair can be computed
as follows. First one computes the three dimensional position P corresponding to the image
point R in the image taken from the first viewpoint. This point P is uniquely determined under
the assumption that the point P is on a surface patch with the depth-orientation pair. Given P
and the translation and rotation of the camera optics when moving from the first viewpoint to
the second viewpoint, the projection F(R) of P from the second viewpoint is then computed.

For example, if the point P has coordinates (Py,Py,P,) relative to the camera
optics from the first viewpoint, then the position R=(x,y) where this point is visible in the

image from the first viewpoint are given by
x= S*P,/P,
y= S*P,/P,

S is a given camera optics parameter. The given depth orientation pair prescribes that P must
satisfy an equation A*¥P=C, where A*P is the scalar product of P with a vector A normal to the
surface path with the given orientation and C is a constant dependent on A and the depth. In
this way, the depth orientation pair is represented by A, C (where only two components of A
need be independently variable).

Thus three equations are available from which (Px,Py,P,) can be solved as a
function of R.

The projected position F(R)=(F«(R),F,(R)) of the point P from the second
viewpoint is a function of
- the position of the viewpoint (which can be expressed as a vector D of three
dimensional translation from the first viewpoint),
- the orientation of the camera optics (which can be expressed with a rotation
matrix Q, which transforms a set of axes of the camera optics at its first position to those axes

of the camera optics at the second viewpoint):
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Fx(R)=S[Q(P+D)]/[Q(P+D)],
Fy(R)=S[Q(P+D)]y/[Q(P+D)],

Given the movement of the camera optics in terms of Q, D, F(R) thus readily follows from P.
In practice this computation can of course be collected in an algebraic expression for F(R) to
be used for computing the measure of difference, so that P need not be computed explicitly
each time. For example, in the simple case of translation of the camera optics parallel to the

image plane 18 without rotation of the camera optics
F(R) =R + T*(1+R.N)/Z0

In this formula Z0 is the depth from the depth-orientation pair for the surface patch, T
(corresponding to D) is a vector in the image plane in a direction opposite to the direction of
translation of the viewpoint and the scalar product of R and the vector N represents the orien-
tation of the surface patch from the depth-orientation pair: N is the perpendicular projection of
the normal to the surface patch onto the image plane divided by the length of the component of
that normal along the optical axis of the camera optics.

Corresponding points R1, R2 in the first and second image may also be
obtained by computation of both R1 and R2 from Px,Py,Pz values obtained from a grid of Px,
Py values with Pz values selected so as to satisfy the particular depth-orientation pair. In this
case, one may sum over differences of pixelvalues I1(R1), I2(R2) obtained for points on this
grid of Px, Py values, instead of summing over a grid of points from any one of the first and
second image. The Px, Py values on the grid may be equally spaced in arbitrary directions,
selected at random, or taken equally spaced along lines of equal depth and the spacing perpen-
dicular to those lines varying inversely proportional to the depth, so as to obtain a
homogeneous distribution in the images.

Figure 4 shows an apparatus for estimating the depth. The apparatus contains a
camera optics and sensor 40 coupled to a first and second image memory unit 42a,b. A control
unit 44 is coupled to a memory control unit 45 and a depth search unit 46. Optionally a
movement measuring and/or controlling unit 41 is coupled between the control unit 44 and the
camera optics and sensor 40. The memory control unit 45 is coupled to the first and second

image memory unit 42a,b. The depth search unit 46 has address outputs coupled to the image



10

15

20

25

30

WO 00/03356 PCT/EP99/04935
8

memory units 42a,b. The image memory units 42a,b have image data outputs coupled to a
difference computation unit 47.

In operation the control unit 44 first causes memory control unit 45 to store a
first and second images obtained from camera optics and sensor 40 to be stored in image
memory unit 42a,b respectively. Subsequently, control unit 44 causes depth search unit 46 to
search for matching regions in the images stored in the first and second image memory unit
42a,b. Control unit 44 may also supply movement parameters to the depth search unit 46, the
movement parameters having been determined from observed or controlled camera optics and
sensor 40 motion. However, this is not necessary. In the latter case, the estimated depth will be
determined up to an arbitrary factor common for all location in the images.

Depth search unit 46 selects regions and candidate depth-orientation pairs. For a
given region and candidate depth-orientation pair the depth search unit issues addresses of
pixels at corresponding positions on the first and second image to the first and second memory
unit 42a,b respectively. The image content at these positions is supplied to difference
computation unit 47. The resulting measure of difference for a region is supplied to the depth
search unit 46. The resulting measure of difference is loaded into depth search unit. This is
repeated for a number of candidate depth-orientation pairs and regions. For each region the
depth search unit 46 selects a depth-orientation pair that gives rise to a minimal measure of
difference.

The method and device may be used for obtaining depth and orientation of
surface patches. Such information may be obtained for all or most surface patches visible in an
image. This information can be used for example for reconstructing images of a scene from
various viewpoints. Once the scene is described in terms of patches with known texture,
position and orientation conventional computer graphics techniques may be used to render
image of the scene from various viewpoints.

Other applications of orientation and depth information include image
compression. In compression techniques like MPEG video information is compressed by
coding blocks of pixels in an image in terms of a movement with respect to another image.
This assigns the same movement to each pixel in the block. Further changes of the pixels in
the block are coded by including additional information for individual pixels. In MPEG blocks
are not made too large, amongst others because this would drastically increase the need for
such additional information, and therefore it would decrease the compression ratio.

By coding depth and orientation information for a block (on its own or in

addition to other information like a motion vector), different movements may be assigned to
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different pixels, so that a closer match can be obtained between the pixels in the block
obtained by this movement and the actual pixels. With such a coding less additional informa-
tion is needed to code the image and larger blocks may be used, compressing the image even
further. The use of depth and orientation for this purpose has the additional advantage that it
ensures consistency of those aspects of the image for which human perception is most
sensitive.

It should be noted that for image reconstruction and coding it is no problem that
depth and orientation information obtained for homogeneous image area is less accurate.
Because of the homogeneity this has little or no effect on the reconstruction or compression

accuracy.
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CLAIMS:

1. A method of optically determining viewing depth of a surface patch visible in
images of a scene, the method comprising the steps of

- obtaining a first and second image containing the surface patch viewed from
different viewpoints,

- associating available depth values with the surface patch, each available depth
value predicting a correspondence between points in the first and second image, corresponding
points viewing identical locations on the surface patch,

- searching for a best depth value so that among the available depth values the
best depth value results in a minimum aggregate of differences between pixel values of the
first and second image at corresponding points;

characterized that said search is for a best combination of depth and orientation values among
available combinations of depth and orientation values for the surface patch, each available
combination predicting said correspondence as a function of orientation and depth, different

available combinations including different orientations.

2. A method according to Claim 1, comprising the steps of
- taking a predetermined first region in the first image,
- taking a predetermined set of first points in the first region,
- for each of the available combinations of depth and orientation:
- computing second points in the second image corresponding to the first points
and
- computing the aggregate of differences between the pixel values of the first
and second image for the first and second points respectively,
- selecting the combination of depth and orientation that results in the minimum aggregate of

differences.

3. A method according to Claim 2, applied repeatedly, each repetition using for

the first region a respective block from a grid of blocks covering the first image.
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4. A method according to Claim 1 or 2, wherein the available combinations of
depth and orientation values form a proper subset of all possible combinations of depth and
orientation values, the available combinations being selected by including a combination
found as best combination for a region of the first image adjacent to a region where the surface

patch is visible.

5. A method according to Claim 2, wherein a prior combination of depth and
orientation is estimated for the region from displacement of points viewing identical location
of the surface patch the first image and a further image, and wherein the available
combinations of depth and orientation values form a proper subset of all possible combinations
of depth and orientation values, the available combinations being selected by including the

prior combination.

6. A device for optically determining viewing depth, the device comprising

- an image capture circuit for obtaining a first and second digitized image
containing a surface patch viewed from different viewpoints,

- a search unit for searching for a best depth value, the search unit associating
available depth values with the surface patch, each available depth value predicting a
correspondence between points in the first and second image, corresponding points viewing
identical locations on the surface patch, the search unit searching for a best depth value so that
among the available depth values the best depth value results in a minimum aggregate of
differences between pixel values of the first and second image at corresponding points;
characterized that said search units is arranged to search a best combination of depth and
orientation values among available combinations of depth and orientation values for the sur-
face patch, each available combination predicting said correspondence as a function of orienta-

tion and depth, different available combinations including different orientations.

7. A device according to Claim 6, comprising the search unit being arranged to
- take a predetermined first region in the first image,
- take a predetermined set of first points in the first region,
- for each of the available combinations of depth and orientation:
- compute second points in the second image corresponding to the first points

and
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- compute the aggregate of differences between the pixel values of the first and
second image for the first and second points respectively,
- select the combination of depth and orientation that results in the minimum aggregate of

differences.

8. A device according to Claim 6, the search unit taking as the first region

respective block from a grid of blocks covering the first image.

0. A device according to Claim 6 or 7, wherein the available combinations of
depth and orientation values form a proper subset of all possible combinations of depth and
orientation values, the search unit selecting the available combinations by including a
combination found as best combination for a region of the first image adjacent to a region

where the surface patch is visible.

10. A device according to Claim 6, wherein a prior combination of depth and
orientation is estimated for the region from displacement of points viewing identical location
of the surface patch the first image and a further image, and wherein the available
combinations of depth and orientation values form a proper subset of all possible combinations
of depth and orientation values, the available combinations being selected by including the

prior combination.
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