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A computer system with a plurality of storage systems con-
nected to each other via a network, each storage system
including a virtual machine whose data is stored in hier-
archized storage areas. When a virtual machine of a first
storage system is migrated from the first storage system to a
second storage system, the second storage system stores data
of the virtual machine of the first storage system as well as
data of its own virtual machine, in the hierarchized storage
areas in the second storage system.
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COMPUTER SYSTEM AND CONTROL
METHOD FOR THE SAME

TECHNICAL FIELD

[0001] This invention relates to a computer system. Particu-
larly, the invention relates to a computer system using a
computer virtualization technology and a storage hierarchiza-
tion technology, and also relates to a data storage control
method for the above-described computer system.

BACKGROUND ART

[0002] One of solutions based on the concept of informa-
tion life cycle management is a storage hierarchization tech-
nology. This technology is to classify storage units where
information is to be stored according to tiers based on the
performance, cost, and reliability in accordance with utility
value of the information. For example, storage units are gen-
erally hierarchized into three tiers, that is, Tier 1, Tier 2, and
Tier 3.

[0003] Tier 1 is a storage unit for storing information about
the highest information value, which is created and currently
utilized. A Fibre Channel storage unit which demonstrates
high-performance and is highly reliable is used as Tier 1. Tier
1 is also called an online storage unit.

[0004] Tier2isusedto store data which is no longer utilized
but is searched and referred to for reuse. A high-capacity,
low-cost storage unit such as an ATA storage unit or an SATA
storage unit is used as Tier 2.

[0005] Tier 3 is a storage unit specialized for storing data
which is seldom accessed, and a tape drive whose cost per
capacity is low is used. Tier 3 is also called an offline storage
unit, and Tier 2, which ranks between Tier 1 and Tier 3, is
called a nearline storage. An example of a conventional tech-
nique related to this invention is Japanese Unexamined Patent
Application Publication No. 2008-305288.

CITATION LIST
Patent Literature
[PTL 1]
[0006] Japanese Unexamined Patent Application Publica-
tion No. 2008-305288
SUMMARY OF INVENTION
Technical Problem

[0007] In view of further prioritizing the performance of
storage units, recently, a tier called Tier 0 is also proposed. A
representative example of Tier 0 is flash memory. Meanwhile,
since the bit cost of flash memory has been decreasing these
days, the conventional storage hierarchization technology has
also been changing and there is also a tendency for polariza-
tion in use of storage units into Tier O and Tier 2.

[0008] Therefore, regarding a computer system in which
multiple computers are connected to a network, directly con-
necting Tier O storage units to the computers, storing online
data of each computer in a dedicated Tier O storage unit,
connecting a NAS including a Tier 2 storage units to the
network, and storing nearline data of each computer to Tier 2
storage units is proposed.

[0009] Meanwhile, a virtualization technology of virtual-
izing computer resources and setting multiple virtual
machines (Virtual Machines [ VMs]) in computers is becom-
ing widespread. A VM is sometimes migrated between com-
puters for the purpose of, for example, well-planned mainte-
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nance of the computers, CPU load balancing for the
computers, and reduction of power consumption by the com-
puters.

[0010] Ifthe above-mentioned storage hierarchization con-
trol is applied to a computer system in which multiple com-
puters having a virtualization function are connected via a
network, when a VM is migrated between the multiple com-
puters, there is a possibility that, due to disturbance in the
uniformity of the storage hierarchization control for the mul-
tiple computers, the quality of data management in the com-
puter system might be deteriorated. For example, the VM
after migration may fail to access pre-migration data imme-
diately and thereby fail to operate normally.

[0011] Therefore, it is an object of this invention to provide
a computer system in which multiple computers having a
virtualization function are connected via a network and to
which storage hierarchization control is applied, wherein
even if a VM is migrated between the computers, the quality
of'storage hierarchization control for the plurality of comput-
ers is maintained and data management in the computer sys-
tem is improved; and a data storage control method for such
a computer system.

Solution to Problem

[0012] This invention provides a computer system includ-
ing a plurality of storage systems, each of whichhasa VM and
whose data is stored in hierarchized storage areas, and a
network connecting the plurality of storage systems to each
other, in order to achieve the above-described object. When a
VM is migrated from a certain storage system to another
storage system, the migration destination storage system
stores data of the VM of the migration source storage system,
as well as data of its own VM, in hierarchized storage areas of
the migration destination storage system.

Advantageous Effects of Invention

[0013] According to this invention, it is possible to provide
a computer system in which a plurality of computers having
the virtualization function are connected via the network and
to which storage hierarchization control is applied, wherein
even if a VM is migrated between the computers, the quality
of'storage hierarchization control for the plurality of comput-
ers is maintained and data management in the computer sys-
tem is improved; and a data storage control method for such
a computer system.

BRIEF DESCRIPTION OF DRAWINGS

[0014] FIG. 1 is a hardware block diagram of a computer
system according to the first embodiment.

[0015] FIG. 2 is a hardware block diagram showing the
details of a computer.

[0016] FIG. 3 is a hardware block diagram showing the
details of a management terminal.

[0017] FIG. 4A is a block diagram of the computer system
showing the status before VMs are migrated between the
multiple computers.

[0018] FIG. 4B is a block diagram of the computer system
after VM are migrated between the multiple computers.
[0019] FIG. 5A is a block diagram of the computer system
after destaging is performed in the migration destination
computer.

[0020] FIG. 5B is a block diagram of the computer system
after data migration is performed between direct-attached
storage apparatuses, each of which is directly connected to
the computer, after VM migration.
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[0021] FIG. 6 shows a block diagram of the computer sys-
tem in the state after destaging in the migration source com-
puter SV1.

[0022] FIG. 7A is a VM table for specifying management
and control information about VMs.

[0023] FIG. 7B is a virtual LU table for specifying man-
agement and control information about virtual LUs.

[0024] FIG. 7C is an external storage table showing char-
acteristics of external storage apparatuses.

[0025] FIG. 8A shows a data configuration example for a
mapping table for specifying management and control infor-
mation for converting (mapping) access from a VM to a
virtual LU into access to a direct-attached storage apparatus
or an external storage apparatus.

[0026] FIG. 8B is a direct-attached storage page table for
specifying management and control information about direct-
attached storage apparatuses.

[0027] FIG. 9 is an external storage page table for specify-
ing management and control information about real pages in
external storage apparatuses.

[0028] FIG. 10A is a computer table for specifying man-
agement and control information about computers.

[0029] FIG. 10B is a VM table for specifying management
and control information about VMs.

[0030] FIG. 10C is an external storage table for specifying
management and control information about external storage
apparatuses.

[0031] FIG. 11A is an example of a GUI for adding a
computer to the computer system.

[0032] FIG. 11B is an example of a GUI related to an
external storage apparatus addition screen.

[0033] FIG. 12 is an example of a GUI for adding a VM to
the computer.
[0034] FIG. 13 is a flowchart illustrating internal write pro-

cessing executed by the computer.

[0035] FIG. 14 is a flowchart illustrating page assignment
processing executed by the computer.

[0036] FIG. 15 is a flowchart illustrating processing
executed by the computer for urgently migrating data
between storage tiers.

[0037] FIG. 16 is a flowchart illustrating internal read pro-
cessing executed by the computer.

[0038] FIG. 17A is a flowchart illustrating external write
processing executed by a computer 1.

[0039] FIG. 17B is a flowchart illustrating an external read
processing executed by the computer 1.

[0040] FIG. 18 is a flowchart illustrating a first form of
processing executed by the computer for migrating data
between storage tiers.

[0041] FIG. 19 is a flowchart illustrating a second form of
processing executed by the computer for migrating data
between storage tiers.

[0042] FIG. 20 is atime chart illustrating a communication
sequence in the computer system in the process of VM migra-
tion between multiple computers.

[0043] FIG. 21A is a migration destination determination
table in a migration destination computer to which a VM is
migrated.

[0044] FIG. 21B is a table relating to the VM status.
[0045] FIG.22A is an example ofa VM migration screen in
the management terminal.

[0046] FIG. 22B is an example of a VM status display
screen in the management terminal.
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[0047] FIG. 23A is a VM table updated in a VM migration
destination computer.

[0048] FIG. 23B is a virtual LU table updated in the VM
migration destination computer.

[0049] FIG. 23C is a mapping table updated in the VM
migration destination computer.

[0050] FIG. 23D is an external storage page table updated
in the VM migration destination computer.

[0051] FIG.24Aisamappingtable after destaging process-
ing in the VM migration destination computer is completed.
[0052] FIG. 24B is a direct-attached storage table after the
destaging processing in the VM migration destination com-
puter is completed.

[0053] FIG. 24C is an external storage page table after the
destaging processing in the VM migration destination com-
puter is completed.

[0054] FIG. 25A shows mapping table after the migration
processing between direct-attached storage apparatuses is
completed.

[0055] FIG. 25B shows a direct-attached tables after the
migration processing between direct-attached storage appa-
ratuses is completed.

[0056] FIG. 26A is a mapping table after the destaging
processing in FIG. 30 is completed.

[0057] FIG. 268 is a direct-attached storage table after the
destaging processing in FIG. 30 is completed.

[0058] FIG. 26C is an external storage table after the
destaging processing in FIG. 30 is completed.

[0059] FIG. 27 is a flowchart illustrating processing for
creating the migration destination determination table.
[0060] FIG. 28 is a flowchart illustrating processing for
destaging data from the direct-attached storage apparatus in
the migration destination computer to the external storage
apparatus.

[0061] FIG. 29 is a flowchart illustrating processing for
data migration between direct-attached storage apparatuses.
[0062] FIG. 30 is a flowchart illustrating processing for
destaging data from the direct-attached storage apparatus in
the migration source computer to the external storage appa-
ratus.

[0063] FIG. 31 is a block diagram of the computer system
after an external storage apparatus is additionally installed.
[0064] FIG. 32 shows an example of a flowchart illustrating
processing for data migration between multiple external stor-
age apparatuses.

[0065] FIG. 33 is a block diagram describing a variation of
a computer.
[0066] FIG. 34 is a hardware block diagram of a computer

system according to another embodiment.

[0067] FIG. 35 is a detailed block diagram of a computer
according to the embodiment shown in FIG. 34 and a storage
apparatus directly connected to the computer.

[0068] FIG.36isaanotherexample ofavirtual LU table for
specifying management and control information about vir-
tual LUs

REFERENCE SIGNS LIST

[0069] 1 Computer

[0070] 2 Direct-attached storage
[0071] 3 External storage apparatus
[0072] 4 Management terminal
[0073] 5 Network
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DESCRIPTION OF EMBODIMENTS

[0074] Next, embodiments of this invention will be
described below with reference to the attached drawings.
FIG. 1 is a hardware block diagram showing a computer
system according to the first embodiment. This system
includes computers 1, direct-attached storage apparatuses 2
directly connected to the computers 1, external storage appa-
ratuses 3, a management terminal (or management computer)
4 for an administrator to manage the direct-attached storage
apparatuses 2 and the external storage apparatuses 3, and a
network 5 for connecting the computers 1, the external stor-
age apparatuses 3, and the management terminal 4 to each
other. A storage system in each site is constituted from the
computer 1 and the storage apparatus 2 directly connected
thereto.

[0075] The computers 1, the external storage apparatuses 3,
and the management terminal 4 are connected to the network
5 via communication lines 22 such as copper cables or optical
fiber cables. The computers 1 and the direct-attached storage
apparatuses 2 are connected via communication lines 23 such
as copper cables or optical fiber cables.

[0076] A storage control program (described later) of the
computer 1 sets alogical volume (LU: Logical Unit) foraVM
to access a logical storage area of the direct-attached storage
apparatus 2 and the external storage apparatus 3. As described
later, this logical volume is a virtual volume whose capacity is
virtualized, that is, which does not have any real capacity.
Storage resources are allocated from the direct-attached stor-
age apparatus 2 or the external storage apparatus 3 to the
above-described virtual volume, for example, by means of
Thin Provisioning.

[0077] The direct-attached storage apparatus 2 is equiva-
lent to Tier 0 and includes one or more high-speed, high-
performance, and highly-reliable storage media such as SSDs
(Solid State Drives). However, the description above does not
preclude the use of the direct-attached storage apparatus 2 as
Tier 1.

[0078] The external storage apparatus 3 is equivalent to
Tier 2 and includes one or more low-speed, low-cost storage
media such as SAS or SATA hard disk drives. However, if the
direct-attached storage apparatus 2 is Tier O, the external
storage apparatus may be Tier 1. It is preferable that the
direct-attached storage apparatus 2 and the external storage
apparatus 3 are configured according to RAID, but other
configurations may also be permitted.

[0079] The network 5 may be wired or wireless. If the
network 5 is wireless, the communication lines 22 are not
required. Furthermore, the network 5 may be an Ethernet, an
IP (Internet Protocol) network, an FC (Fibre Channel) net-
work, or other networks. Furthermore, a management net-
work for connecting the management terminal 4, the comput-
ers 1, and the external storage apparatuses 3 to each other may
also be used separately from the network 5.

[0080] FIG.2 is a hardware block diagram of the computer
1. The computer 1 comprises an arithmetic unit (CPU) 11, a
volatile main memory 12, a network interface (NW IF) 13
connecting the computer 1 and a communication line 22, a
non-volatile storage device 14 such as an HDD, a device
interface (device IF) 15 connecting the computer 1 and a
communication line 23, and a communication line 21 such as
a bus mutually connecting the CPU 11, the main memory 12,
the NW IF 13, the HDD 14, and the device IF 15.

[0081] The HDD 14 stores programs and information
tables, and the CPU 11 mounts the programs and information
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tables from the HDD 14 to the main memory 12 and, for
example, executes the programs and refers to the tables. FIG.
2 shows the programs and tables stored in the main memory
12.

[0082] A storage control program 38 for controlling storage
apparatuses is constituted from a hierarchical control pro-
gram 31, a distribution control program 32, an internal [/O
control program 33, an external 1/O control program 34, and
a management terminal communication program 35. The
main memory 12 further includes an application program 36
including the OS, and a VM control program 37.

[0083] The storage control program 38 has been conven-
tionally executed in the direct-attached storage apparatus 2 or
in the external storage apparatus 3; however, the computer 1
has its own arithmetic unit 11 execute the storage control
program 38 as well as the application program 36, thereby
enabling Hierarchical Storage Management between the
direct-attached storage apparatus 2 directly connected to the
computer 1 and the external storage apparatus 3 connected via
the network 5.

[0084] The overview of operations of the application pro-
gram 36, the VM control program 37, and the storage control
program 38 will be described below. The CPU 11 for each
computer can set one or more VMs, which are virtual com-
puters, in the computer by executing the VM control program
37. Then, the CPU 11 executes the application program 36
according to the VM control program 37 by setting the VMs
as an execution subject. Since control resources for the com-
puter are virtualized, the VM control program 37 can migrate
VMs between multiple computers.

[0085] The VM control program 37 provides the above-
mentioned virtual volumes to the VMs. These virtual volumes
will be referred to as virtual LUs as described later. When the
CPU 11 accesses a virtual LU according to the application
program 36 and writes data to the virtual LU, the CPU 11
saves the data and the address of'the data to the main memory
12 according to the VM control program 37, and then the CPU
11 transfers the data from the main memory 12 to the direct-
attached storage apparatus 2 or the external storage apparatus
3 which corresponds to the virtual LU, according to the stor-
age control program 38.

[0086] Meanwhile, when the CPU 11 reads data from a
virtual LU according to the application program 36, the CPU
11 saves the address of the data to the main memory 12
according to the VM control program 37 and then the CPU 11
transfers the data from the address of the direct-attached
storage apparatus 2 or the external storage apparatus 3 to the
main memory 12 according to the storage control program 38.

[0087] The HDD 14 stores various types of management
tables such as a VM table 41, a virtual LU table 42, an external
storage table 43, a mapping table 44, a direct-attached storage
page table 45, an external storage page table 46, and a migra-
tion destination determination table 47. The details of the
respective tables will be described later. FIG. 3 is a hardware
block diagram of the management terminal 4. The manage-
ment terminal 4 includes a CPU 11, a main memory 12, a NW
IF 13, an HDD 14, an input device 16 such as a mouse and a
keyboard, an output device 17 such as a display, and a com-
munication line 21.

[0088] The HDD 14 stores programs such as a screen con-
trol program 51, a VM migration program 52, a computer
communication program 53, and an external storage commu-
nication program 54. Furthermore, the HDD 14 stores tables
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such as a computer table 61, a VM table 62, an external
storage table 63, and a status table 64.

[0089] The CPU 11 duplicates these programs from the
HDD 14A to the main memory 21 and executes them. The
CPU 11 further duplicates the tables from the HDD 14A to the
main memory 12 and refers to them. Furthermore, the tables
in the main memory 12 are rewritten by the CPU 11 and
duplicated to the HDD 14.

[0090] In the description below, reference signs indicating
components of the hardware are distinguished from each
other by adding [a] to a reference sign indicating a component
of'a VM migration source computer, adding [b] to a reference
sign indicating a component of a VM migration destination
computer, and adding [c] to a reference sign indicating a
component of the management terminal. For example, a CPU
11a belongs to the VM migration source computer, a CPU
115 belongs to the VM migration destination computer, and a
CPU 11c¢ belongs to the management terminal.

[0091] Next, the operations of VM migration between mul-
tiple computers, virtual LU migration accompanied by VM
migration, and data migration will be described. FIG. 4A is a
block diagram of the computer system showing the state
before VMs are migrated between the multiple computers. A
computer whose ID is SV1 is connected to a direct-attached
storage apparatus whose ID is DS1. A VM whose ID is VM1
operates in the computer SV1. Furthermore, the computer
SV1 sets avirtual LU whose ID is VL1, and the VM1 accesses
the virtual LU (VL1). The virtual LU (VL1) is composed of
one or more pages. A page is a unit of storage areas consti-
tuting an LU. Pages in a virtual volume do not have storage
resources, but LU pages in a storage apparatus are assigned to
pages in a virtual LU. A page in a virtual LU is called a virtual
page. On the other hand, an LU of a storage apparatus have
storage resources and is thereby called a real LU, and a page
in a real LU is called a real page.

[0092] The virtual LU (LV1) includes at least three virtual
pages whose IDs are VP11, VP12, and VP13. The direct-
attached storage apparatus DS1 directly connected to the
computer SV1 includes a real LU whose ID is RL1, and
provides this real LU to the computer SV1. Thereal LU (RL1)
includes at least two real pages whose IDs are RP11 and
RP12. The real page RP11 is assigned to the virtual page
VP11, and the real page RP12 is assigned to the virtual page
VP12.

[0093] An external storage apparatus 3 whose ID is ES1
provides a real LU whose ID is RL3 to the computer SV1 via
the network 5. The real LU (RL3) includes at least real pages
whose IDs are RP31 and RP32. The frequency of access by
the VM1 to the virtual page VP11 and the virtual page VP12
is assumed to be higher than the frequency of access to the
virtual page VP13. Therefore, write data to the virtual page
VP11 and the virtual page VP12 are respectively stored in the
real pages RP11 and RP12 in the high-speed, high-perfor-
mance direct-attached storage apparatus DS1. On the other
hand, write data to the virtual page VP13 is stored in the real
page RP31 of the real LU (RL3) in the low-speed, low-
performance external storage apparatus ES1.

[0094] A storage apparatus whose 1D is DS2 is directly
connected to a computer whose ID is SV2. AVM whose [D is
VM2 operates in the computer SV2. The VM2 accesses a
virtual LU whose ID is VL2. The virtual LU (VL2) at least
includes a virtual page whose ID is VP21. The direct-attached
storage apparatus DS2 provides a real LU, whose ID is RL.2,
to the computer SV2. The real LU (RL2) at least includes a
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real page whose ID is RP21. Data for the virtual page VP21 is
stored in the real page RP21. This is because the real page
RP21 is assigned to the virtual page VP21. The access fre-
quency of the virtual page VP21 is assumed to be higher than
the access frequency of the virtual page VP12 and the virtual
page VP13, but lower than the access frequency of the virtual
page VP11.

[0095] The external storage apparatus ES1 further includes
a real LU whose ID is RL4. The real LU (RL4) includes at
least a real page whose ID is RP41. The real page RP41 is not
assigned to any virtual page yet.

[0096] FIG. 4B is a block diagram of the computer system
after VMs are migrated between the multiple computers. If
the administrator migrates the VM1 from the computer SV1
to the computer SV2 via the management terminal 4, this
migration causes the virtual LU (VL1), the virtual pages
VP11, VP12 of the virtual LU, and the VP13 to be migrated
from the computer SV1 to the computer SV2. Therefore, the
management and control information which is used by the
VM to access the data assigned to the VM and existed in the
computer SV1 before the VM migration, can be re-created in
the computer SV2 which is the VM migration destination.
Immediately after the VM is migrated, the correspondence
relationship between the virtual pages and the real pages is the
same as that before the migration.

[0097] Meanwhile, FIG. 5A shows a block diagram of the
computer system after destaging is performed in the migra-
tion destination computer. Destaging means migration of data
of'the real pages in the direct-attached storage apparatus 2 to
the real pages in the external storage apparatus 3. If the VM1
is migrated from the computer SV1 to the computer SV2 and
attempts to access the virtual pages in the virtual LU (VL1),
the VM1 must pass through the network 5 from the virtual
computer SV2 and further access the real pages in the direct-
attached storage apparatus DS1 from the computer SV1,
thereby increasing latency. Particularly, the latency tends to
increase more for the virtual page with higher access fre-
quency (VP11). In order to avoid this latency, it is preferable
that data in the virtual pages in the virtual LU (VL1), particu-
larly in the virtual page VP11 whose frequency of access by
the VM1 is high, exists in the real pages in the direct-attached
storage apparatus DS2 for the computer SV2.

[0098] Therefore, since it is necessary to create free pages
in direct-attached storage apparatus DS2 for the virtual page
VP11, the management terminal 4 destages data in the real
page RP21 assigned to the virtual page VP21, whose access
frequency is lower than that of the virtual page VP11, from the
direct-attached storage apparatus DS2 to the unused page
RP41 of the real LU (RL4) in the external storage apparatus
ES1. Then, the management terminal 4 firstly reassigns the
real page RP41 to the virtual page VP21 and cancels the
assignment of the virtual page VP21 to the real page RP21.

[0099] FIG. 5B is a block diagram of the computer system
after data of the real page RP11 in the direct-attached storage
apparatus DS1 is directly migrated to the real page RP21 in
the direct-attached storage apparatus DS2. As a free page (the
real page RP21) is generated in the direct-attached storage
apparatus DS2 by destaging, the management terminal 4
migrates data in the real page RP11 whose access frequency
is high, from among the real pages in the direct-attached
storage apparatus DS1 used by the VM1, to the real page
RP21 in the direct-attached storage apparatus DS2. Then, the
management terminal 4 cancels the assignment of the virtual



US 2011/0270945 Al

page VP11 to the real page RP11 and then reassigns the
virtual page VP11 to the real page RP21 in the direct-attached
storage apparatus DS2.

[0100] FIG. 6 shows a block diagram of the computer sys-
tem in the state after destaging is performed in the migration
source computer SV1. The real page RP12 assigned to the
virtual page VP12 accessed by the VM1, which has been
migrated to the computer SV2, still exists in the computer
SV1. It is more preferable that this real page is made free for
the virtual pages accessed by the other VMs existing in the
computer SV1. Therefore, data in the real page RP12 is
destaged to the free real page RP32 in the external storage
apparatus ES1. Then, the management terminal 4 reassigns
the real page RP32 to the virtual page VP12 and releases the
virtual page VP12 from the assignment to the real page RP12.
[0101] It should be noted that if the access frequency of all
the virtual pages accessed by the operating VM1 is lower than
the access frequency of the virtual pages accessed by the VM
operating in the migration destination computer, data migra-
tion between the direct-attached storage apparatuses and
destaging in the migration destination computer are not per-
formed. This is because direct-attached storage apparatuses
which are higher-speed storage apparatuses are assigned to
the virtual pages of high access frequency. Furthermore,
while data migration between direct-attached storage appa-
ratuses is performed after destaging in the migration destina-
tion computer, destaging in the migration source computer
may be performed before data migration between direct-
attached storage apparatuses.

[0102] Though the above-mentioned embodiment is based
on the assumption that a virtual LU exists for each VM,
multiple VMs may share one or multiple virtual LUs. In this
case, the CPU 11a and the CPU 115 need to transfer infor-
mation about which VM uses which area of the virtual LU(s)
from the VM control program 37, to the storage control pro-
gram 38 via a special AP1. An example of this type of API is
vStorage APl by VMware. Therefore, as shown in FIG. 36, an
entry 424 is added to the virtual LU table 42 and the entry 424
stores information indicating the area range used by the VM,
for example, a pair of a starting address and an end address is
stored.

[0103] Next, the configuration of the above-mentioned
management tables will be described with reference to FIGS.
7 to 10. These tables have the array structure and store one or
more records. However, the data structure is not limited to the
array structure.

[0104] FIG. 7A shows an example of the data structure of
the VM table 41 (FIG. 2) specifying management and control
information about VMs. The VM table 41 has as many records
as the number of VMs operating in the computer 1. The
records of this table are composed of an entry 411 storing a
VM ID, an entry 412 storing a WWN assigned to the VM, and
entries 413 and 414 storing the ID of an external storage
apparatus accessed by the VM and the LUN of that external
storage apparatus, respectively. The WWN assigned to the
VM is called a virtual WWN. The VM table 41a is for the
VMs in the computer SV1, and the VM table 415 is for the
computer SV2. A reference sign with [a] attached at its end to
refer to a table hereinafter indicates that the table belongs to
the VM migration source computer SV1, and a reference sign
with [b] attached at its end to refer to a table indicates that the
table belongs to the VM migration destination computer SV2.
Ifthe reference sign is not distinguished between a and b, this
means that the table belongs to the management terminal or
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that the table is commonly used for the migration source
computer and the migration destination computer.

[0105] FIG. 7B shows an example of the data structure of
the virtual LU table 42 specifying management and control
information about virtual LUs. This table includes as many
records as the number of VMs that are set to the computer 1.
The records of this table are composed of an entry 421 storing
the LUN of a virtual LU accessed by the VM, an entry 422
storing the WWN set to the virtual LU, and an entry 423
storing the virtual capacity of the virtual LU. The virtual LU
table 42a and the virtual LU table 425 are virtual LU tables for
the computer SV1 and the computer SV2, respectively.
[0106] FIG. 7C is an example showing the data structure of
the external storage table showing the characteristics of exter-
nal storage apparatuses 3. This table includes as many records
as the number of external storage apparatuses. The records of
this table are composed of an entry 431 storing the ID of an
external storage apparatus 3 and an entry 432 storing the
WWN of the external storage apparatus 3. The computer SV1
and the computer SV2 include the external storage tables 43
of the same content.

[0107] FIG. 8A shows an example of the data structure of
the mapping table 44 for specitying management and control
information for mapping access from the VM to the virtual
LU into access to the direct-attached storage apparatus 2 or
the external storage apparatus 3. This table includes as many
records as the number of virtual pages constituting virtual
LUs accessed by the computer 1.

[0108] The records of this table are composed of an entry
441 storing the LUN of a virtual LU including a virtual page,
an entry 442 storing the ID of the virtual page, an entry 443
storing the frequency of access by the VM to the virtual page,
an entry 444 storing the ID of a storage apparatus where the
data of the virtual page is really stored, an entry 445 storing
the LUN of a real LU where the data is really stored, and an
entry 446 storing the ID of a real page where the data is really
stored. The mapping table 44a and the mapping table 445 are
tables for the computer SV1 and the computer SV2, respec-
tively.

[0109] FIG. 8B is an example of the data structure of the
direct-attached storage page table 45 for specifying manage-
ment and control information about direct-attached storage
apparatuses. This table includes as many records as the num-
ber of real pages constituting the direct-attached storage
apparatuses 2. The records of this table are an entry 451
storing the ID of a direct-attached storage apparatus, an entry
452 storing the LUN of a real LU, an entry 453 storing the ID
of'the real page, and an entry 454 storing the status of the real
page. The following types of the real page status are used:
NOT ASSIGNED indicating the state of being unassigned;
ASSIGNED indicating that the real page is already assigned
to the virtual page; and RESERVED indicating that assign-
ment is reserved. The direct-attached storage page tables 45a
and 455 are tables for the computer SV1 and the computer
SV2, respectively.

[0110] FIG. 9 is an example of the data structure of the
external storage page table 46 (FIG. 2) for specifying man-
agement and control information about real pages in external
storage apparatuses. This table includes as many records as
the number of real pages constituting real LUs in the external
storage apparatus 3 accessed by the computer 1. Each record
of'the table is composed of an entry 461 storing the ID of an
external storage apparatus 3 including a real page corre-
sponding to the record, an entry 462 storing the LUN of a real



US 2011/0270945 Al

LU including the real page, an entry 463 storing the ID of the
real page, and an entry 464 storing the status of the real page.
The following types of the real page status are used: NOT
ASSIGNED indicating the state of being unassigned; and
ASSIGNED indicating that the real page is already assigned.
The external storage page tables 46a and 465 are tables for the
computer SV1 and the computer SV2, respectively. The
migration destination determination table 47 will be
explained later with reference to FIG. 21A.

[0111] FIG. 10A is an example of the data structure of the
computer table 61 (FIG. 3) of the management terminal 4 for
specifying management and control information about com-
puters. This table includes as many records as the number of
computers existing in the computer system. Each record of
the table is composed of an entry 611 storing the ID of a
computer 1, an entry 612 storing the IP address of the com-
puter 1, and an entry 613 storing the VWVN of the computer
1.

[0112] FIG. 10B is an example of the data structure of the
VM table 62 (FIG. 3) of the management terminal 4 for
specifying management and control information about VMs.
This table includes as many records as the number of VMs
existing in the system. Each record of the table is composed of
an entry 621 storing the ID of a VM corresponding to the
relevant record and an entry 622 storing the ID of the com-
puter 1 where the VM operates.

[0113] FIG. 10C is an example of the data structure of the
external storage table 63 (FIG. 3) of the management terminal
4 for specitying management and control information about
external storage apparatuses. This table includes as many
records as the number of external storage apparatuses 3. Each
record of the table is composed of an entry 631 storing the ID
of an external storage apparatus 3, an entry 632 storing the IP
address of the external storage apparatus 3, and an entry 633
storing the VVWN of the external storage apparatus 3. The
status table 64 will be explained later with reference to FIG.
21B.

[0114] Graphical user interfaces (GUIs) which the CPU 11
for the management terminal 4 displays on the output device
17 according to the screen control program 51 will be
described with reference to FIG. 11 and FIG. 12. Further-
more, the operation of the processing for initializing the
tables stored in the main memories 12¢ and 1246 for the
computer 1 and the main memory 12¢ for the management
terminal 4 is described.

[0115] FIG. 11A shows an example of a screen 1100 for
adding a computer to the computer system. The administrator
uses this screen each time he/she connects a new computer 1
to the network 5. This screen is composed of an area 1101
where the ID of the added computer 1 is input, an area 1102
where the IP address of the computer 1 is input, an area 1103
where the WWN for accessing the computer 1 is input, an area
1104 where the ID of a direct-attached storage apparatus 2
directly connected to the computer 1 is input, an area 1105
where the LUN of a real LU created in the direct-attached
storage apparatus 2 is input, an area 1106 where the capacity
of'the real LU is input, a button 1107 for the administrator to
add the computer 1, and a button 1108 for the administrator to
cancel the addition of the computer 1.

[0116] Ifthe administrator clicks the button 1107, the CPU
11¢ for the management terminal 4 adds a new record to the
computer table 61 (FIG. 10A) according to the screen control
program 51, using the data input to the area 1101, the area
1102, and the area 1103.
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[0117] Furthermore, the CPU 11¢ for the management ter-
minal 4 sends an LU creation request to the computer 1
having the ID, which is input to the area 1101, to create an LU
in the direct-attached storage apparatus according to the com-
puter communication program 53. The IP address of the
transmission destination of this request is the IP address input
to the area 1102. This request includes the data input to the
area 1104, the area 1105, and the area 1106. It should be noted
that if the direct-attached storage apparatus is connected to
the management network, this creation request may be trans-
mitted directly to the direct-attached storage apparatus.
[0118] If the computer 1 receives this request, the CPU 11
for the computer 1 fetches the data included in this request
according to the management terminal communication pro-
gram 35. Next, the CPU 11 for the computer 1 creates a real
LU having the LUN, which is input to the area 1105, and the
capacity, which is input to the area 1106, in the direct-at-
tached storage apparatus 2 having the ID, which is input to the
area 1104, according to the internal 1/O control program 33.
[0119] Next, the CPU 11 for the computer 1 adds one or
more records to the direct-attached storage page table 45
(FIG. 8B) according to the internal I/O control program 33.
The number of records is the number obtained by dividing the
data input to the area 1106, that is, the capacity of the created
real LU in the direct-attached storage apparatus 2 by the page
size. The entry 451 of each record stores the data input to the
area 1104, that is, the ID of the direct-attached storage appa-
ratus 2; the entry 452 stores the data input to the area 1105,
that is, the LUN of the created real LU; the entry 453 stores
the ID of the page corresponding to the record; and the entry
454 stores a value indicating the state of being unassigned, for
example, NOT ASSIGNED. The page IDs are automatically
numbered. Then, the CPU 11 for the computer 1 transmits a
response indicating that the LU was created in the direct-
attached storage apparatus, to the management terminal 4
according to the management terminal communication pro-
gram 35. Ifthe management terminal 4 receives this response,
the CPU 11 for the management terminal 4 erases the screen
1100 according to the screen control program 51.

[0120] FIG. 11B shows an example of an external storage
addition screen 1110. This screen includes an area 1111
where the ID of the added external storage apparatus 3 is
input, an area 1112 where the IP address of the external
storage apparatus 3 is input, an area 1113 where the WWN for
accessing the external storage apparatus 3 is input, a button
1114 for the administrator to add the external storage appa-
ratus 3, and a button 1115 for the administrator to cancel the
addition of the external storage apparatus 3.

[0121] Ifthe administrator clicks the button 1114, the CPU
11¢ for the management terminal 4 adds a new record to the
external storage table 63 (FI1G. 10C) according to the screen
control program 51, using the data input to the area 1111, the
area 1112, and the area 1113.

[0122] Furthermore, the CPU 11¢ for the management ter-
minal 4 transmits an external storage apparatus addition
request to all the computers 1 registered to the computer table
61 (FIG. 10A) according to the computer communication
program 53. This request includes the data input to the area
1111 and the area 1113.

[0123] If the computer 1 receives this request, the CPU 11
for the computer 1 fetches the data included in this request
according to the management terminal communication pro-
gram 35. Next, the CPU 11 for the computer 1 adds one record
to the external storage table 43 (FIG. 7C) according to the



US 2011/0270945 Al

external 1/O control program 34. The entry 431 of the added
record stores the data input to the area 1111, that is, the ID of
the external storage apparatus 3 and the entry 432 stores the
data input to the area 1113, that is, the WWN of the external
storage apparatus 3. Then, the CPU 11 for the computer 1
transmits an external storage apparatus addition response to
the management terminal 4 according to the management
terminal communication program 35. If the management ter-
minal 4 receives external storage addition responses from all
the computers 1, the CPU 11c¢ for the management terminal 4
erases the screen 1110 according to the screen control pro-
gram 51.

[0124] FIG. 12 shows an example of a setting screen 1200
of the management terminal 4 for adding a VM to the com-
puter. The screen includes an area 1201 for selecting a com-
puter 1 to add a VM, an area 1202 for inputting the ID of the
VM, an area 1203 for inputting a virtual WWN used by the
VM, an area 1204 for inputting the LUN of the virtual LU
accessed by the VM, an area 1205 for inputting the virtual
capacity ofthe virtual LU, an area 1206 for selecting the ID of
the external storage apparatus 3 accessed by the VM, an area
1207 for inputting the LUN of a real LU in the external
storage apparatus 3 accessed by the VM, an area 1208 for
inputting the capacity of the real LU, a button 1209 for the
administrator to add the VM, and a button 1210 for the admin-
istrator to cancel the addition of the VM.

[0125] Ifthe administrator clicks the button 1209, the CPU
11¢ for the management terminal 4 adds a new record to the
VM table 62 (FIG. 10B) according to the screen control
program 51, using the data input to the area 1201 and the area
1202.

[0126] Furthermore, the CPU 11¢ for the management ter-
minal 4 transmits a request to the external storage apparatus 3
having the ID selected in the area 1206 to create a real LU
having the LUN input to the area 1207 and the capacity input
to the area 1208, according to the external storage communi-
cation program 54. If the management terminal 4 receives a
response to this request from the external storage apparatus 3,
the CPU 11 for the management terminal 4 transmits a VM
addition preparation request to the computer 1 having the ID
selected in the area 1201 according to the computer commu-
nication program 53. This request includes the data input to or
selected in the area 1202, the area 1203, the area 1204, the
area 1205, the area 1206, the area 1207, and the area 1208.
[0127] Ifthe computer 1 receives this request, the CPU 11
for the computer 1 fetches the data included in this request
according to the management terminal communication pro-
gram 35. Next, the CPU 11 for the computer 1 adds one or
more records to the external storage page table 46 (FIG. 9)
according to the external I/O control program 34.

[0128] The number of records to be added is the number
obtained by dividing the data input to the area 1208, that is,
the capacity of the created real LU in the external storage
apparatus 3 by the size of a real page. The entry 461 of each
added record stores the data selected in the area 1206, that is,
the ID of the external storage apparatus 3; the entry 462 stores
the data input to the area 1207, that is, the LUN of'the created
real LUj; the entry 463 stores the ID ofthe page corresponding
to the LUN of the real LU; and the entry 464 stores a value
indicating the state of being unassigned, for example, NOT
ASSIGNED. The page IDs are automatically numbered.
[0129] Next, the CPU 11 for the computer 1 adds one
record to the VM table 41 (FIG. 7A) according to the external
1/O control program 34. The entry 411 of the added record
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stores the data input to the 1202, that is, the ID of the added
VM,; the entry 412 stores the data input to the area 1203, that
is, the virtual WWN used by the added VM; the entry 413
stores the data selected in the area 1206, that is, the ID of the
external storage apparatus 3 accessed by the VM to be added;
and the entry 414 stores the data input to the area 1207, that is,
the LUN of the real LU in the external storage apparatus 3
accessed by the added VM.

[0130] Next, the CPU 11 for the computer 1 adds one
record to the virtual LU table 42 (FIG. 7B) according to the
internal I/O control program 33. The entry 421 of the added
record stores the data input to the area 1204, that is, the LUN
of'a virtual LU provided to the VM to be added; the entry 422
stores the data input to the area 1203, that is, the virtual WWN
used by the added VM and the entry 423 stores the data input
to the area 1205, that is, the virtual capacity of the virtual LU.
[0131] Next, the CPU 11 for the computer 1 adds one or
more records to the mapping table 44 (FIG. 8A) according to
the internal I/O control program 33. The number of records to
be added is the number obtained by dividing the data input to
the area 1205, that is, the virtual capacity of the virtual LU by
the page size. The entry 441 of each added record stores the
data input to the area 1204, that is, the LUN of a virtual LU;
the entry 442 stores the ID of a page corresponding to the
record; the entry 443 stores data indicating the state of not
being accessed yet, that is, 0; and the entry 444, the entry 445,
and the entry 446 stores data indicating that no real page is
assigned to the virtual page, for example, N/A. The page IDs
are automatically numbered. Then, the CPU 11 for the com-
puter 1 transmits a response indicating that the preparation for
adding a VM is completed, to the management terminal 4
according to the management terminal communication pro-
gram 35.

[0132] Ifthe management terminal 4 receives this response,
the CPU 11 for the management terminal 4 transmits a request
to the computer 1 having the ID selected in the area 1201 to
add aVM according to the computer communication program
53. This request includes the data input to the area 1202, the
area 1203, and the area 1204. If the computer 1 receives this
request, the CPU 11 for the computer 1 executes the manage-
ment terminal communication program 35, and fetches the
data included in this request. Next, the CPU 11 for the com-
puter 1 creates a VM having the ID input to the area 1202
according to the VM control program 37. This VM accesses
the virtual LU having the LUN input to the area 1204, using
the virtual WWN input to the area 1203. Then, the CPU 11 for
the computer 1 transmits, according to the management ter-
minal communication program 35, a response indicating that
the VM is added to the management terminal 4.

[0133] Ifthe management terminal 4 receives the VM addi-
tion response from the computer 1, the CPU 11c¢ for the
management terminal 4 erases the screen 1200 according to
the screen control program 51.

[0134] The operations of the computer 1 will be described
with reference to FIGS. 13 to 19. FIG. 13 shows an example
of a flowchart illustrating internal write processing executed
by the CPU 11 for the computer 1 according to the internal I/O
control program 33. This processing is started if a VM in the
computer 1 executes the application program 36 and writes
data to a virtual LU.

[0135] Firstly, the CPU 11 for the computer 1 identifies a
virtual page corresponding to the data according to the
address of the data to be written. Then, the CPU 11 refers to
the mapping table 44 (FIG. 8A) and checks whether a real
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page is already assigned to the virtual page or not (S1301). If
no real page is assigned, the CPU 11 executes page assign-
ment processing described later with reference to FIG. 14
(S1302). If a real page is already assigned, the CPU 11 refers
to the mapping table 44 and checks whether the assigned real
page is a real page in a direct-attached storage apparatus 2 or
not (S1303).

[0136] Ifitis found as the result of the above judgment that
the assigned real page is a real page in a direct-attached
storage apparatus 2, the CPU 11 writes data to the real page in
the direct-attached storage apparatus 2 (S1304). If the page is
not a real page in the direct-attached storage apparatus 2, the
CPU 11 refers to the mapping table 44 and checks whether the
assigned real page is a real page in an external storage appa-
ratus 3 or not (S1305). If the page is a real page in an external
storage apparatus 3, the CPU 11 writes data to the external
storage apparatus 3 (51306).

[0137] If the page is not a real page in an external storage
apparatus 3, the CPU 11 writes data to another computer 1
(S81307). After S1304, S1306, or S1307 is completed, the
CPU 11 updates the access frequency (443) of the record
corresponding to the virtual page in the mapping table 44
identified in S1301 (S1308) and completes this processing.

[0138] It should be noted that the CPU judges whether to
assign a virtual page to a direct-attached storage apparatus or
an external storage apparatus, by referring to the storage ID
444 of the record corresponding to the real page in the map-
ping table 44 and determining whether the relevant real page
is a real page in a direct-attached storage apparatus or a real
page in an external storage apparatus.

[0139] FIG. 14 shows an example of the flowchart illustrat-
ing the page assignment processing executed by the CPU 11
for the computer 1 according to the internal 1/O control pro-
gram 33. Firstly, the CPU 11 refers to the direct-attached
storage page table 45 and selects a real page which is not
assigned yet (S1401).

[0140] The CPU 11 makes the processing branch based on
whether this selection is done successfully or not (S1402). If
the selection fails, the CPU 11 executes urgent inter-tier data
migration processing which will be explained later in detail
with reference to FIG. 15 (S1403), and terminates this pro-
cessing. If the selection is done successfully, the CPU 11
updates the record corresponding to the selected real page in
the direct-attached storage page table 45 (FIG. 8B) (S1404).
Specifically speaking, the CPU 11 changes the entry 454 of
the record to the data indicating that assignment is completed,
for example, ASSIGNED.

[0141] Next, the CPU 11 updates the record corresponding
to the virtual page in the mapping table 44 identified in S1301
(81405). Specifically speaking, the entry 443 of the record is
changed to the value of the latest access frequency, the entry
444 is changed to the ID of the direct-attached storage appa-
ratus 2, the entry 445 is changed to the LUN of a real LU
created in the direct-attached storage apparatus 2, and the
entry 446 is changed to the ID of a real page selected in
S1401. Finally, the CPU 11 writes data to the real page
selected in S1401 (S1406).

[0142] FIG. 15 is an example of a flowchart illustrating
processing executed by the CPU 11 for the computer 1 for
urgently migrating data between tiers in a storage apparatus
according to the hierarchical control program 31. Firstly, the
CPU 11 refers to the mapping table 44, selects a real page
whose access frequency is the lowest from among the
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assigned real pages in the direct-attached storage apparatus 2
(S1501), and reads data from the real page (S1502).

[0143] Next, the CPU 11 refers to the external storage page
table 46 (FIG. 9) and selects a real page which is not assigned
yet (S1503). The CPU 11 makes the processing branch based
on whether this selection is done successfully or not (S1504).
If the selection fails, this means that there is no free capacity
in the direct-attached storage apparatus 2 or in the external
storage apparatus 3, so that the CPU 11 notifies the adminis-
trator of the occurrence of an error (S1509). This notice is
sent, for example, by email or an event log.

[0144] If the selection is done successfully, the CPU 11
writes the data read in S1502 to the real page selected in
S1503 (S1505) and initializes the data of the real page
selected in S1501 (S1506). This initialization is performed,
for example, by the CPU 11 writing O to all the storage areas
in the real page.

[0145] The CPU 11 updates the mapping table 44 (FIG. 8A)
and the external storage page table 46 (FIG. 9) (S1508).
Specifically speaking, from among the records in the map-
ping table 44, the CPU 11 changes the entry 444 of the record
corresponding to the virtual page, to which the real page
selected in S1501 is assigned, to the ID of the external storage
apparatus 3, the entry 445 to the LUN of the real LU in the
external storage apparatus 3, and the entry 446 to the ID ofthe
real page selected in S1503, respectively.

[0146] Furthermore, from among the records in the map-
ping table 44, the CPU 11 changes the entry 443 of the record
corresponding to the virtual page identified in S1301 to a
value of the latest access frequency, the entry 444 to the ID of
the direct-attached storage apparatus 2, the entry 445 to the
LUN of the real LU created in the direct-attached storage
apparatus 2, the entry 446 to the ID of the real page in the
direct-attached storage apparatus 2 assigned to the virtual
page selected in S1501, respectively.

[0147] The CPU for the computer 1 changes the entry 464
of'the record corresponding to the real page selected in S1503
in the external storage page table 46 (FIG. 9) to data indicat-
ing the state of being already assigned. Finally, the CPU 11
writes the data to the real page selected in S1501 (S1507) and
completes this processing.

[0148] FIG. 16 is an example of a flowchart illustrating
internal read processing executed by the CPU 11 for the
computer 1 according to the internal I/O control program 33.
This processing is executed when a VM in the computer 1
reads data from a virtual LU according to the application
program 36.

[0149] Firstly, the CPU 11 identifies a virtual page corre-
sponding to the data according to the address of data to be
read. Then, the CPU 11 refers to the mapping table 44 (FIG.
8A) and checks whether a real page is already assigned to the
virtual page or not (S1601). If no page is assigned, the CPU 11
transmits 0 data to the main memory 12 (S1062) and com-
pletes the processing.

[0150] Ifareal page is already assigned, the CPU 11 refers
to the mapping table 44 and checks whether the assigned real
page is a real page in a direct-attached storage apparatus 2 or
not (S1603). If the page is a real page in a direct-attached
storage apparatus 2, the CPU 11 reads data from the real page
in the direct-attached storage apparatus 2 (S1604).

[0151] Ifthe pageisnotareal page in a direct storage 2, the
CPU 11 refers to the mapping table 44 and checks whether the
assigned real page is a real page in an external storage appa-
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ratus 3 or not (S1605). If the page is a real page of an external
storage apparatus 3, the CPU 11 reads data from the external
storage apparatus 3 (51606).

[0152] If the page is not a real page in an external storage
apparatus 3, the CPU 11 reads data from another computer 1
(81607). After S1604, S1606, or S1607 is completed, the
CPU 11 updates the entry 443 (access frequency) of the
record corresponding to the virtual page in the mapping table
44 identified in S1601 (S1608).

[0153] Finally, the CPU 11 transmits the read data to the
main memory 12 (S1609) and completes the processing.
Then, the CPU 11 reads the data transferred to the main
memory 12 and executes various types of processing of the
application program according to the application program 36.
It should be noted that possible characteristics to be used
instead of the access frequency include the importance of data
and the data creation date.

[0154] FIG. 17A is an example of a flowchart illustrating
external write processing executed by the CPU 11 for the
computer 1 according to the external I/O control program 34.
This processing is executed when the computer 1 receives a
write request from a VM of another computer 1.

[0155] Firstly, the CPU 11 identifies a virtual page corre-
sponding to the data according to the address of data to be
written. Then, the CPU 11 refers to the mapping table 44 and
checks whether a real page in a direct-attached storage appa-
ratus 2 is already assigned to the virtual page or not (S1701).
If no real page in a direct-attached storage apparatus 2 is
assigned to the virtual page, the CPU 11 cannot write the data
received from the other computer to the direct-attached stor-
age apparatus, so that it notifies the administrator of an error
(81702) and completes this processing. On the other hand, if
a real page is already assigned, the CPU 11 writes the data to
the real page identified in S1701 (S1703) and completes this
processing.

[0156] FIG.17B shows an example of a flowchart illustrat-
ing external read processing executed by the CPU 11 for the
computer 1 according to the external I/O control program 34.
This processing is executed when the computer 1 receives a
read request from a VM of another computer 1. Firstly, the
CPU 11 identifies a virtual page corresponding to the data
according to the address of data to be read.

[0157] Then, the CPU 11 refers to the mapping table 44
(FIG. 8A) and checks whether a real page in a direct-attached
storage apparatus 2 is already assigned to the virtual page or
not (81711). If no page is assigned yet, the CPU 11 transmits
0 data to the other computer 1 (S1712) and completes this
processing. Ifapageis already assigned, the CPU 11 reads the
data from the real page identified in S1711 (S1713), transmits
the data to the other computer 1 (S1714), and completes this
processing.

[0158] FIG. 18 is a flowchart illustrating a first form of
processing executed by the CPU 11 for the computer 1 for
migrating data between storage tiers according to the hierar-
chical control program 31. This processing is executed by the
CPU 11 for migrating data, which is stored in the direct-
attached storage apparatus 2 and whose access frequency is
relatively low, to an external storage apparatus 3 in order to
increase the free capacity or free real pages in a direct-at-
tached storage apparatus 2. This processing is executed at a
time interval that is specified in advance or input by the
administrator. Alternatively, this processing may be executed
when the number of free pages in the direct-attached storage
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apparatus 2 reduces to less than a threshold that is specified in
advance or input by the administrator.

[0159] Firstly, the CPU 11 for the computer 1 refers to the
direct-attached storage page table 45 (FIG. 8B) and selects a
real page in the direct-attached storage apparatus 2 (S1801).

[0160] Next, the CPU 11 refers to the mapping table 44
(FIG. 8A) and checks whether the access frequency of a
virtual page to which the real page selected in S1801 is
assigned is lower than the threshold specified in advance or
input by the administrator or not (S1802). If the access fre-
quency is higher than the specified threshold, the CPU 11
proceeds to S1808. On the other hand, if the access frequency
is lower than the threshold, the CPU 11 refers to the external
storage page table 46 and selects an unassigned real page
(S1803).

[0161] The CPU 11 makes the processing branch based on
whether this selection is done successfully or not (S1804). If
the selection fails, there is no free capacity in the external
storage apparatus 3, so that the CPU 11 terminates this pro-
cessing. If the selection is done successfully, the CPU 11
reads data from the real page in the direct-attached storage
apparatus selected in S1801 and writes the data to the real
page in the external storage apparatus selected in S1803
(S1805). Furthermore, the CPU 11 initializes the data of the
real page in the direct-attached storage apparatus selected in
S1801 (S1806).

[0162] Next, the CPU 11 updates the mapping table 44
(FIG. 8A), the direct-attached storage page table 45 (FIG.
8B), and the external storage page table 46 (FIG. 9) (S1807).
Specifically speaking, from among the records in the map-
ping table 44, the CPU 11 changes the entry 444 of the record
corresponding to the virtual page, to which the real page
selected in S1801 is assigned, to the ID of the external storage
apparatus 3, the entry 445 to the LUN of the real LU in the
external storage apparatus 3, and the entry 446 to the ID ofthe
real page selected in S1803, respectively. Furthermore, the
CPU 11 changes the entry 454 of the record corresponding to
the real page selected in S1801 in the direct-attached storage
page table 45 to the data indicating the state of not being
assigned. Furthermore, the CPU 11 changes the entry 464 of
the record corresponding to the real page selected in S1803 in
the external storage page table 46 to the data indicating the
state of being already assigned. The CPU 11 repeats the
processing from S1801 to S1807 with respect to all the real
pages in the direct-attached storage apparatus 2 (S1808).

[0163] FIG. 19 is a flowchart related to a second form of
processing executed by the CPU 11 for the computer 1 for
migrating data between storage tiers according to the hierar-
chical control program 31. This processing is executed by the
CPU 11 for migrating data, which is stored in the external
storage apparatus 3 and whose access frequency is relatively
high, to a direct-attached storage apparatus 2 in order to
improve the access performance from VMs with respect to the
data which is stored in the external storage apparatus 3 and
whose access frequency is relatively high.

[0164] This processing is executed immediately after the
inter-tier data migration processing in FIG. 18. Alternatively,
this processing may be executed at a time interval that is
specified in advance or input by the administrator. Further-
more, this processing may also be executed when the number
of free pages in the external storage apparatus 3 reduces to
less than a threshold that is specified in advance or input by
the administrator.
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[0165] Firstly, the CPU 11 refers to the external storage
page table 46 (FIG. 9) and selects a real page in the external
storage apparatus 3 (S1901). Next, the CPU 11 refers to the
mapping table 44 (FIG. 8A) and checks whether the access
frequency of a virtual page to which the real page selected in
S1901 is assigned is higher than the threshold specified in
advance or input by the administrator or not (S1902).

[0166] If the access frequency is lower than the threshold,
the CPU 11 proceeds to the processing in S1908. If the access
frequency is higher than the threshold, the CPU 11 refers to
the direct-attached storage page table 45 and selects an unas-
signed real page (S1903). The CPU 11 makes the processing
branch based on whether this selection is done successfully or
not (S1904).

[0167] Ifthis selection fails, there is no free capacity in the
direct-attached storage apparatus 2, so that the CPU 11 com-
pletes this processing. If the selection is done successfully, the
CPU 11 reads data from the real page in the external storage
apparatus selected in S1901 and writes the data to the real
page in the direct-attached storage apparatus selected in
S$1903 (S1905).

[0168] Next, the CPU 11 initializes the data of the real page
selected in S1901 (S1906). Furthermore, the CPU 11 updates
the mapping table 44, the direct-attached storage page table
45, and the external storage page table 46 (S1907). Specifi-
cally speaking, from among the records in the mapping table
44, the CPU 11 changes the entry 444 of the record corre-
sponding to the virtual page, to which the real page selected in
S1901 is assigned, to the ID of the direct-attached storage
apparatus 2, the entry 445 to the LUN of the real LU in the
direct-attached storage apparatus 2, and the entry 446 to the
1D of' the real page selected in S1903, respectively.

[0169] Furthermore, the CPU 11 changes the entry 454 of
the record corresponding to the real page selected in S1903 in
the direct-attached storage page table 45 to the data indicating
the state of being already assigned. Furthermore, the CPU 11
changes the entry 464 of the record corresponding to the real
page selected in S1901 in the external storage page table 46 to
the data indicating the state of being not assigned. The CPU
11 repeats the processing from S1901 to S1907 with respect
to all the real pages in all the real LUs in the external storage
apparatus 3 (S1908).

[0170] Next, the operation of the computer system when
migrating VMs will be described. FIG. 21B is an example of
the data structure of the table 64 relating to the VM status.
This table includes as many records as the number of VMs
which are being migrated. Each record of this table is com-
posed of an entry 641 storing the ID of a VM which is being
migrated and an entry 642 storing the status of data related to
the VM.

[0171] FIG. 22A is an example of a VM migration screen
2200 which the CPU 11c¢ for the management terminal 4
displays on the output device 17 according to the screen
control program 51. The administrator uses this GUI when
migrating VMs between computers. This screen is composed
of an area 2201 for selecting the ID of a computer 1 as the
migration source of a VM, an area 2202 for selecting the ID of
the VM to be migrated, an area 2203 for selecting the ID of'a
computer 1 as the migration destination of the VM, a button
2204 for the administrator to migrate the VM, and a button
2205 for the administrator to cancel the VM migration.
[0172] Ifthe administrator clicks the button 2204, the CPU
11¢ for the management terminal 4 updates, according to the
VM migration program 52, the entry 642 in the status table 64
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corresponding to the VM selected in the area 2202 to the
status indicating that the VM is being migrated, for example,
VM Is Being Migrated. FIG. 22A shows the status of the
computer system before the administrator clicks the button
2204 (before the VM is migrated).

[0173] FIG. 22B shows an example screen of a status dis-
play screen 2210 of the management terminal 4. This screen
is composed of an area 2211 where the ID of a VM to be
migrated is displayed, an area 2212 where the status of the
data accessed by the VM is displayed, and a button 2213 for
cancelling the VM migration during the migration process.
After updating the status table 64, the CPU 11c¢ for the man-
agement terminal 4 displays this screen on the output device
17 according to the screen control program 51. A message
indicating that a VM is being migrated, for example, VM Is
Being Migrated is displayed in the area 2212.

[0174] FIG. 20 is an example of a time chart illustrating a
communication sequence in the computer system in the pro-
cess of migration of a VM between multiple computers. FIG.
20 corresponds to FIGS. 4A to 6. Specifically speaking, a
VM1 is migrated from the computer SV1 to the computer
SV2, which causes the processing for migrating data between
the storage apparatuses to be executed. The computer 1 serv-
ing as the migration source of the VM is called a migration
source computer, while the computer 1 serving as the migra-
tion destination of the VM is called a migration destination
computer. The migration source computer is the SV1 and the
migration destination computer is the SV2.

[0175] After displaying the status display screen 2210
(FIG. 22B), the CPU 11c¢ for the management terminal 4
transmits a VM migration request 2001 to the migration
source computer (SV1) selected in the area 2201 according to
the computer communication program 53. This request
includes the data selected in the area 2202, that is, the ID of
the VM to be migrated and the data selected in the area 2203,
that is, the ID of the migration destination computer. Further-
more, this request also includes the IP address of the migra-
tion destination computer SV2 (FIG. 10A).

[0176] If the migration source computer SV1 receives the
VM migration request 2001, the CPU 11a for the migration
source computer SV1 fetches the data from this request
according to the management terminal communication pro-
gram 35. Next, the CPU 114 transmits a request 2002 to the
migration destination computer SV2 to migrate a virtual LU
from the computer SV1 to the computer SV2 according to the
distribution control program 32.

[0177] This requestincludes, from among the records in the
VM table 41a (FIG. 7A), data of the record corresponding to
the VM to be migrated (VM1) (the virtual WWN is
[00000001], the external storage apparatus 1D is [ES1], and
its LUN is [RL3]). Furthermore, this request includes data of
the record corresponding to the virtual LU provided to the
VM from among the records in the virtual LU table 424 (FIG.
7B). Furthermore, this request includes data of the record
corresponding to the virtual LU from among the records in the
mapping table 44a (FIG. 8A). Furthermore, this request
includes data of the record corresponding to the real LU used
by the VM from among the records in the external storage
page table 464 (F1G. 9).

[0178] If the migration destination computer (SV2)
receives the virtual LU migration request 2002, the CPU 115
for the migration destination computer (SV2), fetches the
data from this request according to the distribution control
program 32 and updates the VM table 415 (FIG. 7A), the
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virtual LU table 4256 (FIG. 75), the mapping table 445 (FIG.
8A), and the external storage page table 465 (FI1G. 9) based on
the fetched data.

[0179] Next, an example of the data structure of the tables
in the computer SV2 after this update will be described. A
record 4101 is added to the VM table 415 (FIG. 23A), arecord
4201 is added to the virtual LU table 4256 (FIG. 23B), three
records 4401 are added to the mapping table 445 (F1G. 230),
and two records 4601 are added to the external storage page
table 465 (FI1G. 23D), respectively.

[0180] Subsequently, the CPU 115 for the VM migration
destination computer (SV2) creates a migration destination
determination table 47 according to the distribution control
program 32. The migration destination determination table is
a table used upon the VM migration by the computer, whose
VM has been migrated, to determine the destination to which
data should be migrated between the storage apparatuses.
FIG. 21A shows an example of the data structure of the
migration destination determination table 47. This table is
composed of an entry 471 storing the LUN of a virtual LU
provided to the VM operating in the computer 1, an entry 472
storing the ID of a virtual page corresponding to the virtual
LU, an entry 473 storing the access frequency of the virtual
page, an entry 474 storing the ID of the migration source
storage apparatus, and an entry 475 storing the ID of the
migration destination storage apparatus. Processing for cre-
ating this migration destination determination table 47 will be
explained below with reference to FIG. 27. FIG. 27 is an
example of a flowchart illustrating the processing executed by
the CPU 115 for the migration destination computer accord-
ing to the distribution control program 32. Firstly, the CPU
115 fetches, from the mapping table 445 (FIG. 8A), the
records corresponding to the virtual pages to which the real
pages are assigned in descending order of access frequency.
[0181] Next, the CPU 115 adds a record to the migration
destination determination table 47 (FIG. 21A) based on the
data of the fetched records. The entry 471 of the added record
stores the data in the entry 441 of the fetched record; the entry
472 stores the data in the entry 442 of the fetched record; the
entry 473 stores the data in the entry 443 of'the fetched record;
the entry 474 stores the data in the entry 444 of the fetched
record; and the entry 475 stores data indicating the state of
being not determined yet, for example, TBD. The above-
mentioned processing is executed for all the records corre-
sponding to the virtual pages to which the real pages are
assigned in the mapping table 445 (S2701).

[0182] Next, the CPU 115 selects as many records in the
migration destination determination table 47 as the number of
pages in the real LUs in the direct-attached storage apparatus
DS2 in descending order of access frequency (S2702). Then,
the CPU 115 stores the ID (DS2) of the direct-attached stor-
age apparatus 2 in the migration destination computer SV2 in
the entry 475 (52703). Finally, the CPU 115 stores the ID of
the external storage apparatus 3 in the entry 475 of the
remaining records (S2704). This is done in consideration of
prevention of consumption of real pages in the DS2 by the
VM migration.

[0183] Incidentally, as a variation, it is possible to assign a
free real page in the DS2 to the RP11 without migrating the
RP21 in the DS2 to the RP41.

[0184] After creating the migration destination determina-
tion table 47 (FIG. 21A) as described above, the CPU 115 for
the migration destination computer (SV2) transmits a
response 2003 for the virtual LU migration request to the

Nov. 3, 2011

migration source computer (SV1). If the migration source
computer (SV1) receives the virtual LU migration response
2003, the CPU 11a for the migration source computer (SV1)
transmits a VM migration request 2004 to the migration des-
tination computer (SV2) according to the VM control pro-
gram 37.

[0185] If the migration destination computer (SV2)
receives the VM migration request 2004, the CPU 115 for the
migration destination computer (SV2) creates a migrated VM
using the information included in the virtual LU migration
request 2002 according to the VM control program 37 and
transmits a VM migration response 2005 to the migration
source computer (SV1).

[0186] Ifthe migration source computer (SV1) receives the
VM migration response 2005, the CPU 114 for the migration
source computer (SV1) stops the migrated VM, and executes
the processing for deleting the VM. The CPU 114 updates the
VM table 41a, the virtual LU table 42q, the mapping table
44a, and the external storage page table 46a according to the
distribution control program 32. Specifically speaking, the
CPU 11a deletes the record transmitted to the migration des-
tination computer SV2 from among the records of these
tables. Then, the CPU 11a transmits a VM migration response
2006 to the management terminal 4 according to the manage-
ment terminal communication program 35. FIG. 4B shows
the system at this point in time.

[0187] Next, the status of the data in the migrated VM
makes the transition from the state where the VM is being
migrated, to the state of destaging in the migration destination
computer SV2. Therefore, the CPU 11c¢ for the management
terminal 4 changes, according to the VM migration program
52, the entry 642 in the status table (FIG. 21B) to the data
indicating that destaging is in process in the migration desti-
nation computer, for example, Destaging in Migration Des-
tination Computer; and also changes, according to the screen
control program 51, the area 2202 (FIG. 22A) to a message
indicating that destaging is in process in the migration desti-
nation computer SV2, for example, Destaging in Migration
Destination Computer. Then, the CPU 11¢ for the manage-
ment terminal 4 transmits a migration destination computer
destaging request 2007 to the migration destination computer
SV2 according to the computer communication program 53.
[0188] If the migration destination computer SV2 receives
the migration destination computer destaging request 2007,
the CPU 115 for the migration destination computer SV2
executes destaging processing 1 according to the distribution
control program 32. The destaging processing 1 is the pro-
cessing for destaging data from the direct-attached storage
apparatus DS2 in the migration destination computer SV2 to
the external storage apparatus ES1.

[0189] FIG. 28 shows an example of a flowchart illustrating
the destaging processing 1. Firstly, the CPU 115 for the
migration destination computer SV2 refers to the migration
destination determination table 47 (FIG. 21A) and selects one
virtual page whose migration source storage apparatus is the
direct-attached storage apparatus DS2 for the migration des-
tination computer SV2 and whose migration destination stor-
age apparatus is the external storage apparatus ES1 (S2801).
[0190] Next, the CPU 1154 refers to the external storage
page table 4656 (FIG. 9) and selects an unassigned real page in
the external storage apparatus 3 (S2802). The CPU 115 makes
the processing branch based on whether this selection is done
successfully or not (S2803). If the selection fails, the CPU 11
notifies the administrator of the occurrence of an error
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(S2804). If the selection is done successfully, the CPU 11
reads the data from the real page in the direct-attached storage
apparatus DS2 assigned to the virtual page selected in S2801
and writes the data to the real page in the external storage
apparatus selected in S2802 (S2805). Next, the CPU 11 ini-
tializes the data of the real page selected in S2801 (S2806).
[0191] Then, the CPU 115 updates the mapping table 445
(FIG. 8A), the direct-attached storage page table 455 (FIG.
8B), and the external storage page table 465 (F1G. 9) (S2807).
Specifically speaking, the CPU 115 changes, from among the
records in the mapping table 445, the entry 444 of the record
corresponding to the virtual page selected in S2801 to the ID
of the external storage apparatus 3, the entry 445 to the LUN
of'the real LU of the external storage apparatus ES1, and the
entry 446 to the ID of the real page selected in S2802, respec-
tively.

[0192] Furthermore, the CPU 115 changes the entry 454 of
the record in the direct-attached storage page table 454 cor-
responding to the real page assigned to the virtual page
selected in S2801 to the data indicating the state of being
reserved, for example, RESERVED. Furthermore, the CPU
115 changes the entry 464 of the record in the external storage
page table 465 corresponding to the real page selected in
S2802 to the data indicating the state of being already
assigned.

[0193] The CPU 115 for the migration destination com-
puter SV2 repeats the processing from S2801 to S2807 for all
the real pages whose migration source storage apparatus is
the direct-attached storage apparatus 2 of the migration des-
tination computer and whose migration destination storage
apparatus is the external storage apparatus 3 (S2808).
[0194] FIG. 24 shows an example of the data structure of
the tables after the destaging processing 1 is completed. The
record 4402 of the mapping table 445 (FIG. 24 A), the record
4502 of the direct-attached storage page table 455 (FIG.
24B), and the record 4602 of the external storage page table
465 (FIG. 24C) are respectively changed. After completing
the destaging processing 1, the CPU 11 for the migration
destination computer (SV2) transmits a migration destination
computer destaging response 2008 to the management termi-
nal 4. FIG. 5C shows the computer system at this point in
time.

[0195] Next, the status of the data related to the migrated
VM makes the transition from the state of destaging in the
migration destination computer SV2 to the state of migration
between direct-attached storage apparatuses. Therefore, the
CPU 11c for the management terminal 4 changes, according
to the VM migration program 52, the entry 642 in the status
table (FIG. 21B) to the data indicating that migration between
direct-attached storage apparatuses is in process, for
example, Being Migrated between Direct-attached Storage
Apparatuses; and also changes, according to the screen con-
trol program 51, the area 2202 to a message indicating that
migration between direct-attached storage apparatuses is in
process, for example, Being Migrated between Direct-at-
tached Storage Apparatuses. Then, the CPU 11c¢ for the man-
agement terminal 4 transmits a request 2009 for migration
between direct-attached storage apparatuses to the migration
destination computer SV2 according to the computer com-
munication program 53.

[0196] If the migration destination computer SV2 receives
the request 2009 for migration between direct-attached stor-
age apparatuses, the CPU 1154 for the migration destination
computer SV2 executes processing for migrating data
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between direct-attached storage apparatuses according to the
distribution control program 32. FIG. 29 shows an example of
a flowchart illustrating the processing for migration between
direct-attached storage apparatuses. Firstly, the CPU 115 for
the migration destination computer SV2 refers to the migra-
tion destination determination table 47 (FIG. 21A) and selects
one virtual page whose migration source storage apparatus is
the direct-attached storage apparatus DS1 for the migration
source computer SV1 and whose migration destination stor-
age apparatus is the direct-attached storage apparatus DS2 for
the migration destination computer SV2 (S2901). As a result
of'this, a virtual page VP11 is selected.

[0197] Next, the CPU 1154 refers to the direct-attached stor-
age page table 455 (FI1G. 8B) and selects a reserved page in
the direct-attached storage apparatus DS2 (S2902). This res-
ervation is executed in step S2807 in FIG. 28. Instead of
selecting a reserved page, an unassigned real page may be
selected. The CPU 115 makes the processing branch based on
whether this selection is done successfully or not (§2903). If
the selection fails, the CPU 11 notifies the administrator of'the
occurrence of an error (S2904).

[0198] If the selection is done successfully, the CPU 115
reads data from the real page in the migration source storage
apparatus DS1 assigned to the virtual page selected in S2901
and writes the data to the real page in the migration destina-
tion storage apparatus selected in S2902 (S2905). The CPU
115 requests with regard to the real page in the migration
source storage apparatus DS1 assigned to the virtual page
selected in S2901 that the migration source computer SV1
initializes the data and releases the assignment (S2906). After
receiving a response to this request from the CPU 11a for the
migration source computer SV1, the CPU 115 updates the
mapping table 445 (FIG. 8A) and the direct-attached storage
page table 455 (F1G. 8B) (S2907).

[0199] Specifically speaking, from among the records in
the mapping table 445, the CPU 115 changes the entry 444 of
the record corresponding to the virtual page selected in S2901
to the ID of the direct-attached storage apparatus DS2, the
entry 445 to the LUN of the real LU in the direct-attached
storage apparatus DS2, and the entry 446 to the ID of the real
page selected in S2902.

[0200] Furthermore, the CPU 11 changes the entry 454 of
the record in the direct-attached storage page table 454 cor-
responding to the real page selected in S2902 to the data
indicating the state of not being assigned. The CPU 115
repeats the processing from S2901 to S2907 with respect to
all the real pages whose migration source storage apparatus is
the direct-attached storage apparatus DS1 for the migration
source computer SV1 and whose migration destination stor-
age apparatus is the direct-attached storage apparatus DS2 for
the migration destination computer SV2 (S2908).

[0201] FIG. 25 shows an example of the data structure of
the tables after the processing for migration between direct-
attached storage apparatuses is completed. The record 4403
of the mapping table 445, the record 45034 of the direct-
attached storage page table 454 in the migration source com-
puter, and the record 45035 of the direct-attached storage
page table 456 in the migration destination computer are
respectively changed.

[0202] After completing the processing for migration
between the direct-attached storage apparatuses, the CPU
115 for the migration destination computer SV2 transmits a
response 2010 for the migration between the direct-attached
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storage apparatuses to the management terminal 4. FIG. SA
shows the system at this point in time.

[0203] At this point in time, the status of the data in the
migrated VM makes the transition from the state of migration
between the direct-attached storage apparatuses to the state of
destaging in the migration source computer. Therefore, the
CPU 11c for the management terminal 4 changes, according
to the VM migration program 52, the entry 642 in the status
table 64 (F1G. 21B) to the data indicating that destaging in the
migration source computer is in process, for example,
Destaging in the Migration Source Computer; and also
changes, according to the screen control program 51, the area
2202 to a message indicating that destaging in the migration
source computer is in process, for example, Destaging in the
Migration Source Computer. Then, the CPU 11 for the man-
agement terminal 4 transmits a migration source computer
destaging request 2011 to the migration destination computer
(8V2) according to the computer communication program
53.

[0204] If the migration destination computer SV2 receives
the migration source computer destaging request 2011, the
CPU 116 for the migration destination computer SV2
executes destaging processing 2 according to the distribution
control program 32. The destaging processing 2 is processing
for destaging data from the direct-attached storage apparatus
2 in the migration source computer to the external storage
apparatus 3.

[0205] FIG. 30 showsan example of a flowchart illustrating
the destaging processing 2. Firstly, the migration destination
computer CPU 115 refers to the migration destination deter-
mination table 47 (FIG. 21) and selects one virtual page
whose migration source storage apparatus is the direct-at-
tached storage apparatus DS1 for the migration source com-
puter SV1 and whose migration destination storage apparatus
is the external storage apparatus ES1 (S3001).

[0206] Next, the CPU 1156 refers to the external storage
page table 465 (FIG. 9) and selects an unassigned real page in
the external storage apparatus 3 (S3002). The CPU 115 makes
the processing branch based on whether this selection is done
successfully or not (S3003).

[0207] If the selection fails, the CPU 115 notifies the
administrator of the occurrence of an error (S3004). If the
selection is done successfully, the CPU 115 reads data from
the real page in the direct-attached storage apparatus DS1
assigned to the virtual page selected in S3001 and writes the
data to the real page in the external storage apparatus ES1
selected in S3002 (S3005).

[0208] Next, the CPU 115 requests with regard to the real
page assigned to the virtual page selected in S3001 that the
migration source computer SV1 initializes the data and
releases of the assignment (S3006). After receiving a
response corresponding to this request, the CPU 115 updates
the mapping table 445 (FIG. 26A) and the external storage
page table 465 (FI1G. 26C) (S3007).

[0209] Specifically speaking, from among the records in
the mapping table 445, the CPU 115 changes the entry 444 of
the record corresponding to the virtual page selected in S3001
to the ID of the external storage apparatus 3, the entry 445 to
the LUN of the real LU in the external storage apparatus 3,
and the entry 446 to the ID of the real page selected in S3002.
[0210] Furthermore, the CPU 115 changes the entry 454 of
the record in the external storage page table 465 correspond-
ing to the real page selected in S3002 to the data indicating the
state of being already assigned. The CPU 115 repeats the
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processing from S3001 to S3007 with respect to all the real
pages whose migration source storage apparatus DS1 is the
direct-attached storage apparatus for the migration source
computer SV1 and whose migration destination storage appa-
ratus is the external storage apparatus ES1 (S3008).

[0211] Next, an example of the data structure of the table
data after the destaging processing 2 (FIG. 30) is completed
will be explained. The record 4404 of the mapping table 445
(FIG. 26A) in the migration destination computer SV2, the
record 4504 of the direct-attached storage page table 45a
(FIG. 26B) in the migration source computer SV1, and the
record 4604 of the external storage page table 465 (FI1G. 26C)
in the migration destination computer SV2 are respectively
changed. Incidentally, the above description of S3005 is
based on the assumption that the migration destination com-
puter SV2 reads data of the direct-attached storage apparatus
DS1 from the migration source computer SV1 and migrates
the data to the external storage apparatus ES1; however, the
migration destination computer SV2 may give a command to
the migration source computer SV1 to migrate data from the
direct-attached storage apparatus DS1 to the external storage
apparatus ES1. It should be noted that transmission of a
migration source computer destaging request 2011 to the
migration source computer is not precluded.

[0212] After completing the destaging processing 2, the
CPU 115 for the migration destination computer SV2 trans-
mits a migration source computer destaging response 2012 to
the management terminal 4 and clears the data of the migra-
tion destination determination table 47 (FIG. 21A). FIG. 6
shows the status of the computer system at this point in time.
[0213] Finally, if the management terminal 4 receives the
migration source computer destaging response 2012, the
CPU 11c¢ for the management terminal 4 changes the VM
table 62 (FIG. 10B) according to the VM migration program
52. Specifically speaking, the CPU 11¢ changes the entry 632
of'the record corresponding to the VM, which is the migration
target in the VM table 62, to the ID of the migration destina-
tion computer 1 (SV1).

[0214] It should be noted that if the reason for VM migra-
tion is, for example, planned maintenance, there is a high
possibility that after migrating a VM to the migration desti-
nation computer, the administrator may migrate the VM again
to the migration source computer. In this case, by leaving the
data of the VM in the direct-attached storage apparatus 2 for
the migration source computer without executing the destag-
ing processing 2, the time it takes to migrate data during the
migration can be shortened and, at the same time, data migra-
tion upon the remigration can be made unnecessary. In this
embodiment, this type of operation mode is referred to as a
high-speed remigration mode. In this case, a checkbox for the
administrator to command the operation in the high-speed
remigration mode is added to the VM migration screen 2200.
[0215] Furthermore, in S2906 of the processing for migra-
tion between the direct-attached storage apparatuses
described in F1G. 29, the CPU 115 requests that the migration
source computer makes the real page in the migration desti-
nation computer, which is assigned to the virtual page
selected in S2901, temporarily unavailable. Then, in S2907,
the CPU 115 saves the content of the record corresponding to
the virtual page selected in S2901, from among the records in
the mapping table 445, in the main memory 125 before updat-
ing such record. The content of the record may be saved, for
example, in the entry 447 added to the mapping table 445
(FIG. 8B). Then, when the VM is migrated again to the
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migration source computer, the correspondence relationship
between the virtual page selected in S2901 and the real page
originally assigned to the virtual page (the real page in the
direct-attached storage apparatus 2 for the migration source
computer) is recovered in accordance with the content saved
in the entry 447.

[0216] Ifthe computer system according to the above-men-
tioned embodiment is used as described above, when a VM is
migrated from the first storage system to the second storage
system, the migration destination storage system stores the
data inthe VM of the migration source storage system, as well
as the data of its own VM, in the hierarchized storage areas in
the migration destination storage system. Therefore, even if
the VM is migrated between multiple computers, the quality
of storage hierarchization control for the multiple computers
can be maintained and the data management in the computer
system can be improved.

[0217] Next, regarding the second embodiment of this
invention, only the part of the second embodiment that is
different from the first embodiment will be described with
reference to FIG. 31 and FIG. 32. The second embodiment is
designed so that when an external storage apparatus ES2 is
additionally installed to the shared storage in the computer
system (FIG. 31), the CPU 11 in the computer SV1 or the
computer SV2 migrates, according to the storage control
program 38, data of an already existing external storage appa-
ratus 3 to the additionally installed external storage apparatus
3, thereby expanding the performance and capacity.

[0218] Firstly, an example of the system operation accord-
ing to this embodiment will be described with reference to
FIG. 31. A VM1 is operating in the computer SV1. The VM1
accesses a virtual LU (VL1). The virtual LU (VL1) is com-
posed of at least a VP11, a VP12, and a VP13. A direct-
attached storage apparatus DS1 is directly connected to the
computer SV1 and provides a real LU (RL1) to the computer
SV1. The real LU (RL1) is composed of at least a real page
RP11. An external storage apparatus ES1 provides a real LU
(RL3) to the computer SV1 via a network 5. The real LU
(RL3) is composed of at least real pages RP31 and RP32. The
real page RP11 is assigned to the virtual page VP11, the real
page RP31 is assigned to the virtual page VP12, and the real
page RP32 is assigned to the virtual page VP13.

[0219] On the other hand, a VM2 is operating in the com-
puter SV2. The VM2 accesses a virtual LU (VL2). The virtual
LU (VL2) is composed of at least virtual pages VP21 and
VP22. A direct-attached storage apparatus DS2 is directly
connected to the computer SV2 and provides areal LU (RL2)
to the computer SV2. The real LU (RL2) is composed of at
least a real page RP21. The external storage apparatus ES1
provides a real LU (RL4) to the computer SV2 via the net-
work 5. Thereal LU (RL4) is composed of at least a real page
RP41. The real page RP41 is assigned to the virtual page
VP21, and the real page RP21 is assigned to the virtual page
VP22.

[0220] It is assumed that the administrator connects an
external storage apparatus 3 whose ID is ES2 to the network
5. The external storage apparatus ES2 provides a real LU
whose ID is RL5 to the computer SV1 via the network 5. The
real LU (RL5) is composed of at least a real page whose ID is
RP51. Because there is only little free capacity in the real LU
(RL3) or because the performance of the external storage
apparatus ES1 is deteriorated due to the high access fre-
quency of the real LU (RL3), the data of the real page RP32
constituting the real LU (RL3) is migrated to the real page
RP51. This migration is referred to as the migration between
external storage apparatuses. Then, the real page RP51 is
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reassigned to the virtual page VP13 and the assignment of the
real page RP32 to the virtual page VP13 is canceled.

[0221] FIG. 32 is an example of a flowchart illustrating the
processing executed by the CPU 114 in the computer SV1 for
migrating data between external storage apparatuses accord-
ing to the distribution control program 32. This processing is
executed when the administrator adds the second and subse-
quent external storage apparatuses ES1 to the system by using
the external storage addition screen 1110. Firstly, the CPU
11a requests that the added external storage apparatus ES2
creates an [.U; and then adds a record to the external storage
page table 464 (FIG. 9) (S3201).

[0222] Next, the CPU 11 selects a real LU whose data is to
be migrated to the added external storage apparatus ES2,
from among the real LUs in the already existing external
storage apparatus ES1 (S3202). Next, the CPU 11a selects a
real page whose data is to be migrated, from among the real
pages constituting the real LU selected in S3202, (S3203).
The CPU 11a selects an unassigned real page from among the
real pages in the real LU created in S3201 (S3204). The CPU
11a reads data from the real page selected in S3203, writes the
datato the real page selected in S3204 (S3205), and initializes
the data of the real page selected in S3203. Then, the CPU 11a
updates the mapping table 44a and the external storage page
table 46a (S3206). The CPU 11a executes the processing
from S3203 to S3206 with respect to all the pages (S3207).
Furthermore, the CPU 11a executes the processing from
S3201 to S3207 with respect to all the real LUs (S3208).
[0223] Next, regarding the third embodiment of this inven-
tion, only the part of the third embodiment that is different
from the first embodiment will be described with reference to
FIG. 33. The third embodiment is characterized in that a
storage apparatus having high-speed but expensive storage
media is not directly connected to the computer 1, but is
embedded in the computer 1.

[0224] FIG. 33 is a block diagram showing a variation of
the computer 1. The computer 1 is constituted from a CPU 11,
a main memory 12, an NW IF 13, an HDD 14, an internal
storage apparatus 6, and a communication line 21 such as a
bus. The internal storage apparatus 6 is the same as the direct-
attached storage apparatus 2 in the first embodiment, except
that the internal storage apparatus 6 is embedded in the com-
puter 1.

[0225] Next, regarding the fourth embodiment of this
invention, only the part of the fourth embodiment that is
different from the first embodiment will be described with
reference to FIG. 34 and FIG. 35. The programs executed by
the computer according to the first embodiment are executed
by the CPU 11 in the direct-attached storage apparatus 2
according to the fourth embodiment.

[0226] FIG. 34 shows an example of the system configura-
tion according to this embodiment. The components of this
system are the same as the first embodiment, except that
direct-attached storage apparatuses 2 are connected to the
network 5 via the communication line 22.

[0227] FIG. 35 shows an example of the configuration of a
computer 1 and a direct-attached storage apparatus 2 in this
embodiment. The CPU 11 for the computer 1 executes the
application program 36 and the VM control program 37.
When the CPU 11 writes data to a virtual LU according to the
application program 36, the CPU 11 transmits a request to the
direct-attached storage apparatus 2 to write the data accord-
ing to the VM control program 37. On the other hand, when
the CPU 11 reads data from the virtual LU according to the
application program 36, the CPU 11 transmits a request to the
direct-attached storage apparatus 2 to read the data according
to the VM control program 37.
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[0228] The direct-attached storage apparatus 2 is consti-
tuted from a CPU 11, a main memory 12, an NW IF 13, a
device IF 15, a communication line 21, and one or more
non-volatile memories 18. The non-volatile memory may be,
for example, a flash memory, a PRAM (Phase change RAM),
or an SSD. The CPU 11 for the direct-attached storage appa-
ratus 2 executes the storage control program 38. Meanwhile,
the main memory 12 for the direct-attached storage apparatus
2 stores tables such as a VM table 41, a virtual LU table 42, an
external storage table 43, a mapping table 44, a direct-at-
tached storage page table 45, an external storage page table
46, and a migration destination determination table 47.
[0229] The CPU 11 for the direct-attached storage appara-
tus 2 executes various types of processing, which is executed
by the CPU 11 for the computer 1 according to the first
embodiment, according to the storage control program 38.

INDUSTRIAL APPLICABILITY

[0230] This invention provides a computer system using
the computer virtualization technology and the storage hier-
archization technology and also provides a data storage con-
trol method for such a computer system.

1. A computer system with a plurality of storage systems
coupled to each other via a network, the computer system
comprising:

a first storage system; and

a second storage system;

wherein the first storage system includes a first computer

for operating a first virtual machine and stores data of the
first virtual machine in a first memory unit that is hier-
archized;

wherein the second storage system includes a second com-

puter for operating a second virtual machine and stores
data of the second virtual machine in a second memory
unit that is hierarchized; and

wherein when the first computer migrates the first virtual

machine to the second computer, the second computer
stores data of the first virtual machine and data of the
second virtual machine in the second memory unit.

2. The computer system according to claim 1, wherein a
shared storage unit shared by the first storage system and the
second storage system is connected to the network;

wherein the first storage system has a first dedicated stor-

age unit for storing data of the first virtual machine for
exclusive use and the first memory unit is configured by
hierarchizing the first dedicated storage unit and the
shared storage unit; and

wherein the second storage system has a second dedicated

storage unit for storing data of the second virtual
machine for exclusive use and the second memory unit is
configured by hierarchizing the second dedicated stor-
age unit and the shared storage unit.

3. The computer system according to claim 2, wherein the
first computer has a first logical volume for access to the first
virtual machine;

wherein the second computer has a second logical volume

for access to the second virtual machine; and

wherein when the first computer migrates the first virtual

machine to the second computer, it migrates the first
logical volume to the second computer.

4. The computer system according to claim 2, wherein each
of the first dedicated storage unit and the second dedicated
storage unit includes a Tier O storage device, and

the shared storage unit has a Tier 2 storage device.
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5. The computer system according to claim 3, wherein the
first logical volume has a first virtual volume and a storage
area in the first memory unit is allocated to the first virtual
volume, and

the second logical volume has a second virtual volume and

a storage area in the second memory unit is allocated to
the second virtual volume.

6. The computer system according to claim 5, wherein the
second computer changes a form of allocation of the storage
area in the first memory unit to the first virtual volume accord-
ing to frequency of access to the first logical volume in the
first virtual machine.

7. The computer system according to claim 5, wherein the
second computer changes a form of allocation of the storage
area in the second memory unit to the second virtual volume
according to frequency of access to the second logical volume
in the second virtual machine.

8. The computer system according to claim 5, wherein the
second computer changes a form of allocation of the storage
area in the first memory unit to the first virtual volume accord-
ing to frequency of access to the first logical volume in the
first virtual machine; and

the second computer changes a form of allocation of the

storage area in the second memory unit to the second
virtual volume according to frequency of access to the
second logical volume in the second virtual machine.

9. The computer system according to claim 3, wherein the
second computer migrates data of the second dedicated stor-
age unit to the shared storage unit; and

migrates data of the first dedicated storage unit to the

second dedicated storage unit.

10. The computer system according to claim 3, wherein the
second computer compares frequency of access to data of the
second dedicated storage unit with frequency of access to data
of' the first dedicated storage unit; and

if the former access frequency is lower than the latter

access frequency, the second computer migrates the data
ofthe second dedicated storage unit to the shared storage
unit and migrates the data of the first dedicated storage
unit to the second dedicated storage unit.

11. The computer system according to claim 10, wherein
the second computer migrates data which has not been
migrated to the shared storage unit, from among the data of
the first dedicated storage unit, to the shared storage unit.

12. The computer system according to claim 11, wherein
after migration of the first virtual machine and the first logical
volume to the second computer and before migration of data
of'the first virtual machine to the second computer, the second
computer accesses the first computer based on access by the
first virtual machine to the first logical volume; and

wherein the first computer reads target data from the first

dedicated storage unit based on access by the second
computer and sends this data to the second computer.

13. A data storage control method for a computer system
with a plurality of storage systems connected to each other via
a network, each of the plurality of storage systems having a
virtual machine whose data is stored in hierarchized storage
areas,

wherein when a virtual machine of a first storage system is

migrated from the first storage system to a second stor-
age system, the second storage system stores data of the
virtual machine of the first storage system as well as data
of its own virtual machine in the hierarchized storage
areas in the second storage system.
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