Title: PROXY BINDING MANAGEMENT IN MOBILE IP NETWORKS

Abstract: There is provided a method of managing binding information, on behalf of a Mobile Node, at a Home Agent in a Mobile IP network. A record of Correspondent Binding Reception on and Correspondent Binding Registration is maintained at the Home Agent. The Correspondent Binding Reception record comprises a Home Address of the Mobile Node and a Care-of-Address of a Correspondent Node, and the Correspondent Binding Reception record comprises an IP address of the Correspondent Node and security credentials authenticating that the Home Agent can act on behalf of the Mobile Node. In the event that the Home Agent receives a Binding Update message on behalf of the Mobile Node, the Care of address of the Correspondent Node in the Correspondent Binding Reception record is updated. In the event that the Home Agent sends a Binding Update message on behalf of the Mobile Node, it is sent using the security credentials stored in the Correspondent Binding Reception record.
Proxy Binding Management in Mobile IP Networks

Technical Field

The invention relates to the field of binding management in Mobile IP networks.

Background

Mobile IP (MIP), which is described in IETF RFC 3344, allows users of mobile communications devices to move from one network to another whilst maintaining a permanent IP address, regardless of which network they are in. This allows a user to maintain connectivity whilst on the move. For example, if a user were participating in a Voice Over IP (VoIP) session, during they may move from one network to another. Without MIP support, the user's IP address may change, which would lead to problems with the VoIP session.

A Mobile Node (MN) is allocated two IP addresses: a permanent home address and a care-of address (CoA). The CoA is associated with a node in the network that the user is currently visiting. To communicate with the MN, packets are sent to the MN home address. These packets are intercepted by a Home Agent in the home network, which has knowledge of the current CoA. The Home Agent then tunnels the packets to the CoA of the MN with a new IP header, whilst preserving the original IP header. When the packets are received by the MN, it removes the new IP header and obtains the original IP header. The MN sends packets directly to another node via a foreign agent in the visited network. The foreign agent maintains information about visiting MNs, including the CoA of each visiting MN.

Proxy Mobile IPv6 (PMIPv6), IETF draft-sgundave-mip6-proxymip6-01, describes a Proxy Mobile Agent (PMA) function. This function emulates home link properties in order to make a MN behave as though it is on its home network and allows support for mobility on networks that would not otherwise support MIPv6.
A PMA is usually implemented at the access router. The PMA sends and receives mobility related signalling on behalf of a MN. When a MN connects to an access router having a PMA, the MN presents its identity in the form of a Network Access Identifier (NAI) as part of an access authentication procedure. Once the MN has been authenticated, the PMA obtains the user's profile from a policy store. The PMA, having knowledge of the user profile and the NAI, can now emulate the MN's home network. The MN subsequently obtains its home address from the PMA. The PMA also informs the MN's Home Agent of the current location of the MN using a Binding Update message. The Binding Update message uses the NAI of the MN. Upon receipt of the Binding Update message, the Home Agent sets up a tunnel to the PMA and sends a binding acknowledgement to the PMA. On receipt of the Binding Acknowledgement, the PMA sets up a tunnel to the Home Agent. All traffic from the MN is routed to the Home Agent via the tunnel.

The Home Agent receives any packet that is sent to the MN, and forwards the received packet to the PMA through the tunnel. On receipt of the packet, the PMA removes the tunnel header and sends the packet to the MN. The PMA acts as a default router on the access link. Any packets sent from the MN are sent via the PMA to the Home Agent, which then sends the packet on to its ultimate destination.

In Proxy Mobile IP (PMIP) networks, it is assumed that the functionalities of Client Mobile IP (CMIP) and PMIP co-exist on the MN. This is because, in the early stages of introducing PMIP technology, there will not be wide deployment of PMIP networks.

On the MN, the mode of IP mobility management may alternatively be switched between CMIP and PMIP modes depending on which of PMIP or non-CMIP domain networks the MN is connected to. When the MN visits a PMIP network, it delegates handling of mobility signaling to the proxy mobile agent (PMA), while it handles mobility management by itself when visiting a normal IP network.
No Route Optimization (RO) mechanism is specified in PMIPv6 at present. It is a natural extension to the functionality of the PMA to implement RO features by re-using the mechanism specified in MIPv6. The route optimization mechanism in MIPv6 is designed in a way that an optimization could be applied between nodes in each direction separately. A node therefore has the capability of registering binding information of the node itself to its peer, and also the capability of accepting binding registrations from the peer. The former capability is termed herein "correspondent binding registration", and the latter capability is termed herein "correspondent binding reception".

A node must maintain a record of correspondent binding registration in order that it may update the binding stored in the peer's binding cache after the node moves between networks. The record is called the Binding Update List (BUL). The BUL is referred to when the host sends route optimized outgoing packets. On the other hand, in order to receive route optimized incoming packets, a node must maintain the binding information in a database, termed a Binding Cache (BC). The combination of the BUL and the BC for a given MN is termed herein "mobility context".

According to MIPv6, a node that has the capabilities of both a MN and a Correspondent Node (CN) maintains the mobility context, while in PMIPv6, a MN is not required to maintain any mobility context. Allowing a PMA to serve as a proxy for the MN gives rise to several problems.

Where a MN moves from a PMIP domain to a CMIP domain, the following problems can prevent smooth transition of the mobility context information:

- The MN has no information about the mobility context because the PMA has solely performed correspondent binding registration and correspondent binding reception on behalf of the MN in the PMIP domain.
- The PMA may not be able to detect departure of a MN from the network.

Where a MN moves from a CMIP domain to a PMIP domain, the following problems arise:
- The PMA receives no information about the mobility context because the MN has performed correspondent binding registration and correspondent binding reception by itself in the CMIP domain.
- It may be difficult for the MN to detect that it has moved to a given PMIP domain because the MN may consider the subnet as the MN's normal home network. Note that, as described above, PMIP is designed in a way that the PMA emulates the home network for a given MN by advertising home prefix in a router advertisement message.

There are at least two possible approaches to overcome these problems. A first approach is to define an explicit mechanism to transfer the mobility context information between the MN and the PMA. However, defining a mechanism for explicit context transfer increases complexity of the protocol procedure to be performed by PMA and MN. A second approach is to provide an entity that solely maintains the mobility context for a given MN, regardless of the type of network domain (CMIP or PMIP) to which the MN is connected.

EP 1445915 describes a system and method for route optimization in a wireless internet protocol network. The basic concept is to maintain a BUL at a Home Agent (HA) and send mobility signalling messages from the HA to the CN on behalf of the MN. This is one way to solve the problem of maintaining a BUL in the situation where a MN roams between CMIP and PMIP networks. However, some problems remain that are not addressed by this document.

In order for the MN to create a correspondent binding entry at the CN, the MN must to provide evidence to the CN, at the time of sending a BU message, proving that the MN is actually the node that performed the return routability procedure prior to registration. In normal cases, there is no trust relationship between the CN and MN, and thus a return routability procedure must be performed in order for the CN to verify that the MN is actually reachable with its claimed addresses, namely the MN's home address and care-of address. A standard MIPv6 CN only accepts a BU message with valid Binding Auth
Data, which can be calculated using keygen tokens generated by a home test and care-of test. EP 1445915 does not provide any mechanism or solution for fulfilling these security requirements, and so it is not technically feasible for the HA to send BU message to the CN on behalf of the MN.

Furthermore, according to EP 1445915, the MN maintains the BUL and informs of the HA about entries in the BUL. However, this approach is not feasible in the case where the MN moves from CMIP to PMIP domain network.

Summary

According to the invention, the role of the Home Agent (HA) is extended to allow it to serve as a proxy for the Mobile Node (MN) for maintenance of mobility context information as well as handling relevant mobility signalling messages, without bringing further security vulnerability to the Internet. This can be achieved by allowing the HA to send mobility management signals on behalf of the MN (or any other entity which serves as a proxy for the MN) using the credentials provided by the MN. The HA maintains stateful information of correspondent binding registration and correspondent binding reception for a given MN. This allows the MN to roam freely between CMIP and PMIP networks, without requiring a mobility context transfer mechanism.

The HA may perform part of a return routability procedure, that is to say, a home test on behalf of the MN. At the same time, taking advantage of the request and response message exchange required for the home test, the HA may evaluate the transmission cost on the path between the HA and CN by some means, for instance, by performing a Round Trip Time (RTT) measurement.

The MN can perform a return routability check with its CN and provide the results to the HA using secure mobility signalling messages. Furthermore, taking advantage of the request and response message exchange required for a care-of test, the MN may
evaluate the transmission cost on the path by some means, for instance, by performing a RTT measurement on the path between the MN and CN.

By receiving the results of a care-of test from the MN, the HA may send a request message for correspondent binding registration to the CN. In addition, the HA may decide whether or not to activate route optimization for a given correspondent node of the MN, based on the evaluation of the transmission cost of relevant paths between the CN and HA, HA and MN, and MN and CN, respectively. The evaluation can be made by any suitable means including RTT measurement during the return routability procedure. In this way, the HA can selectively perform route optimization on behalf of the MN.

According to a first aspect of the invention, there is provided a method of managing binding information, on behalf of a Mobile Node, at a Home Agent in a Mobile IP network. A record of Correspondent Binding Reception and Correspondent Binding Registration is maintained at the Home Agent. The Correspondent Binding Reception record comprises a Home Address of the Mobile Node and a Care-of-Address of a Correspondent Node, and the Correspondent Binding Reception record comprises an IP address of the Correspondent Node and security credentials authenticating that the Home Agent can act on behalf of the Mobile Node. In the event that the Home Agent receives a Binding Update message on behalf of the Mobile Node, the Care of address of the Correspondent Node in the Correspondent Binding Reception record is updated. In the event that the Home Agent sends a Binding Update message on behalf of the Mobile Node, it is sent using the security credentials stored in the Correspondent Binding Reception record.

The method may further comprise, at the Home Agent, activating Route Optimization for user data packets sent between the Mobile Node and the Correspondent Node.

In some embodiments of the invention, the method comprises maintaining at the Home Agent a Correspondent Node List, the Correspondent Node List comprising information
selected from any of an IP address of a Correspondent Node, Route Optimization information, authorization information. The Correspondent Node List can then be transmitted to a node selected from the Mobile Node and a Proxy Mobile Agent by piggybacking the information into existing signalling message.

The method may include receiving, at the Home Agent, the results of a Return Routability Test between the Mobile Node, a Correspondent Node, a Proxy Mobile Agent acting on behalf of the Mobile Node, or a Correspondent Node. On the basis of the results, the Home Agent can determine whether to perform Route Optimization.

The two nodes may be selected from any of the Mobile Node and a Correspondent Node, a Proxy Mobile Agent acting on behalf of the Mobile Node and the Correspondent Node, the Home Agent and the Correspondent Node, the Home Agent and a Proxy Mobile Agent, and the Home Agent and the Mobile Node.

In this case, the Round Trip Time may be measured during a procedure selected from any of:

- a Care-of Test procedure between the Mobile Node and the Correspondent Node;

- a Care-of Test procedure between the Proxy Mobile Agent acting on behalf of the Mobile Node and the Correspondent Node;

- a Home Test procedure between the Home Agent and the Correspondent Node;
- a Home Registration procedure between the Home Agent and the Correspondent Node;
- a Proxy Home Registration procedure between the Home Agent and the Proxy Mobile Agent; and

- a Home Registration procedure between the Home Agent and the Mobile Node.

The Home Agent may respond to the Return Routability Test request messages using the security credentials stored in the Correspondent Binding Reception record.
The results of the Return Routability Test may be sent from the Mobile Node to the Home Agent in a message comprising a Care-of Keygen Token, and a measured Round Trip Time measured between the Mobile Node and the Correspondent Node.

5 Depending on whether the Mobile Node is acting on its own behalf, or whether a Proxy Mobile Agent is acting on behalf of the Mobile Node, the security credentials used will be either the security credentials of the Mobile Node or the security credentials of the Proxy Mobile Agent.

10 In the case where the Mobile Node is communicating with a Correspondent Node in a Proxy Mobile IP network, the Home Agent may query a database to obtain an identity of a Proxy Mobile Agent serving the Correspondent Node.

User data packets are preferably processed in a route optimized manner using a Routing Header Type 2 and a Home Address Destination Option.

According to a second aspect of the invention, there is provided a Home Agent for use in a Mobile IP network, the Home Agent comprising:

a memory for storing a record of Correspondent Binding Reception and Correspondent Binding Registration, the Correspondent Binding Reception record comprising a Home Address of a Mobile Node for which the Home Agent is acting and a Care-of-Address of a Correspondent Node, and the Correspondent Binding Reception record comprising an IP address of the Correspondent Node and security credentials authenticating that the Home Agent can act on behalf of the Mobile Node;

25 a receiver for receiving a Binding Update message on behalf of the Mobile Node means for updating the Care of address of the Correspondent Node in the Correspondent Binding Reception record; and

a transmitter for transmitting a Binding Update message on behalf of the Mobile Node, the message using the security credentials stored in the Correspondent Binding Reception record.
The term "peer node" is used to denote either a Correspondent Node or any node that is acting on behalf of the Correspondent Node.

5

**Brief Description of the Drawings**

Figure 1 is a flow chart showing the basic steps of an embodiment of the invention;

10 Figure 2 illustrates schematically the movement of a Mobile Node from a PMIP network to a CMIP network;

Figure 3 illustrates schematically the movement of a Mobile Node from a CMIP network to a PMIP network;

15 Figure 4 illustrates schematically proxy correspondent binding reception when a Mobile Node attaches to a CMIP network;

Figure 5 illustrates schematically proxy correspondent binding reception when a Mobile Node attaches to a PMIP network;

20 Figure 6 illustrates schematically route optimization in a PMIP network; and

Figure 7 illustrates schematically a Home Agent according to an embodiment of the invention.

**Detailed Description**

Referring to Figure, a Home Agent HA maintains 1 a Correspondent Binding Reception and Correspondent Binding Registration. Where the HA receives 2 a Binding Update on behalf of a Mobile Node, it updates 3 the Care-of-Address of the Correspondent
Node, and when the HA sends a Binding Update on behalf of the Mobile Node, it sends the Binding Update using security credentials stored in the Correspondent Binding Reception record.

Referring to Figure 2, when a MN moves from a PMIP network to a CMIP network, the HA performs proxy correspondent binding registration by sending a correspondent Binding Update (BU) message to the CN on behalf of the Mobile Node (MN). Figures 2 and 3 illustrate the movement of a Mobile Node (MN) between a PMIP network and a CMIP network when a proxy correspondent binding registration is performed by a Home Agent (HA).

1. The MN detects that it has moved from a PMIP to a CMIP network and sends a home registration Binding Update message to the HA.

2. The HA receives the home registration Binding Update message from the MN and verifies the message. The HA checks its Binding Cache to see if there is a matching entry for the MN, and updates the CoA in the Binding Cache. The HA also checks the Correspondent Node list in the Binding Cache information to see if deregistration is needed immediately.

If immediate deregistration is considered necessary, the HA sends a deregistration Binding Update message (BU') to the Correspondent Node (CN), designated CNl in Figure 1.

The HA sends a Binding Acknowledgement (BA') message to the MN. The BA' message contains information which includes a list of Correspondent Nodes to which the MN should initiate return routability procedure. In the example of Figure 1, the MN also performs a return routability procedure with CNl.
3. The MN performs a care-of test by sending Care-of Test Init (CoTI) message to the CN. The MN records a timestamp upon transmission of the Care-of Test Init message.

4. The MN receives a Care-of Test (CoT) message from the CN. The MN again records a timestamp upon receipt of the CoT message. Round Trip Time (RTT) is determined on the basis of the two timestamps. Note that in one embodiment, the care-of test (steps 3 and 4) can be performed in parallel with home registration (steps 1 and 2), which can reduce the latency between steps 3 and 5.

5. The MN sends another Binding Update message (BU') to the HA. The BU' contains the results of the care-of test, namely the set of care-of test results including the result of the RTT measurement. BU' is protected by Encapsulation Security Payload (ESP) header, and so confidentiality of the information carried by the message is assured.

6. The HA verifies the results of the RTT measurements, and the paths between HA - CN, HA - MN, and CN - MN. The HA evaluates the RTT of each path and decides if route optimization is beneficial for the MN. If the HA, on the basis of the evaluation, decides that route optimization is required, the HA sends a Binding Update message (BU') to CNl. The BU' message is a normal correspondent Binding Update message except that the source address of the IPv6 header is set as the address of the HA, and the message contains an Alternative Care-of Address Option in which the MN's care-of address is stored.

7. The CNl sends a Binding Acknowledgement to the HA (this step is optional). The Binding Acknowledgement is not sent back to the MN but rather to the HA, as the source address of the Binding Update is the address of the HA.

Referring to Figure 3, when a Mobile Node moves from a CMIP network to a PMIP network, the procedure is as follows:
1. After the MN moves into the PMIP network, it is authenticated in the network. Once it has been authenticated, the Proxy Mobile Agent (PMA) sends a home registration Proxy Binding Update message to the HA.

2. The HA receives and verifies the home registration Proxy Binding Update message from the MN. The HA checks its Binding Cache to see if there is any matching entry for the MN and updates the CoA. The HA also checks the correspondent node list for the MN stored as part of Binding Cache information to see if deregistration is needed immediately.

If immediate deregistration is required, the HA sends a deregistration Binding Update message (BU') to the Correspondent Node CN. The HA sends a Binding Acknowledgement (BA') message to the MN. The BA' contains information that indicates the necessity of the correspondent registration. In the example of Figure 2, it is indicated that the PMA should perform return routability procedure with CNI.

3. The PMA performs a care-of test by a sending a CoTI message to the CN. The PMA records a timestamp upon transmission of the CoTI message.

4. In response to the CoTI message, the PMA receives a Care-of Test message from the CN. The PMA again records a timestamp upon the receipt of the COT message. RTT is determined on the basis of the two time stamps. As with the previous example of Figure 1, the care-of test (steps 3 and 4) can be performed in parallel with home registration (steps 1 and 2), which can reduce the latency between step 3 and 5.

5. The PMA sends a further Proxy Binding Update message (PBU') to the HA. The PBU message contains the results of the care-of test, including the result of RTT measurement. As in Figure 1, the confidentiality of information carried by the PBU' message is assured using ESP.
6. The HA verifies the results of RTT measurements, and the paths between HA - CN, HA - PMA, and CN - PMA. The HA evaluates the RTT of each path and decides if route optimization is beneficial for the MN. If the decision is made to perform route optimization, the HA sends a Binding Update message (BU’) to the CNl. The BU’ is a normal correspondent Binding Update message, except that the source address of the IPv6 header is set as the address of the HA, and the message contains Alternative Care-of Address Option in which the MN's care-of address is stored.

7. The CNl sends Binding Acknowledgement to the HA (optional). Note that the Binding Acknowledgement is sent back not to the MN but to the HA as the source address of the Binding Update was HA's address.

Figure 4 and 5 illustrate movement of a Mobile Node between a PMIP network and a CMIP network when a HA performs proxy correspondent binding reception. The HA performs proxy correspondent binding reception by receiving a correspondent BU message from the CN on MN's behalf.

Referring to Figure 4, the procedure of proxy correspondent binding reception when the MN moves from a PMIP network to a CMIP network is illustrated. In Figure 3, MNI is served by HA1. MN2, which is a communicating peer with MNI, is served by HA2. HA1 responds to a correspondent binding registration from the MN2 on behalf of the MNI. Note that the Care-of Init message, Home Test Init message and BU messages are sent to the home address of MNI. Hence HA1 should be able to receive those messages and perform proxy correspondent binding reception on behalf of MNI.

The binding cache generated by correspondent binding reception is termed herein 'correspondent binding cache'. A correspondent binding cache is stored at an HA as part of binding cache entry for a given MN. Note that the creation of correspondent binding cache is permormed independently from the movement between networks of the MN that is served by the HA. However, when the MN moves from a PMIP network to a CMIP network, the HA explicitly informs the MN of the correspondent binding
cache which is generated by the proxy correspondent binding reception. The procedure is as follows:

1. MNl detects that it has moved from a PMIP network to a CMIP network, and accordingly sends a home registration Binding Update message to HAl.

2. HAl receives and verifies the home registration Binding Update message from MNl. HAl checks its Binding Cache to see if there is a matching entry for MNl and updates the CoA. It also checks the correspondent binding cache. If there is any matching entry found, the HA includes the information in the Binding Acknowledgement message (BA’) sent to MNl.

3. MNl receives the BA’ message and extracts the information from the correspondent binding cache contained in message BA’.

   The correspondent binding cache information is referred to when MNl receives a route optimized packet from its peer node (MN2). Note that such a route optimized packet could be received through a bi-directional tunnel or in a direct manner. In the MIPv6 specification, it is specified that when processing IP packet with Home Address Destination Option, the node must check its binding cache information and see if there is any matching entry. This verification is required for preventing impersonation where a malicious node pretends to be a given MN by claiming his home address.

   The correspondent binding cache information is also referred to when MNl sends an IP packet to the peer whose entry appears in the cache. As specified in MIPv6 specification, the MN can send an IP packet directly to the care-of address of the peer node by using Routing Header type 2.

   The HA performs proxy correspondent binding reception by receiving correspondent BU message from the CN on MN’s behalf. Figure 5 illustrates the procedure of proxy correspondent binding reception when the MN moves to a PMIP network. The
procedure is similar to that described for Figure 3, except that the PMA in the PMIP network exchanges mobility signals with the HA. The procedure is as follows:

1. MNl moves to the PMIP network, and is authenticated in that network. Once authentication has taken place, the PMA sends a home registration Proxy Binding Update message to HAl.

2. HAl receives and verifies the home registration Proxy Binding Update message from the PMA. HAl checks its Binding Cache to see if there is any matching entry for MNl and updates the CoA. It also checks the correspondent binding cache. If there is any, HAl includes the information in the Proxy Binding Acknowledgement message (PBA).

3. The PMA receives the PBA' message and extracts the correspondent binding cache information. The information is referred to when the PMA receives/sends route optimized packets sent between the peer node and MNl.

Where the PMA receives route optimized packets destined for MNl, it processes the Home Address Destination Option and removes the extension header from the original IP packets. Where the PMA receives packets destined to a given peer node whose entry appears in the correspondent binding cache, the PMA inserts Routing Header Type 2 and swaps the source address and the address stored in the routing header (home address of the peer node) and transmits the packets directly to the peer.

In CMIP context, the MN must tear down the mobility context information provided by the HA when it detects returning home. This is the case where the MN is attached to PMIP network where the home prefix is advertised to the MN by the PMA.

It is possible for a Mobile Node to move between two PMIP access networks, as illustrated in Figure 6. In this example, it is assumed that MNl visits a subnet which is served by PMA2, and maintains a user session with its correspondent node MN2. MN2
is also a client of the PMIP network. MN2 is currently served by PMA5. MN1 and MN2 are served by HAl and HA2, respectively. The procedure is as follows:

1. Once MN1 has been authenticated by the PMIP network PMAl sends a home registration Proxy Binding Update message to HAl.

2. HAl receives and verifies the home registration Proxy Binding Update message from MN1. HAl checks its Binding Cache to see if there is any matching entry for MN1 and updates the CoA. It also checks the correspondent node list for MN1 stored as part of the Binding Cache information to determine whether deregistration is required immediately. In it is determined that deregistration is required, HAl comes to know that the correspondent node serving MN2 is visiting the same PMIP domain. HAl resolves the PMA of the correspondent node by referring to an additional database (shown as BC in Figure 5) which is periodically synchronized with the master database (shown as Master DB in Figure 5). The master database is a centrally managed database that stores all the binding information within a given PMIP domain. HAl sends Binding Acknowledgement message (BA') to PMA2, which contains the correspondent binding information, namely the home address and care-of address of MN2. Note that the care-of address in this example is the address of PMA5.

3. HAl sends a Proxy Binding Update message (PBU') to PMA5. The PBU' message is protected by pre-established security associations between HAl and PMA5.

4. PMA5 sends back a Proxy Binding Acknowledgement (PBA') message to HAl indicating that the PBU' message was successfully received.

As described above, the HA and MN conduct RTT measurements to estimate transmission delay on the paths between HA - CN, HA - MN, and CN - MN.

Return routability procedure is designed such that that the correspondent node remains stateless until it receives a BU message from the MN, and so it is reasonable to expect
that the correspondent node will not take much time to process the request messages (Care-of Test Init and Home Test Init messages). The only procedure that the correspondent node must perform when it receives a Care-of Test Init or Home Test Init message is to calculate a Message Authentication Code, called a keygen token, which is calculated using a hash function (e.g. HMAC_SHA1).

Table 1 shows the 3 types of RTT values that are taken into account by the HA to decide whether route optimization for a given correspondent node for the MN is required. Specific algorithms for evaluating the RTT values are outside the scope of this invention, but an example of a simple algorithm is: "activate route optimization when the sum of RTTHA-CN and RTTHA-MN is considerably larger than RTTMN-CN."

Table 1: RTT values

<table>
<thead>
<tr>
<th>RTT</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RTT_{HA-CN}$</td>
<td>Measured by HA during the home test. HA performs home test on behalf of the MN</td>
</tr>
<tr>
<td>$RTT_{HA-MN}$</td>
<td>Measured by HA during home registration. It is assumed that the MN and HA synchronize clocks</td>
</tr>
<tr>
<td>$RTT_{MN-CN}$</td>
<td>Measured by MN during care-of test. The result will be transferred to the HA being stored in Care-of Test Option</td>
</tr>
</tbody>
</table>

Newly defined mobility options are also provided by the invention. These mobility options can be included in a Mobility Header message, which is defined in the Mobile IPv6 specification.

A Care-of Test option is a new mobility option that holds the results of a care-of test that the MN performed against the CN which appears in a Correspondent Node List (CNL) option provided by the HA, and it is included in a BU message to be sent by the MN/PMA to the HA. The Care-of Test Option includes following information:

- Care-of Init Cookie
- Care-of Keygen Token
- Care-of Nonce Index
A CNL option is a mobility option that holds a list of correspondent nodes of the MN, and it is included in a BA message to be sent by the HA to the MN/PMA. Each entry of the list contains the following information for each correspondent node in the list:

- IP address
- Direction of the route optimization enabled (either INBOUND or OUTBOUND or both)
- Mechanism of authorizing BU (e.g. Return Routability procedure)

A Correspondent Binding Information (CBI) option is a mobility option that holds a single binding information comprising a home address and care-of address for the CN, and is included in the PBA sent by the HA to the PMA. It comprises the following information:

- Home address (IPv6 address)
- Care-of address (IPv6 address)

Referring to Figure 7, a schematic diagram of a Home Agent according to an embodiment of the invention is shown. The Home Agent 701 comprises a memory 702 for storing a Binding Cache, a receiver 703 for receiving a Binding Update message, and a processor 704 for updating the data stored in the Binding Cache and for determining whether route optimization is required.

The invention as described above does not require any changes for peer nodes in terms of CN functionality. In other words, peer nodes can be standard MIPv6 CNs. The HA can send a correspondent Binding Update message to the peer node on behalf of the MN without security issue arising. Furthermore, no change is required for peer nodes in terms of MN functionality. In other words, peer nodes can be standard MIPv6 MNs. The HA can accept correspondent Binding Update messages from a peer node on behalf of the MN without arising any security issue.
Using the invention, no context transfer mechanism is required for the PMA or the MN. As described previously, a context transfer mechanism is expected to be expensive, and an operational burden for the network operator.

The Proxy Correspondent Binding Reception performed by the HA allows the MN to be able to accept correspondent binding from its peer node even if it is located in a PMIP domain network.

The invention may be implemented simply by introducing new mobility options for inclusion in mobility header messages, namely, Care-of Test Option and Correspondent Node List Option. This simplifies introduction of the invention into existing networks.

The HA can selectively activate route optimization for the communication between the MN and CN in the light of RTT measurement results, ensuring that route optimization is only performed where required.

It will be appreciated by the person of skill in the art that various modifications may be made to the above described embodiments without departing from the scope of the present invention.
CLAIMS:

1. A method of managing binding information, on behalf of a Mobile Node, at a Home Agent in a Mobile IP network, the method comprising:
   maintaining a record of Correspondent Binding Reception and Correspondent Binding Registration, the Correspondent Binding Reception record comprising a Home Address of the Mobile Node and a Care-of-Address of a Correspondent Node, and the Correspondent Binding Reception record comprising an IP address of the Correspondent Node and security credentials authenticating that the Home Agent can act on behalf of the Mobile Node;
   in the event of the Home Agent receiving a Binding Update message on behalf of the Mobile Node, updating the Care of address of the Correspondent Node in the Correspondent Binding Reception record; and
   in the event of the Home Agent sending a Binding Update message on behalf of the Mobile Node, sending the Binding Update message using the security credentials stored in the Correspondent Binding Reception record.

2. A method of managing binding information according to claim 1, further comprising, at the Home Agent, activating Route Optimization for user data packets sent between the Mobile Node and the Correspondent Node.

3. A method of managing binding information according to claim 1 or 2, further comprising:
   maintaining at the Home Agent a Correspondent Node List, the Correspondent Node List comprising information selected from any of an IP address of a Correspondent Node, Route Optimization information, authorization information; and
   transmitting the Correspondent Node List to a node selected from the Mobile Node and a Proxy Mobile Agent by piggybacking the information into the existing signalling message.
4. A method of managing binding information according to any one of claims 1 to 3, the method further comprising:
   receiving at the Home Agent the results of a Return Routability Test between two nodes selected from the Mobile Node and a Correspondent Node, or a Proxy Mobile Agent acting on behalf of the Mobile Node and a Correspondent Node; and
   on the basis of the results, determining whether to perform Route Optimization.

5. A method of managing binding information according to claim 4, wherein the Round Trip Time is measured during a procedure selected from any of:
   a Care-of Test procedure between the Mobile Node and the Correspondent Node;
   a Care-of Test procedure between the Proxy Mobile Agent acting on behalf of the Mobile Node and the Correspondent Node;
   a Home Test procedure between the Home Agent and the Correspondent Node,
   a Home Registration procedure between the Home Agent and the Correspondent Node;
   a Proxy Home Registration procedure between the Home Agent and the Proxy Mobile Agent; and
   a Home Registration procedure between the Home Agent and the Mobile Node.

6. A method of managing binding information according to claim 4 or 5, wherein the Home Agent responds to the Return Routability Test request messages using the security credentials stored in the Correspondent Binding Reception record.

7. A method of managing binding information according to any one of claims 3 to 6, wherein the results of a Return Routability Test are sent from the Mobile Node to the Home Agent in a message comprising a Care-of Keygen Token and a measured Round Trip Time measured between the Mobile Node and the Correspondent Node.

8. A method of managing binding information according to any one of the preceding claims, wherein the security credentials are selected from the security
credentials of the Mobile Node and the security credentials of a Proxy Mobile Agent
acting on behalf of the Mobile Node.

9. A method of managing binding information according to any one of the
preceding claims, wherein the Mobile Node is communicating with a Correspondent
Node in a Proxy Mobile IP network, the method comprising, at the Home Agent,
querying a database to obtain an identity of a Proxy Mobile Agent serving the
Correspondent Node.

10. A method of managing binding information according to any one of the
preceding claims, comprising, at one of a Mobile Node and a Proxy Mobile Agent
acting on behalf of the Mobile Node, processing user data packets in a route optimized
manner using a Routing Header Type 2 and a Home Address Destination Option.

11. A Home Agent for use in a Mobile IP network, the Home Agent comprising:
a memory for storing a record of Correspondent Binding Reception and
Correspondent Binding Registration, the Correspondent Binding Reception record
comprising a Home Address of a Mobile Node for which the Home Agent is acting and
a Care-of-Address of a Correspondent Node, and the Correspondent Binding Reception
record comprising an IP address of the Correspondent Node and security credentials
authenticating that the Home Agent can act on behalf of the Mobile Node;
a receiver for receiving a Binding Update message on behalf of the Mobile Node
means for updating the Care of address of the Correspondent Node in the
Correspondent Binding Reception record; and
a transmitter for transmitting a Binding Update message on behalf of the Mobile
Node, the message using the security credentials stored in the Correspondent Binding
Reception record.
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- **BU** (Binding Update)
- **BU'** (Binding Update Response)
- **PBU** (Partial Binding Update)
- **PBU'** (Partial Binding Update Response)
- **BC** (Binding Cache)
- **BCE** (Binding Context Establishment)
- **HCoA** (Home Care Address)
- **CoA** (Coarse Address)
- **MN** (Mobile Node)
- **PMA** (Provider Mobile Anchor)
- **HA** (Home Agent)
- **CN** (Coarse Node)
- **Internet**
- **PMIPv6 domain**
- **CoT** (Coarse Time)
- **CoTI** (Coarse Time Index)

**Legend:**
- Black arrows: PMIPv6/MIPv6 signaling message
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