POLYNOMIAL EXPANSION MULTICAST MESSAGE DISTRIBUTION

A polynomial expansion network of a plurality of nodes, each node capable of communicating with the other nodes through a communications system. The network has an originating node that sends a message for ultimate receipt by a subset of nodes in a polynomial expansion manner. The network also has a first and a second receiving node, each of which receives the message from the originating node. The first and second receiving nodes also receive a unique list of other nodes to which the message has not yet been sent. The polynomial expansion manner can be optimized such that each node sends the message to no more than a predetermined number of other nodes to which the message has not yet been sent, or such that, before each node receives the message, the message passes through no more than a predetermined number of other nodes.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Albania</td>
<td>AL</td>
<td>Spain</td>
<td>ES</td>
<td>Lesotho</td>
<td>LS</td>
<td>Slovenia</td>
<td>SI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Armenia</td>
<td>AM</td>
<td>Finland</td>
<td>FI</td>
<td>Lithuania</td>
<td>LT</td>
<td>Slovakia</td>
<td>SK</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>AT</td>
<td>France</td>
<td>FR</td>
<td>Luxembourg</td>
<td>LU</td>
<td>Senegal</td>
<td>SN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>AU</td>
<td>Gabon</td>
<td>GA</td>
<td>Latvia</td>
<td>LV</td>
<td>Swaziland</td>
<td>SZ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>AZ</td>
<td>United Kingdom</td>
<td>GB</td>
<td>Monaco</td>
<td>MC</td>
<td>Chad</td>
<td>TD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bosnia and Herzegovia</td>
<td>BA</td>
<td>Georgia</td>
<td>GE</td>
<td>Republic of Moldova</td>
<td>MD</td>
<td>Togo</td>
<td>TG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barbados</td>
<td>BB</td>
<td>Ghana</td>
<td>GH</td>
<td>Madagascar</td>
<td>MG</td>
<td>Tajikistan</td>
<td>TJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>BE</td>
<td>Guinea</td>
<td>GN</td>
<td>The former Yugoslavia</td>
<td>MK</td>
<td>Turkmenistan</td>
<td>TM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>BF</td>
<td>Greece</td>
<td>GR</td>
<td>Republic of Macedonia</td>
<td>ML</td>
<td>Turkey</td>
<td>TR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulgaria</td>
<td>BG</td>
<td>Hungary</td>
<td>HU</td>
<td>Mali</td>
<td>ML</td>
<td>Trinidad and Tobago</td>
<td>TT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benin</td>
<td>BJ</td>
<td>Ireland</td>
<td>IE</td>
<td>Mongolia</td>
<td>MN</td>
<td>Ukraine</td>
<td>UA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>BR</td>
<td>Israel</td>
<td>IL</td>
<td>Mauritania</td>
<td>MR</td>
<td>Uganda</td>
<td>UG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belarus</td>
<td>BY</td>
<td>Iceland</td>
<td>IS</td>
<td>Malawi</td>
<td>MW</td>
<td>United States of America</td>
<td>US</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>CA</td>
<td>Italy</td>
<td>IT</td>
<td>Mexico</td>
<td>MX</td>
<td>Uzbekistan</td>
<td>UZ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central African Republic</td>
<td>CF</td>
<td>Japan</td>
<td>JP</td>
<td>Niger</td>
<td>NE</td>
<td>Viet Nam</td>
<td>VN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congo</td>
<td>CG</td>
<td>Kenya</td>
<td>KE</td>
<td>Netherlands</td>
<td>NL</td>
<td>Yugoslavia</td>
<td>YU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>CH</td>
<td>Kyrgyzstan</td>
<td>KG</td>
<td>Norway</td>
<td>NO</td>
<td>Zimbabwe</td>
<td>ZW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Côte d’Ivoire</td>
<td>CI</td>
<td>Democratic People’s</td>
<td>KP</td>
<td>New Zealand</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cameroon</td>
<td>CM</td>
<td>Republic of Korea</td>
<td>KR</td>
<td>Poland</td>
<td>PL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>CN</td>
<td>Republic of Korea</td>
<td>PT</td>
<td>Portugal</td>
<td>RO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuba</td>
<td>CU</td>
<td>Kazakhstan</td>
<td>KZ</td>
<td>Russian Federation</td>
<td>RU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CZ</td>
<td>Saint Lucia</td>
<td>LC</td>
<td>Sudan</td>
<td>SD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>DE</td>
<td>Liechtenstein</td>
<td>LI</td>
<td>Sweden</td>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>DK</td>
<td>Sri Lanka</td>
<td>LK</td>
<td>Singapore</td>
<td>SG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estonia</td>
<td>EE</td>
<td>Liberia</td>
<td>LR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
POLYNOMIAL EXPANSION MULTICAST MESSAGE DISTRIBUTION

FIELD OF THE INVENTION

This invention relates generally to the multicast distribution of a message to a plurality of nodes, and more particularly to such multicast distribution in a polynomial expansion manner.

BACKGROUND OF THE INVENTION

Frequently an originating node, typically a computer, needs to broadcast a particular message to a number of other nodes, commonly called receiving nodes. The originating node may be in common connection with the receiving nodes through a dedicated network -- for example, a local-area network connecting a number of such nodes physically proximate in an environment such as an office, or a wide-area network connecting a number of nodes separated by great distances from one another. Alternatively, the originating node may only have the capability of connecting with the receiving nodes through a general-purpose communications system -- for example, a POTS (plain-old telephone system), or an ISDN (Integrated Services Digital Network).

In either case, the message is typically received by the receiving nodes wherein the originating node directly sends the message to each receiving node. This method has a number of disadvantages. First, the transmittal of the message may result in the originating node incurring substantial cost. For example, if the originating node is located in one country, and there are one-hundred receiving nodes all located in another country, transmittal of the message across a POTS will result in the originating node incurring long-distance charges for one-hundred international calls.

Second, the transmittal of the message may take a long time. For example, if the originating node is sending the message to one-thousand receiving nodes, it may take the originating node a substantial length of time to contact each receiving node and send the message. This means that several
receiving nodes may not see the message for quite some time. Moreover, the transmittal of the message may tie up the originating computer such that the node may not be used for any other function while the transmission is occurring.

There is a need, therefore, wherein an originating node can send a message to a plurality of receiving nodes without having to incur substantial connect-time or calling charges to do so. There is also a need for each receiving node to receive the message in the most time-efficient manner that is possible. Finally, there is a need for the originating computer to transmit the message to the other nodes in a manner such that the node is tied up for the least amount of time possible.

**SUMMARY OF THE INVENTION**

This invention relates to the multicast distribution of messages in a polynomial expansion manner. In a first embodiment of the invention, the originating node sends a message to a limited number of nodes, each node also receiving a unique list of other nodes that should ultimately receive the message. Each of these other nodes then sends the message to one or more nodes on its list, along with a unique sublist of nodes that still have not received the message. This process is repeated until all the nodes have received the message.

In a particular embodiment of the invention, the number of other nodes to which each node sends the message is optimized so that connect-time or calling charges are reduced. Thus, the originating node may send the message to two nodes, each of which sends the message to two other nodes, etc., until every node has received the message. In this way, the invention has the advantage of minimized connect-time or calling charges as compared to the prior art.

In another particular embodiment of the invention, the number of other nodes to which each node sends the message is optimized so that each node receives the message in the quickest time possible. Thus, the message may be passed from the originating through no more than an optimally determined number of intermediary nodes before ultimate receipt by all the nodes. In this way, the invention has the advantage of the nodes receiving the message in a reduced "worst case" amount of time compared to the prior art, wherein the last
receiving node to receive the message must wait for the originating node to first send the message to all the other receiving nodes.

In either embodiment, the originating node sends the message to a lesser number of nodes than will ultimately receive the message. In this manner, the invention has the advantage of tying up the originating node for a reduced amount of time while it transmits the message, as compared to the prior art. Other and further aspects and advantages of the present invention will become apparent in the following description and by reference to the accompanying drawings.

**BRIEF DESCRIPTION OF THE DRAWINGS**

FIG. 1 is a diagram of a computer that is an exemplary node under the present invention;

FIG. 2 is a logical diagram of an ISDN channel that is an exemplary channel of a communications system under the present invention;

FIG. 3 is a diagram of a network card for connection to a node under the present invention;

FIGS. 4-6 are block diagrams illustrating the execution of multicast message distribution in a polynomial expansion manner according to the present invention;

FIG. 7 is a block diagram illustrating the construction of sub-lists to facilitate multicast message distribution in a polynomial expansion manner according to the present invention;

FIG. 8 is a block diagram illustrating the execution of multicast message distribution in a polynomial expansion manner according to the present invention, in accordance with the sub-lists shown in FIG. 7; and,

FIG. 9 is a flow chart showing an alternative scheme for constructing sub-lists to facilitate multicast message distribution in a polynomial expansion manner according to the present invention.

**DETAILED DESCRIPTION OF THE DRAWINGS**

The present invention contemplates an originating node sending a message for ultimate receipt by a number of receiving nodes in a polynomial
expansion manner. The present invention is not limited as to the type of node that engages in such multicast message distribution according to the present invention. However, a typical example of such a node is a computer as shown in FIG. 1. Computer 10 may be of any type, for example, a Gateway 2000, Dell, Compaq or an Apple Macintosh. Computer 10 usually has connected to it monitor 12, keyboard 14, and input device 16, which as shown in FIG. 1 is a mouse. Not shown is that computer 10 typically also comprises a random-access memory (RAM), a read-only memory (ROM), a central-processing unit (CPU), a fixed storage device such as a hard disk drive, and a removable storage device such as a floppy disk drive.

According to the present invention, each node, such as computer 10, is capable of connecting to a communications system. The invention is not limited to a particular type of communications system to which the nodes are connected, however. Typical communications systems include general-purpose systems such as POTS (plain-old telephone systems) and ISDN (Integrated Services Digital Network), as well as special-purpose systems such as a LAN (local-area network) or a WAN (wide-area network). Those skilled in the art will appreciate that the principles of the present invention can be applied to virtually any communications system without departing from the scope of the invention.

In one embodiment, the communications system is ISDN. A logical diagram of a typical ISDN cable is shown in FIG. 2. B channels 20 and 22, and D channel 24, make up a logical ISDN line known as a Basic Rate Interface (BRI) line. The workings of ISDN are well known by those skilled in the art, and, therefore, are not within the scope of the present invention. However, as generally used within the art, D channel 24 is a control channel that allows a node to contact another node also connected to the ISDN, while B channels 20 and 22 are data channels through which nodes send data to one another. The D channel typically has a bandwidth of 16,000 bits per second (bps), while the B channels typically have a bandwidth of 64,000 bits per second (bps) each.

So that each node can connect to the communications system, each node typically includes one or more logical connections designed for this purpose.
For example, if the communications system to which the invention is adapted is ISDN, each node includes a logical control connection for coupling to a D channel, and at least one logical data connection for coupling to a B channel. The invention is not limited to any particular connection configuration, however, and the design of such connection configurations is well known by those skilled in the art. A controller runs on each node for execution of multicast distribution of a message according to the present invention. For example, if the node is a computer as shown in FIG. 1, the controller will generally be a software program run on the computer, and which controls the interaction of the computer with the communications system according to the present invention.

Alternatively, a computer can execute the multicast distribution of a message according to the present invention by inclusion of a network card as shown in FIG. 3. Network card 26 includes interface 28 for connecting to the computer. Interface 28 can be a connector capable of coupling to the computer in any of a number of different schemes and protocols, as those skilled in the art can readily appreciate. For example, in one embodiment interface 28 is a connector for coupling to what is known in the art as the PCI bus of a computer. Network card 26 also includes port 30 which enables the computer to connect to a communications system, such as POTS, ISDN, WAN, LAN, etc.

Finally, network card 26 includes data processing logic 32. In one embodiment of the present invention, the controller is a software program that runs on the network card via data processing logic 32, and in this way controls the interaction of the computer to which it is connected with the communications system according to the present invention. In this manner, the present invention allows for any computer having the capability of connecting to interface 28 of network card 26 to become a node capable of multicast message distribution according to the present invention.

In one particular embodiment, the controller executing a particular scheme for distributing a message in a polynomial expansion manner according to the present invention is identical for each node. The controller of a node is, therefore, operable in a mode in which the node acts as an originating node. The
controller is also operable in another mode in which the node acts as a receiving node having the capability of potentially passing the message from the originating node to other receiving nodes.

The general process by which an originating node sends a message for ultimate receipt by a number of receiving nodes according to the present invention is shown in conjunction with FIGS. 4, 5 and 6. The present invention is not limited as to the type of message sent. The message could be an electronic mail, a status message, or any other type of message, as those skilled in the art will readily recognize. As shown in FIGS. 4, 5 and 6, node 34 is the originating node, while nodes 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, and 58, are all potential recipient nodes, as shown in FIGS. 4, 5 and 6. Box 41 encompassing all the nodes signifies that the nodes can communicate with one another, by an existing telecommunications system such as a local-area network, an existing telecommunications system, etc. Thus, node 34 is capable of communicating with the other nodes through a communications system, as has already been discussed. For sake of example only, and not meant to limit the invention, the message sent by node 34 is intended for receipt by all nodes except for node 46.

As those skilled in the art will appreciate, the number of nodes shown in FIGS. 4, 5 and 6 is meant by way of example only, and the present invention is not meant to be limited to such number. Any number of nodes that are capable of communicating to one another through a communications system can be used, without departing from the scope of the invention. Furthermore, node 34 is the originating node also by way of example only. As those skilled in the art can appreciate, any node 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, and 58 can serve as the originating node without departing from the scope of the present invention.

According to one embodiment of the present invention, node 34 sends the message to nodes 36 and 38, as shown in FIG. 4. Then, as shown in FIG. 5, node 36 sends the message to nodes 40 and 42, while node 38 sends the message to nodes 44 and 50. Finally, as shown in FIG. 6, node 40 sends the message to node 58; node 42 sends the message to nodes 54 and 56; and node 44 sends the
message to nodes 48 and 52. In this manner, each node except for node 46
ultimately receives the message sent by originating node 34.

As displayed in FIGS. 4, 5 and 6, the present invention allows for several
advantages over the prior art. First, the message originating at node 34 is
ultimately received by eleven other nodes, even though node 34 only had to
directly communicate with two other nodes. Thus, any long-distance calling or
connect-time charges that node 34 has to incur to communicate with other nodes
are reduced from eleven such charges to only two. Likewise, the amount of time
that node 34 is tied up communicating with other nodes is reduced, since it has
to communicate with nine fewer nodes.

Finally, because each node receives the message from the originating
node after it has passed through no more than two other nodes, the "worst case"
transmission time to any particular node is greatly reduced. For example, if node
34 had to communicate with nodes 36, 38, 40, 42, 44, 48, 50, 52, 54, 56 and 58
in sequential fashion and in that order, node 58 would not receive the message
until node 34 had first sent it to all the other nodes. Assuming that it takes the
same amount of time to send a message between any two nodes, and for sake of
reference giving such time a delay factor of one, node 58 would not have
received the message until a delay factor of ten. This is because node 34 would
have first contacted the ten other receiving nodes before it had contacted node
58, each other receiving node delaying the ultimate transmission to node 58 by
one delay factor.

Conversely, as shown in FIGS. 4, 5 and 6, node 58 receives the message
after only a delay factor of two. That is, in FIG. 4, node 34 sends the message to
node 36, incurring one delay factor. In FIG. 5, node 36 sends the message to
node 40, incurring another delay factor. Thus, only two delay factors are
incurred prior to node 40 sending node 58 the message, as shown in FIG. 6.
Multicast distribution of a message under the present invention thus results in a
significantly shorter "worst case" delay for each receiving node to receive the
message, as compared to the prior art.
Under the present invention, each receiving node knows the other receiving nodes to which it must send the message because along with the message itself the node may also receive a list of nodes that have still not received the message. If a particular receiving node does not receive such a list of nodes, then it does not pass along the message to any other nodes. The present invention is not limited to a particular scheme for constructing such lists. As those skilled in the art can readily recognize, schemes can be constructed for optimization as to almost any purpose, including optimization for shortest delivery time to all the nodes, as well as to the fewest number of calls or connections made by each node. The construction of such a list, and the multicast distribution of a message thereto in accordance with the present invention, is executed by the controller, which is run either on the nodes themselves or on the network cards attached to the nodes.

As a further example, the lists shown in FIG. 7 are constructed so as to be optimized for speed. The controller for the originating node constructs list 60, which includes the names of the twelve nodes to be sent the message. As those skilled in the art will appreciate, the list also contains connection information regarding each node, for example, with respect to an ISDN network, the phone number of each node is included in the list. This connection information is necessary to allow the named nodes in the list to be contacted through the communications system.

This list is then split a predetermined number of times. As shown in FIG. 7, the list is split two times, first into two sublists each having the same number of nodes, and then into four sub-sublists, each also having the same number of nodes. However, the present invention is not limited to having the list split only two times, and is also not limited to each sublist having the same number of nodes. Thus, list 60, which has the names of twelve nodes, is split into sublists 62 and 64, each having the names of six nodes. Sublist 62 is then split into sub-sublists 66 and 68, each with the names of three nodes; sublist 64 is split into sub-sublists 70 and 72, each also with the names of three nodes. In the embodiment of the invention shown in FIG. 7, the first name in each of sub-
sublists 66, 68, 70 and 72 receives the message from the originating node, along with the list of the other two names on the list, to which the message must also be sent.

The actual execution of multicast distribution of the message from an originating node to the receiving nodes named in sub-sublists 66, 68, 70 and 72 will also vary under the present invention, according to the specific communications system chosen. Thus, for example, as shown in FIG. 8, originating node 74 distributes the message to allow the nodes listed in sublist 60 over ISDN. Each node 74, 76, 80, 84, 88, 92, 96, 100, 104, 108, 112, 116 and 120 is capable of communicating over two different ISDN B channels, and is capable of contacting other nodes through a separate ISDN D channel. As those skilled in the art will recognize, the use of two B channels allows each node to simultaneously communicate with two other nodes, once those nodes have individually been contacted via the D channel.

Still referring to FIG. 8, originating node 74 first sends the message to the first node listed on sub-sublists 66 and 68 (shown in FIG. 7), along with the remainder of the sub-sublists. In other words, node 74 contacts node 76 via the ISDN D channel and also contacts node 80 via the ISDN D channel. Node 74 then establishes connection with node 76 via one of its B channels, and establishes connection with node 80 via the other of its B channels. Node 74 sends node 76 the message over a B channel, along with sublist 78, which is sub-sublist 66 with the name of node 76 removed. Node 74 concurrently sends node 80 the message over a B channel, along with sublist 82, which is sub-sublist 68 with the name of node 80 removed. This transmission to node 80 is concurrent with the transmission to node 76 because node 74 has two B channels connected to it.

Still referring to FIG. 8, originating node 74 in a likewise manner then sends the message to the first node listed on sub-sublists 70 and 72 (shown in FIG. 7), along with the remainder of the sub-sublists. Thus, node 74 sends node 84 the message along with sublist 86, which is sub-sublist 70 with the name of node 84 removed. Node 74 concurrently sends node 88 the message along with
sublist 90, which is sub-sublist 72 with the name of node 88 removed. Concurrent to node 74 transmitting to nodes 84 and 88, nodes 76 and 80 each send the message to the nodes listed in sublists 78 and 82, respectively. Thus, node 76 sends the message to nodes 92 and 96, while node 80 sends the message to nodes 100 and 104. Note that neither node 92, 96, 100 or 104 receives a sublist. Because each of lists 78 and 82 contains only two nodes, and each of nodes 76 and 80 has dual-B channel ISDN capability, nodes 76 and 80 can send the message to all the nodes on their respective lists simultaneously. There are no nodes left to be contacted by nodes 92, 96, 100 or 104.

Finally, in a similar manner nodes 84 and 88 send the message to the nodes on their sublists. That is, node 84 sends the message to nodes 108 and 112, because these are the nodes listed on sublist 86. Node 88 concurrently sends the message to nodes 116 and 120, which are listed on sublist 90. Again, as those skilled in the art understand, the present invention is not so limited to the multicast distribution of a message as shown in FIG. 8. The distribution shown in FIG. 8 is but one specific example of an optimization scheme under the present invention; moreover, it is one specific example of an optimization scheme as applied to one specific communications system, ISDN.

The multicast distribution of the message as shown in FIG. 8 is specifically optimized for speed. No node encounters delay of more than the predetermined factor of two before it receives the message. Node 74 first sends the message to nodes 76 and 80, which results in a delay factor of one. Nodes 84 and 88 receive the message from node 74, nodes 92 and 96 receive the message from node 76, and nodes 100 and 104 receive the message from node 80, all simultaneously during the second delay factor. After this second delay factor, the remaining nodes finally receive the message; nodes 108 and 112 from node 84, and nodes 116 and 120 from node 88.

Other optimization schemes can be adopted under the present invention for other purposes. A method for constructing lists and executing multicast distribution of a message such that each node contacts no more than a predetermined two other nodes is shown in FIG. 9. The controller for each node,
which is run on either the computer or the network card attached thereto, executes the steps of the method. The optimization scheme shown in FIG. 9 is useful because it limits the calling or connect-time charges incurred by any one particular node, and also because certain communications systems such as ISDN specifically allow for simultaneous connection between a node and only two other nodes.

Referring to FIG. 9, in step 122 the list of nodes to which the originating node wishes to send a message is divided into two sublists. If the number of nodes in the list is not even, then one sublist will have one more node than the other. For example, if the originating node wishes to send a message to nodes A, B, C, D and E, one sublist has nodes A, B and C, and the other sublist has nodes D and E. In step 124, the first node in each sublist is removed. Referring back to the example, node A is removed from one sublist, leaving nodes B and C, while node D is removed from the other sublist, leaving node E. Finally, in step 126 the originating node sends the message to each node it had removed from a sublist, along with the remainder of the sublist from which it had removed the node. Thus, node A is sent the message along with the sublist listing nodes B and C, while node D is sent the message along with the sublist listing node E.

Steps 122, 124 and 126 are then repeated, until the sublists contain no nodes, corresponding to the condition that each node has received the message. Referring back to the example, node A splits its sublist into two sub-sublists in step 122, one sub-sublist having node B and another sub-sublist having node C. In step 124 the first node is removed from each sub-sublist. Thus, node B is removed from the first sub-sublist, leaving no nodes therein, and node C is removed from the second sub-sublist, also leaving no nodes therein. Finally, in step 126, node A sends the message to nodes B and C. Steps 122, 124 and 126 are not repeated with respect to nodes B or C, because the resulting sub-sublists are empty.

Similarly, steps 122, 124 and 126 are repeated with respect to node D. In step 122, node D splits its sublist into two sub-sublists. However, since there is only one node in node D’s sublist (node E) one sub-sublist as a result of step 122.
is empty, and the other sub-sublist contains node E. In step 124, the sub-sublist containing node E has node E removed therefrom. Finally, in step 126, node D sends the message to node E. Steps 122, 124 and 126 are not repeated with respect to node E, because the resulting sub-sublist is empty.

In this manner, the method for distributing a multicast message in a polynomial manner according to the present invention is optimized so that each node only sends the message to no more than a predetermined two other nodes. Referring back to the example, the originating node sends the message to two nodes, nodes A and D. Node A sends the message to two nodes as well, nodes B and C. Node D sends the message to one other node, node E. Nodes B, C and E each do not send the message.

Those of ordinary skill in the art will readily appreciate that many changes and modifications to the above drawings and description can be made without departure from the spirit or scope of the following claims. For example, the invention has been shown to utilize either a call-minimization scheme, wherein each node contacts no more than a predetermined two other nodes, or a speed-optimization scheme, wherein each node receives the message in the smallest amount of time possible. However, the invention could utilize other schemes without departing from the scope of the claims, such as a scheme wherein each node only sends the message to the nodes which are physically closest to it. For another example, the invention has been shown to utilize communications systems such as POTS, ISDN, LAN, and POTS. However, the invention could utilize any communications system in which nodes can communicate with one another, without departing from the scope of the following claims.
What is claimed is:

1. A polynomial expansion network of a plurality of nodes, each node capable of communicating with the other nodes through a communications system, the network comprising:

   an originating node sending a message for eventual receipt by a subset of nodes in a polynomial expansion manner; and,

   a first receiving node and a second receiving node, each node receiving the message from the originating node along with a unique list of other nodes to which the message has not yet been sent.

2. The network of claim 1, further comprising a third receiving node and a fourth receiving node, each node receiving the message from the first receiving node along with a unique sub-list of the unique list of other nodes to which the message has not yet been sent.

3. The network of claim 1, further comprising a third receiving node, the node receiving the message from the originating node along with a unique list of other nodes to which the message has not yet been sent.

4. The network of claim 3, further comprising a fourth receiving node and a fifth receiving node, each node receiving the message from the third receiving node along with a unique sub-list of the unique list of other nodes to which the message has not yet been sent.

5. The network of claim 1, wherein the polynomial expansion manner is optimized such that each node sends the message to no more than a predetermined number of other nodes to which the message has not yet been sent.
The network of claim 1, wherein the polynomial expansion manner is optimized such that, before each node receives the message, the message passes through no more than a predetermined number of other nodes.

6. The network of claim 1, wherein each node communicates with the other nodes via an ISDN line.

7. The network of claim 7, wherein each ISDN line is a Basic Rate Interface (BRI) line.

8. The network of claim 7, wherein each ISDN line comprises two B channels and a D channel.

9. The network of claim 9, wherein each B channel has a data rate of 64,000 bits per second and the D channel has a data rate of 16,000 bits per second.

10. A node for a polynomial expansion network of a plurality of nodes utilizing a communications system comprising:

    a port for connecting to the communications system; and,

    a controller operatively coupled to the port for communicating with the other nodes through the communications system, the controller comprising:

    means for receiving an originating message for eventual receipt by a subset of nodes in a polynomial expansion manner along with a unique list of other nodes to which the message has not yet been sent;

    means for sending the message to a destination node along with a unique sub-list of the unique list of other nodes to which the message has not yet been sent.

11. The network of claim 11, wherein the polynomial expansion manner is optimized such that each node sends the message to no more than a
predetermined number of other nodes to which the message has not yet been sent.

12. The network of claim 11, wherein the polynomial expansion manner is optimized such that, before each node receives the message, the message passes through no more than a predetermined number of other nodes.

13. The node of claim 11, wherein the node communicates with the other nodes via an ISDN line connected to the port.

14. The node of claim 14, wherein the ISDN line is a Basic Rate Interface (BRI) line.

15. The node of claim 14, wherein the ISDN line comprises two B channels and a D channel.

16. The node of claim 16, wherein each B channel has a data rate of 64,000 bits per second and the D channel has a rate of 16,000 bits per second.

17. A network adaptor for connecting a node to a polynomial expansion network of a plurality of nodes utilizing a communications system, the network adaptor comprising:

- an interface for connecting to the node;
- a port for connecting to the communications system; and,
- a controller operatively coupled to the port for permitting the node to communicate with the other nodes through the communications system, the controller comprising:

  means for receiving an originating message for eventual receipt by a subset of nodes in a polynomial expansion manner along with a unique list of other nodes to which the message has not yet been sent;
means for sending a message to a destination node along with a
unique sub-list of the unique list of other nodes to which the message has not yet been sent.

18. The network of claim 18, wherein the polynomial expansion manner is
optimized such that each node sends the message to no more than a
predetermined number of other nodes to which the message has not yet been sent.

19. The network of claim 18, wherein the polynomial expansion manner is
optimized such that, before each node receives the message, the message passes
through no more than a predetermined number of other nodes.

20. The adaptor of claim 18, wherein the port is an ISDN port receptive to an
ISDN line.

21. The adaptor of claim 21, wherein the ISDN port is receptive to a Basic
Rate Interface (BRI) ISDN line.

22. The adaptor of claim 21, wherein the ISDN port comprises two logical B
channel connections and a logical D channel connection.

23. The adaptor of claim 23, wherein each logical B channel connection is
receptive to a B channel having a data rate of 64,000 bits per second and the
logical D channel connection is receptive to a D channel having a data rate of
16,000 bits per second.

24. A method for networking a plurality of nodes in a polynomial expansion
manner, each node capable of communicating with the other nodes through a
communications system, the method comprising the steps of:
sending a message by an originating node for eventual receipt by a
subset of nodes in a polynomial expansion manner; and,
receiving the message at a first receiving node and a second receiving
node from the originating node along with a unique list of other nodes to which
the message has not yet been sent.

25. The method of claim 25, further comprising the step of receiving the
message at a third receiving node and a fourth receiving node from the first
receiving node along with a unique sub-list of the unique list of other nodes to
which the message has not yet been sent.

26. The method of claim 25, further comprising the step of receiving the
message at a third receiving node from the originating node along with a unique
list of other nodes to which the message has not yet been sent.

27. The method of claim 27, further comprising the step of receiving the
message at a fourth receiving node and a fifth receiving node from the third
receiving node along with a unique sub-list of the unique list of other nodes to
which the message has not yet been sent.

28. The network of claim 25, wherein the polynomial expansion manner is
optimized such that each node sends the message to no more than a
predetermined number of other nodes to which the message has not yet been
sent.

29. The network of claim 25, wherein the polynomial expansion manner is
optimized such that, before each node receives the message, the message passes
through no more than a predetermined number of other nodes.
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