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(57) Abstract: The present invention relates to adaptive 3D scanning
wherein a scan sequence for obtaining full geometrical coverage of a
physical object are created automatically and specifically for the physical
object, by using a method and a system for producing a 3D computer
model of a physical object, wherein the method comprises the following
steps providing a scanner system, said scanner system comprising a
scanner, and a computer connectable to and/or integrated in said scanner,
said computer comprising a virtual model of said scanner, entering
shape information of the physical object into the computer, creating in
said computer a visibility function based on said virtual model and the
shape information, said visibility function being capable of evaluating
the coverage of areas of interest of the physical object by at least one
predetermined scan sequence, establishing at least one scan sequence
based on the evaluation of the visibility function, performing a scan of
the physical object using said at least one scan sequence, and obtaining
a 3D computer model of the physical object.
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Adaptive 3D Scanning

The present invention relates to production of 3D computer models of a physical

object.
Background

Structured light 3D scanner systems basically functioning the same way have been
described in the prior art. They basically function as described in Figure 1, wherein a
monochromatic or multi spectral light pattern 101, such as laser dots, laser lines,
white or colored strips, is projected from a light source 102 onto the object 103. The
projected light is then reflected 104 and one or more cameras 105 acquire(s) im-
ages of the projection. The light pattern is detected in the image and well estab-
lished projection geometry such as triangulation or stereo is used to derive the 3D
coordinates, e.g. a line laser is projected onto the object forming a line. The 3D co-
ordinates are then reconstructed along that particular line. The scanner may contain

one or more light sources/patterns and one or more cameras.

The next step is then to move the object and scanner relative to each other e.g. by
rotation 106 or linear motion 107 of the bbject 103. This way the scanner can recon-
struct the surface on a new part of the object, e.g. a new line on the surface in the
line laser example. The scanners in the prior art have the motioh manually pro-
grammed in a predefined scan sequence or the object/scanner is simply manually

moved around.

An inherited problem with structured light 3D scanning is that both camera and light
pattern need to “see” each surface point at the same time to be able to make a 3D.
reconstruction of that particular point. This leads to “occluded” or uncovered areas
which appear as surface holes in the final scan, i.e. areés without surface meas-

urement information. Holes in the scan are in most cases undesirable or unaccept-

able both from a visual and application point of view.

The problem is illustrated in Figure 2, where the point cloud 2a of the initial scan of a
toy bear is shown. The initial scan is performed by a predefined scan sequence of

two rotation scans. When the surface model 2b is created the uncovered areas ap-

CONFIRMATION COPY
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pear as holes e.g. 204. Adaptive scanning is then used to make a scan sequence
that scans the holes in an additional scan. In fact two holes 205 have already been
adaptively scanned and covered by new points. After the first adaptive scan a single
hole 206 is still present in the surface model 2¢ of the merged result of the initial and

adaptive scan. A second adaptive scan is then performed and full coverage is ob-

tained 2d.

In the prior art the occlusion problem is attempted to be solved by manually defini-
tion of complex scan sequences and constraints on how the object is positioned in
the scanner. HoweverAIong and time consuming scan sequences is required to
cover just simple shapes or objects with moderate shapé variation. In the case of
objects with varying shapes this does still not guarantee full coverage. Another prob-

lem is that the creation of the scan sequences can be very cumbersome and re-

quires expert knowledge.

To fix the problem with uncovered areas some commercial scanners artificially close
the holes in the scan using the surface information around the hole. The artificial
hole closing might be performed by fitting parametric surface such as spline surface
or second order‘surfaces. Artificial hole closing might give visually pleasant results,

but the accuracy is very low, which is unacceptable for most application.

Slimmary of the invention

The present invention relates to adaptive 3D scanning wherein a scan sequence to
obtain full geometrical coverage are created automatically and specifically for the

physical object.

Accordingly, the present invention relates to a method and a system for producing a
3D computer model of a physical object, wherein the method comprises the follow-

ing steps
a) providing a scanner system, said scanner system comprising

i. ascanner, and
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ii. a computer connectable to and/or integrated in said scanner,

said computer comprising a virtual model of said scanner,
b) entering shape information of the physical object into the computer,

c) creating in said computer a visibility function baéed on said virtual
model and the shape information, said visibility function being
capable of evaluating the coverage of areas of interest of the physical
object by at least one predetermined scan sequence,

d) establishing at least one scan sequence based on the evaluation of

the visibility function,

e) performing a scan of the physical object using said at least one scan

sequence,
f) optionally repeating steps d) and e) at least once,
g) obtaining a 3D computer model of the physical object.

" " In another aspect fhe invention relates‘ to a data processing system for producing a
3D computer model of a physical object, including an input device, a central
processing unit, a memory, and a display, wherein said data processing system has
stored therein data representing sequences of instructions which when executed

cause the method as defined above be performed.

In yet another. aspect the invention relates to a computer software product

coritaining sequences of instructions which when executed cause the method as

defined above to be performed.

In a fourth aspect the invention relates to an integrated circuit product containing
sequences of instructions which when executed cause the method as defined above

to be performed.
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Drawings

Figure 1 shows a schematic drawing of a 3D scanner system
Figures 2a-d shows an example of a physical object to be scanned
Figure 3 shows a flow chart for a scanning of uncovered areas
Figure 4 shows a flow chart for automated creation of initial scan
Figure 5 shows a SD computer model of a dental impression
Detailed description of the invention

The invention is related to the field of 3D scanning of physical objects, i.e. the crea-
tion of 3D computer models that in details resemble the physical objects‘geometry
and optional textural, surface and material features. The invention will be described
for 3D optical structured light scanners, but can be applied to most other types of 3D
scanners, such as touch probe scanners, laser range scanners, MR, MRI, CT, x-
rays, ultra sound, range cameras, time-of-flight sensors or optical scanners based

on silhouettes, structure and motion, shape from shading, shape from texture or

color keying.

A scan sequence defines the actual scan including the motions, the active cameras,
the active lights sources, active light patterns and other relevant settings. A scan
sequence can be anything from a single scan without motion to scanning with long

and complex motion sequences.

For simplicity motion of the object is only mentioned in the following text. However it
should be interpreted as relative motion where at least one component of the sys-
tem and/or the object is moved, such as wherein either object or scanner is moved.
This also covers movement of light pattern and the cameras field of view preferably

using mirrors or prisms even though the scanner is not physically moved.
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The structured light 3D scanner systems comprising a scanner and a computer con-
nected and/or integrated into the scanner. Preferably the scanner contains one or
more light sources 102, one or more cameras 105 and a motion system 106-107,
which is able to move the object relative to the camera and light source. Note that
the motion system is not necessarily limited to a single rotation 106 and a single
linear motion 107 as shown in Figure 1, but might preferably be a multi axis system
with many degrees of freedom such as a CNC machine or a robot. Camera, light

source and motion system are all connected 108 to a computer 109, which commu-

nicate with and controls each component. The computér might be a separate unit or

integrated into the scanner.

The invention is adaptive 3D scanning where scan sequences for obtaining full geo-

. metrical coverage are created automatically. In other embodiments of the inventa-

tion sequence files are automatically created for optimal scanning of texture, surface
material parameters, shinny surfaces and other relevant features. Note that cover-

age should be widely interpreted with respect to scanning these features.

Shape information of step b) may be any information of the shape of the physical
object. It may be a direct shape information, such as shape information which may

e.g. originate from one or more initial scans,

It may alternatively or additionally be indirect shape information, such as information
in the form of template shapes, simplified or approximate shapes such as boxes and
cylinders or combinations hereof, average shapes, CAD models or be derived from
one or more 2D images. Note that the shape information does not need to be 3D
information, but may also be 1D, 2D, 4D or 5D. The shape information may originate
from other scanners than structured light scanners preferably touch probe scanners,
MR, MRI, CT, x-rays or ultra sound. Different shape information may also be fused
e.g. by registration of the result of an initial scan to other shape information prefera-
bly a CAD model, template or average shape. In one embodiment shape information

is a combination of direct shape information and indirect shape information.

In one embodiment the shape information of the physical object is a point cloud,
such as wherein the shape information of the physical objéct is obtained by fitting a
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surface to a point cloud. The fitting may be conducted by any suitable method, such

as conducted as triangulation.

The shape information is preferably aligned to the physical object, such as wherein
the shape information and the object is aligned by a fixation of the object in the
scanner. In another embodiment the shape information and the object is aligned by

an initial scan which is aligned to the shape information.

Adaptive 3D scanning facilitates the possibility for truly one button scan of arbitrary
objects, i.e. the user just insert an arbitrary object in the scanner and press a single
button. The entire scanning is then performed automatically in an optimal way and
outputs a full coverage scan. No need for expert knowledge for creation of complex
scan sequences, tuning of scanning parameters or manual stitching/merging of dif-
ferent scans. No scanner in the prior art is close to achieve this goal. Figure 3 shows
one embodiment of the invention where the shape acquisition is performed by an
initial scan 300 preferably using combination of linear scans, rotation scans or simul-
taneous motion of several axes. By a linear scan is understood a relative Iineér mo-
tion of the object or a linear sweep of the light pattern over the object. The resulting
scan is then analyzed for uncovered areas and these areas of interest are automati-
cally rescanned using the optimal 'combinétion of motions, light patterns, light
sources and cameras. The new adaptive scan might then be merged with the result

of the initial scan to form a full coverage scan.

By the term “full coverage” is meant the degree of coverage defined with respect to
the specific 3D computer model. Thus, it may be accepted that not all occluded
holes are covered if the holes are of a size or localization of minor interest. It may
also be relevant to predetermine that the time for scanning is the limiting factor, so

~ that “full coverage” is obtained when the scanning has been running for a predeter-

mined period of time. Accordingly, full coverage stop criteria may be different than
absolute coverage of all holes, the stop criteria may beholes under a certain thresh-
old are ignored, only a certain number of iterations are allowed, maximal scan time

or a certain overall coverage is only needed.
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The first step in the adaptive scanning might be to determine which areas that are
not properly covered in the initial scan. Preferably this is done by creating the sur-
face model 301 e.g. by triangulation of the point cloud or fitting of parametric sur-
faces such as spline surfaces. If surface models are supposed to be created in the
post processing of the scan it is advantageous to apply the same surface creation
algorithm. When the surface model is present full coverage can be directly evalu-
ated 302, since uncovered areas correspond to the holes in the surface. Uncovered
areas can also be determined directly from the point cloud, voxel data or other raw
data. Dependent on the application some holes such as the bottom of the object

might be ignored. The full coverage stop criteria 302 might be modified to express

other priorities as described above.

Adaptively determining the combination of moﬁons, light patterns, light sources and
cameras ensuring optimal coverage of each area of interest is the crucial step of the
adaptive scanning. Recall that the area of interest in this embodiment corresponds
to the uncovered areas. The first step is to construct the visibility function, i.e. given
shape information and a specific configuration of camera, light source/pattern and
object motion the current visibility of the uncovered area can be evaluated. To be
able to evaluate the visibility a virtual scanner model that replicates the physical
scanner is created preferably including camera model and parameters, light
sources/pattern model and parameters, motion models and parameters, motion val-
ues and other relevant parameters. The camera model might for example be a stan-
dard projective model with parameters such as camera position and orientation.
Many parameters in the virtual scanner are specific to the scanner and are obtained

through a calibration procedure. Preferably these parameters should be included in

the virtual scanner model.

The virtual model of the scanner, ie. the virtual scanner model, forms part of the
basis for creating the visibility function. The virtual scanner function may be 6reated
in relation to each production of a 3D computer model, or it may be created once in
the scanner system and only re-created if changes are made to the scanner system.
The virtual scanner model may be created before, after or simultaneous with the
entrance of the shape information of the physical object into the computer, however

it is preferred that the virtual scanner model is created before entrance of the shape

information.
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The virtual scanner model is then used to evaluate the visibility of an uncovered
area given position and orientation information of the object, camera settings, light
source/pattern settings and other relevant features. When evaluating the visibility it
might be advantageous to evaluate the visibility in a number of sample
points/cells/patches sampled over the uncovered area. In the case of missing shape
information sampling points might be approximated e.g. by interpolation or surface
fitting. The visibility of each sample point might be calculated from the point’s degree
of visibility for both light source/pattern and camera simultaneous. For many scanner
configurations the object need to be moved while scanning an uncovered area. This

motion need to be taken into account during the visibility evaluation.

The optimal sequence of motions, light patterns, light sources and cameras for
scanning an uncovered area is then found as the sequence that maximizes the
visibility. In one embodiment the at least one scan sequence of step d) is
established by simulating the coverage of the physical object of at least two scan

sequences, and selecting the scan sequence having an optimal coverage.

The scan sequence established-in step d) is preferably ‘established for obtaining
coverage of occluded holes in the shape information of the physical object.

Preferably the optimal sequence is found by creation of one or more scan se-
quences 303 which are then optimized. The optimization of the visibility function 304
might be performed with respect to any free parameter in the virtual scanner model,
though limiting the optimization to motion parameters and different combinations of
camera and light source might be advantageous. The actual opfimization might be
performed by a standard optimization algorithm such as steepest descent, conju-
gated gradient, Levenberg-Marquardt, Newton or Quasi-Newton methods, BFGS,
simulated annealing or generic algorithms. Constraints on parameters such -as

physical axis limits might be added as hard constraints or soft constraints.

Additional factors might also be integrated into the visibility function such that the
function value reflects other priorities than just visibility. Even though the visibility
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function contains more factors than pure visibility the function will still be named
visibility. Additional factors might be scan time, visibility for several cameras, reflec-
tion suppression, surface normal to camera/light source angle or textural visibility. It
might also be advantageous to split uncovered areas in high curvature surface to

improve visibility or combined the scanning of neighboring areas to achieve lower

scan times.

Thus, in one embodiment the scan sequence is established by optimising the
scanner for best angle surface to camera and/or laser angle. In another embodiment
the scan sequence established by optimising for speed of scan sequence. In a third
embodiment the scan sequence established is optimised for minimal reflections from
physical object, and in a fourth embodiment the scan sequence established is
optimised for visibility for more than one camera. In further embodiments the scan
sequence established is optimised for two or more of the factors mentioned above.
Thereby, a scan sequence may be created by moving at least one of the
components of the scanner relative to at least one of the other components.

The optimal scan sequence is. then selected as the one which have the maximal
visibility. Additional factors can also be used to select the optimal configuration if
several sequences achieve full visibility. A scan is performed using the optimafscan
sequence 305 and the result is merged with previously performed scans 305. The
surface model might then be created for the merged scans 301 and the resulting
scan might be checked for full coverage 302. If full coverage is not obtained in the
combined scan then a second adaptive scan might be performed. For complex
shapes several adaptive scan seqUences might be required to obtain full coverage,

because uncovered areas can contain shapes that occlude other parts of the un-

covered area.

The coverage of areas of the physical object may be evaluated by any suitable
method. In one embodiment the coverage of areas of the physical object is
evaluated by evaluating percentagebf area of holes as compared to estimated area
of the physical object. In another embodiment the coverage of areas of the physical

object is evaluated by evaluating the size of holes. In yet another embodiment steps
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d) and e) are repeated until the coverage of the physical object is above a
predetermined value. Combination of the different methods of determining coverage
may also be envisaged by the invention, for example by first evaluating the size of

holes and second evaluate the percentage of area of holes.

The scanner system according to the invention may be any suitable scanner
system, examples of these are mentioned below. In principle the scanner system
according to the invention comprises the following components: at least one light

source, at least one camera, and at least one support for supporting the physical

object.

It is preferred that at least one of the following components: the light source, the
camera and the support is movable relative to one of the other components, and the
present invention encompasses systems wherein two or more the components are
movable in relation to at least one of the other components. Accordingly, examples
of the invention include systems wherein the support may be movable in relation to
the light source, and/or the support may be movable in relation to the camera,
preferably the support for supporting the physical object is capable of conducting at

least one of the following movements: a linear movement, a rotational movement, or

a combination thereof.

The scanner system according to the invention may comprise more components,
such as a the scanner system comprising at least two light sources, and/or a

scanner system comprising comprising at least two cameras.

For the scanner showed in Figure 1 the simplest virtual scanner model will contain a
camera model, a light model and models for the rotation and linear motion. To com-
plete the virtual scanner model calibrated values for all scanner model parameters
such as camera position for a specific scanner is inserted. Given shape information
the visibility function can now be evaluated. The only free parameters in the scanner
are the rotation and linear motion. Any combination of rotation and linear motion can
be used to scan holes in the initial scan. However using rotation for turning the hole
for maximal visibility and linear motion to actually scan the area is a simple and .
powerful configuration. In practice this limits the free parameter to rotation since the

linear motion can be derived from the rotation angle and the size of the hole. Given
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a scan sequence 303 with an initial guess of the rotation angle the optimal scan se-
quence can be found by optimization the visibility function f(...) 304 with respect to

the rotation angle 6:

Maxs f(8] shape information, virtual scanner model)

The output of the optimization, 8.y, and the corresponding sequence file ensures
maximal visibility. The actual optimization might be performed using one of the pre-
viously mentioned optimization algorithms e.g. a steepest descent preferably using

numerical gradient evaluation with a steep size, AB, on 1 degree. The next step is

then to scan using the optimal sequence file 305. The resulting scan is then merged
with previous scans 306 and the surface is created 301 and checked for full cover-
age 302. If full coverage is not obtained yet a new iteration can be performed. As
discussed elsewhere herein, the term “full coverage” means full coverage in relation
to the specific 3D computer model, and does not necessarily mean that every part of

the physical object is covered.

Figure 4 shows another embodiment of the invention where the virtual scanner
model and the visibility function is used to create the first initial scan 300 based on
indirect shape information not scanned directly from the object. Preferably the indi-
rect shape information is obtéined from a CAD model 400, an average or a template

model. In this case the area of interest corresponds to the full model.

In the same virtual scanner framework as in the previous embodiment one or more
scan sequences 401 are created and the free parameters are optimized 402 with

respect to the visibility function. Dependent on the actual application additional fac-

‘tors might be added to the visibility function such as the number of sub-scans, visi-

bility for mutual sub-scans and scan time. The optimal scan sequence is then used

for the initial scan of the object 403.

The absolute positions of the object need to be known to perform a successful scan.

Preferably the position is obtained from a fixation of the object in the scanner or

~more flexible by running a fast predefined scan, which is then registered/aligned to

the shape /model. If required this might then be followed by a second scan 301-305

to close possible holes.
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A simple way to speed up the scanning is to let the user select the area of interest
on some representation of the object. If shape information is known prior to scan-
ning the representation is preferably a CAD model, template model or average
model otherwise the representation might be the result of a fast scan or even faster

just a 2D image captured by the cameras. Note that a selection on a 2D image cre-

. ated by the scanner directly can be transformed to a 3D selection by the use of the

virtual scanner model. This user selected area of interest is then used directly for

determining the optimal scan sequence.

Another embodiment of the invention can be applied to scanners that capture the
texture of the object where modifications of the visibility function can ensure full cov-
erage of texture all over the object. The object geometry can either originate from a
scan or an indirect obtained model. The main difference to the plain geometry scan-
ning is the formulation of the visibility function which now might incorporate texture
features such as the visibility of the texture and surface normal to camera angle.
The visibility function can either be formulated to incorporate simultaneous or sepa-

rate geometry and texture capture depending on the scan strategy.

In a similar way the invention can also be applied for capturing lightning, shading
and material parameters mainly used for rendering images of realistic visual ap-
pearance of objects. This is implemented by extending the formulation of the visibil-
ity function to incorporate illumination and material parameter estimation factors.
Many different illumination and material models exist such as Phong shading,
Gouraud shading or BRDF models. However the visibility function should be general

applicable to all different models and estimation algorithms.

The 3D computer model of the physical object may be based on one of the results
obtained by the scan in step e), or the 3D computer model of the physical object
may obtained by combining information from the any other information of the
physical object and at least one of the results of the scan performed in step e), such

as a combination with the shape information and scan results.

The 3D computer model of the physical object may also be obtained by combining

information from at least two scan sequences performed in step e), and by optionally
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combining information from at least two scans with any other information, such as

the shape information.

Even though the invention has been described with respect to structured light scan-
ners it should be clear for the skilled reader that the invention can be applied to per-
form adaptive scans for other types of scanners, such as surface scanners. Thus,
the invention may also be carried out using e.g. touch probe scanners, laser range
scanners, MR, MRI, CT, x-rays, ultra sound, range cameras, time-of-flight sensors
or optical scanners based on silhouettes, structure and motion, shape from shading,
shape from texture or color keying. The main difference is the different formulation

of the virtual scanner models and the visibility function.

The present invention may be used for production of 3D computer models of any
physical object, and thus the adaptive scanning is relevant in most 3D scanning ap-
plications. The physical objects may have a regular or irregular surface, and the
invention is particular relevant for production of 3D computer models of physical
objects having an irregular surface. Examples of applications are scanning of dental
impressions, dental casts and dies, lasts, jewelries, art, cultural and historical arti-
facts, manufactured parts for quality analysis and mould making, ear impressions,
metrology, reverse engineering, easy creation of realistic 3D models for home

pages, computer games and animation of movies, cartoons and commercials.

Optical scanning of arbitrary anatomical or dental impressions is an application
which is impossible to perform without adaptive scanning. Dental impressions are
negative impression of the teeth and are usually made by some kind of silicone ma-
terial. Due to the shape of teeth and their biological variation achievement of full
coverage is very challenging, since scanning down into an impression of an arbitrary
tooth requires very accurate viewing positions and motion. When the scan is used
for dental restorations very high accuracy is required to obtain a proper fit, which
rules out artificial hole closing. Thus, the present invention is particular suitable for

application in the dental field, such as for scanning of teeth, a prosthesis, or impres-

sions of one or more teeth or a prosthesis.

Figure 5 shows an adaptive scan of the upper 400 and lower side 401 of a double
sided dental impression, which simultaneous captures both the negative teeth im-
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pressions and the bite. To form the full scan 402 of a double sided impression the
upper and lower impression scan might be registered preferably automatically but
optionally supported by user marking of one or more corresponding points 403 on

the two scans.

In another aspect the invention relates to a scanner system capable of performing
the method as described above. Accordingly, the invention relates to a scanner
system for producing a 3D computer model of a physical object, comprising at least
one light source; at least one camera, and at least one support for supporting the
physical object, and a data processing system including an input device, a central
processing unit, a memory, and a display, wherein said data processing system has
stored therein data representing sequences of instructions which when executed
cause the method described above to be performed. The components of the

scanner system is as described above in relation to the method.

In a third aspect the invention relates to a data processing system as described
above for producing a 3D computer model of a physical object, including an input
device, é central processing unit, a memory, and a display, wherein said data
processing system has stored therein data representing sequences of instructions

which when executed cause the method of the invention to be performed.

in a fourth embodiment the invention relates to a computer software product

containing sequences of instructions which when executed cause the method of the

invention to be performed.

In a fifth embodiment the invention relates to an integrated circuit product containing
sequences of instructions which when executed cause the method of the invention

to be performed.
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Claims

1. A method for producing a 3D computer model of a physical object, said

method comprising the following steps

a) providing a scanner system, said scanner system comprising

i. ascanner, and
ii. a computer connectable to and/or integrated in said scanner,
said computer comprising a virtual model of said scanner,

b) entering shape information of the physical object into the computer,
c) creating in said computer a visibility function based on said virtual
model and the shape information, said visibility function being capable of

evaluating the coverage of areas of interest of the physical object by at

least one predetermined scan sequence,

d) establishing at least one scan sequence based on the evaluation of

the visibility function,

e) performing a scan of the physical object using said at least one scan

sequence,
f) optionally repeating steps d) and e) at least once,
g) obtaining a 3D computer model of the physical object.

2. The method according to claim 1, wherein the shape information is obtained

by an initial scanning of the physical object.

3. The method according to claim 1, wherein the shape information is in direct

shape information.
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4. The method according to claim 1, wherein the shape information is a

computer aided design model (CAD model).

5. The method according to any of the preceding claims, wherein the shape
information and the object is aligned by a fixation of the objeét in the

scannetr.

6. The method according to any of the preceding claims, wherein the shape
information and the object is aligned by an initial scan which is aligned to the

shape information.

7. The method according to any of the preceding claims, wherein the scanner

system is an optical structured light scanner system.

8. The method according to any of the preceding claims, wherein the scanner is

a surface scanner.

9. The method according to any of the preceding claims,‘wherein the scanner
system comprises the following components: at least one light source, at
least one camera, and at least one support for supporting the physical

object.

10. The method according to claim 6, wherein at least one of the following
components: the light source, the camera and the support is movable

relative to one of the other components.

11. The method according to claim 6 or 7, wherein the support is movable in

relation to the light source.

12. The method according to claim 6, 7 or 8, wherein the support is movable in

relation to the camera.

13. The method according to any of the preceding claims, wherein the scanner

system comprises at least two light sources.
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The method according to any of the preceding claims, wherein the scanner

system comprises at least two cameras.

The method according to any of the preceding claims, wherein the at least
one scan sequence of step d) is established by simulating the coverage of
the physical object of at least two scan sequences, and selecting the scan

sequence having an optimal coverage.

The method according to any of the preceding claims, wherein the scan
sequence established in step d) is established for obtaining coverage of

occluded holes in the shape information of the physical object.

The method according to any of the preceding claims, wherein the scan
sequence is established by optimising the scanner for best angle surface to

camera and/or laser angle.

The method according to any of the preceding claims, wherein the scan

sequence established by optimising for speed of scan sequence.

The method according to any of the preceding claims, wherein the scan
sequence established is optimised for minimal reflections from physical

object.

The method according. to any of the preceding claims, wherein the scan

sequence established is optimised for visibility for more than one camera.

The method according to any of the preceding claims, wherein a scan
sequence is created by moving at least one of the components of the

scanner relative to at least one of the other components.

The method according to any of the preceding claims, wherein the coverage
of areas of the physical object is evaluated by evaluating percentage of area
of holes as compared to estimated area of the physical object.
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The method according to any of the preceding claims, wherein the coverage

of areas of the physical object is evaluated by evaluating the size of holes.

The method according to any of the preceding claims, wherein steps d) and
e) are repeated until the coverage of the physical object is above a

predetermined value.

The method according to any of the preceding claims, wherein the 3D
computer model of the physical object is obtained by combining information
from the shape information of the physical object and at least one of the

results of the scan performed in step e).

The method according to any of the preceding claims, wherein the 3D
computer model of the physical object is obtained by combining information

from at least two scan sequences performed in step e).

The method according to any of the preceding cléims, wherein the shape

information of the physical object is a point cloud.

The‘ method according to of the preceding claims 1-23, wherein the shape
information of the physical object is obtained by fitting a surface to a point

cloud .

The method according to any of the preceding claims, wherein the fitting is

conducted as triangulation.

The method according to any of the preceding claims, wherein the support
for supporting the physical object is capable of conducting at least one of the

following movements: a linear movement, a rotational movement, or a

combination thereof.

The method according to any of the preceding claims, wherein the virtual
model of the scanner is created before entering shape information.
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The method according to any of the preceding claims, wherein the physical

object has an irregular surface.

The method according to any of the preceding claims, wherein the physical

object is selected from impressions of anatomical or dental objects.

The method according to any of the precéding claims, wherein the physical

object is an impression of at least one tooth.

A scannel; system for producing a 3D computer model of a physical object,
comprising at least one light source, at least one camera, and at least one
support for supporting the physical object, and a data processing system
including an input device, a central processing unit, a memory, and a display,
wherein said data processing system has stored therein data representing
sequences of instructions which when executed cause the method of claims

1 to 34 to be performed.

A data processing system for producing a 3D computer model of a physical
object, including an input device, a central processing unit, a memory, and a
display, wherein said data processing ‘system has stored therein data
representing sequences of instructions which when executed cause the

method of claims 1 to 34 to be performed.

A computer software product containing sequences of instructions which

when executed cause the method of claims 1 to 34 to be performed.

An integrated circuit product containing sequences of instructions which
when executed cause the method of claims 1 to 34 to be performed.
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Optical scanning system



WO 2006/007855 PCT/DK2005/000507

Adaptive scanning of object to create 31 computer model

L



WO 2006/007855

300

301

3/5

o Perform
o InitialSan’

302

303

304 .

305

306

Adaptive Scans .

Fig. 3

" Scanning of uncovered areas

Exit

PCT/DK2005/000507



WO 2006/007855

4/5

PCT/DK2005/000507

330

440

440

440

440

U Obtain s
E QADmodel RS

" Opimise Sequerces
- For Max Visibilty -

Fig. 4

Automated creation of injtial scan



WO 2006/007855 PCT/DK2005/000507

5/5

403

Fig. 5

Dental impression scanning



INTERNATIONAL SEARCH REPORT

Intern: I Application No

PCT/DK2005/000507

A. CLASSIFICATION OF SUBJECT MATTER
G06T1/00

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

GO6T A61B GO1B

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data, PAJ

Electronic data base consulted during the international search (name of data base and, where practical, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° | Citation of document, with indication, where appropriate, of the relevant passages

texturing 3D models™

VISION CONFERENCE,

XP002352035
University of Cardiff
page 404 - page 406
page 413

PROCEEDINGS OF THE 13TH BRITISH MACHINE

5 September 2002 (2002-09-05), - 5
September 2002 (2002-09-05) pages 404-413,

A ADAM BAUMBERG: "Blending images for 1-38

Further documents are listed in the continuation of box C.

Patent family members are listed in annex.

° Special categories of cited documents :

*A" document defining the general state of the art which is not
considered to be of particular relevance \

*E" earlier document but published on or after the international
filing date

*L* document which may throw doubts on priority claim(s) or
which Is cited to establish the publication date of another
citation or other special reason (as specified)

*0" document referring to an oral disclosure, use, exhibition or
other means

*P* document published prior to the international filing date but
later than the priority date claimed

*T* later document published after the international filing date
or priority date and not in conflict with the application but
cited to understand the principle or theory underlying the
invention

*X* document of particular relevance; the claimed invention
cannot be considered novel or cannot be considered to
involve an inventive step when the document is taken alone

*Y* document of particular relevance; the claimed invention
cannot be considered to involve an inventive step when the
document is combined with one or more other such docu—
merr:ts. ﬁuch combination being obvious to a person skilled
in the art.

*&" document member of the same patent family

Date of the actual completion of the international search

1 November 2005

Date of mailing of the intemational search report

30/11/2005

Name and mailing address of the ISA

European Patent Office, P.B. 5818 Patentlaan 2
NL — 2280 HV Rijswijk

Tel. (+31-70) 340-2040, Tx. 31 651 epo nl,
Fax: (+31-70) 340-3016

Authorized officer

Stoffers, C

Form PCT/ISA/210 (second sheet) (January 2004)

Relevant to claim No.




INTERNATIONAL SEARCH REPORT

Intern;‘I Application No

PCT/DK2005/000507

C.(Continuation) DOCUMENTS CONSIDERED TO BE RELEVANT

Category °

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A

BOR-TOW CHEN; WEN-SHIOU LOU; CHIA-CHEN
CHEN; HSIEN-CHANG LIN;: "A 3D Scanning
System Based on Low-Occlusion Approach"
3-D DIGITAL IMAGING AND
MODELING.PROCEEDINGS. SECOND INTERNATIONAL
CONFERENCE, 8 October 1999 (1999-10-08), -
8 October 1999 (1999-10-08) pages 506-515,
XP002352034

page 3

figure 4

US 2003/164952 A1l (DEICHMANN NIKOLAJ ET
AL) 4 September 2003 (2003-09-04)
abstract

paragraphs ‘0001! - ‘0012!

AAN S H ET AL: "ROBUST FACTORIZATION"
IEEE TRANSACTIONS ON PATTERN ANALYSIS AND
MACHINE INTELLIGENCE, IEEE SERVICE CENTER,
LOS ALAMITOS, CA, US,

vol. 9, no. 24, September 2002 (2002-09),
pages 1215-1225, XP001141405

ISSN: 0162-8828

the whole document

FISKER R ET AL: "On parameter estimation
in deformable models"

PATTERN RECOGNITION, 1998. PROCEEDINGS.
FOURTEENTH INTERNATIONAL CONFERENCE ON
BRISBANE, QLD., AUSTRALIA 16-20 AUG. 1998,
LOS ALAMITOS, CA, USA,IEEE COMPUT. SOC,
us,

vol. 1, 16 August 1998 (1998-08-16), pages
762-766, XP010297431

ISBN: 0-8186-8512-3

the whole document

1-38

1-38

1-38

1-38

Fom PCT/ISA/210 (continuation of second sheet) (January 2004)




INTERNATIONAL SEARCH REPORT

InternJApplication No

PCT/DK2005/000507
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2003164952 Al 04-09-2003  NONE

Form PCT/ISA/210 (patent family annex) {(January 2004)




	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

