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(57) Abstract: Method for developing a system for determining the occupancy of a seat in a vehicle using a variety of transducers
and pattern recognition technologies and techniques that applies to any combination of transducers that provide information about
seat occupancy. These include weight sensors, capacitive sensors, inductive sensors, ultrasonic, optical, electromagnetic, motion,
infrared, and radar among others. A processor coupled to the transducers for receiving the data from the transducers and processing
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transducers while the seat is in that occupancy state. The algorithm produces the output indicative of the current occupancy state of
the seat upon inputting a data set representing the current occupancy state of the seat and being formed from data from the transducers.
The algorithm may be a neural network or neural fuzzy algorithm generated by an appropriate algorithm-generating program.
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Method for Developing a System for Identifying the Presence
and Orientation of an Object in a Vehicle

FIELD OF THE INVENTION

The present invention relates generally to the fields of sensing, detecting. monitoring and/or
identifying various objects, and parts thereof, which are located within the passenger compartment of a
motor vehicle. In particular, the present invention relates to an efficient and highly reliable method for
developing a system for evaluating the occupancy of a vehicle by detecting the presence and optionally
orientation of objects in the seats of the passenger compartment, e.g., a rear facing child seat (RFCS)
situated in the passenger compartment in a location where it may interact with a deploying occupant
protection apparatus, such as an airbag. and/or for detecting an out-of-position occupant. The resulting
system permits the control and selective suppression of deployment of the occupant protection apparatus
when the deployment may result in greater injury to the occupant than the crash forces themselves. This is
accomplished in part through a specific placement of transducers of the system. the use of a pattern
recognition system, possibly a trained neural network, and/or a novel analysis of the signals from the
transducers.

The application of the occupant position sensor to a new automobile vehicle model is called
applications engineering. Applications engineering of occupant sensors comprises, inter alia. determining
the location of the transducers, designing the transducer holders, determining the wiring layout. performing
a tolerance study on the transducer locations and angular orientation, designing the circuits for the
particular vehicle model, interfacing or integrating the circuits into the vehicle electronic system, and
adapting the occupant sensor system to the particular vehicle model.

All of the above aspects of application engineering, with the exception of the system adaptation.
are standard processes that do not differ significantly from the application engineering of any electronic
system to a new vehicle model. The system adaptation. however. is unique in that it requires considerable
skill and expertise and the use of novel technologies to create a system that is optimized for a particular
vehicle.

BACKGROUND OF THE INVENTION

Inflators now exist which will adjust the amount of gas flowing to or from the airbag to account
for the size and position of the occupant and for the severity of the accident. The vehicle identification and
monitoring system (VIMS) discussed in U.S. Pat. Nos. 5,829,782 and 5.943.295 among others, will control
such inflators based on the presence and position of vehicle occupants or of a rear facing child seat. The
instant invention is concerned with the process of adapting the vehicle interior monitoring systems to a
particular vehicle model and achieving a high system accuracy and reliability as discussed in greater detail
below.

The automatic adjustment of the deployment rate of the airbag based on occupant identification
and position and on crash severity has been termed “smart airbags™. Central to the development of smart
airbags is the occupant identification and position determination systems described in the current assignee’s
patents and patent applications and to the methods described herein for adapting those systems to a
particular vehicle model. To complete the development of smart airbags. an anticipatory crash detecting

system such as disclosed in U.S. patent application Serial No. 08/247,760 filed May 23, 1994 is also
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desirable. Prior to the implementation of anticipatory crash sensing. the use ot a neural network smart
crash sensor which identifies the type of crash and thus its severity based on the early part of the crash
acceleration signature should be developed and thereatier implemented. U.S. Pat. No. 5.684.701 (Breed)
describes a crash sensor based on neural networks. This crash sensor. as with all other crash sensors.
determines whether or not the crash is ot sufficient severity to require deployment of the airbag and. if so.
initiates the deployment. A neural network based on a smart airbag crash sensor could also be designed to
identity the crash and categorize it with regard 1o severity thus permitting the airbag deployment to be
matched not only to the characteristics and position of the occupant but also the severity and timing of the
crash itself (this being described in U.S. Pat. No. 5.943.293).

As to prior art. reference is made to U.S. Pat. Nos. 5.071.160 (White et al.). 5.074.583 (Fujita et
al.) and 5.118.134 (Mattes et al.). However. no mention is made in these patents of the method of
determining transducer location. deriving the algorithms or other system parameters that allow the system
to accurately identify and locate an object in the vehicle. In contrast. in one implementation of the instant
invention. the return ultrasonic echo pattern over several milliseconds corresponding to the entire portion
of the passenger compartment volume of interest is analvzed trom multiple transducers and sometimes
combined with the output from other transducers. providing distance information to many points on the
items occupying the passenger compartment.

Many of the teachings of this invention are based on pattern recognition technologies as taught in
numerous textbooks and technical papers. Central to the diagnostic teachings of this invention is the
manner in which the diagnostic module determines a normal pattern from an abnormal pattern and the
manner in which it decides what data to use from the vast amount of data available. This is accomplished
using pattern recognition technologies. such as artificial neural networks. and training. The theory of
neural networks including many examples can be found in several books on the subject including:

Techniques And Application Of Neural Networks. edited by Tavlor. M. and Lisboa. P.. Ellis Horwood.

West Sussex. England. 1993: Naturally Intelligent Svstems. by Caudill. M. and Butler. C.. MIT Press.

Cambridge Massachusetts. 1990: J. M. Zaruda. Introduction to Artificial Neural Svstems. West publishing

Co.. N.Y.. 1992 and. Digital Neural Networks. bv Kung. S. Y.. PTR Prentice Hall. Englewood Clifts. New

Jersev. 1993. Eberhart. R.. Simpson. P. and Dobbins. R.. Computational Inteliigence PC Tools. Academic

Press. Inc.. 1996. Orlando. Florida. all of which are included herein by reference. The neural network
pattern recognition technology is one of the most developed of pattern recognition technologies.

The use of pattern recognition. or more particularly how it is used. is central to the instant
invention. In the above-cited prior art. except in that assigned to the current assignee of the instant
invention. pattern recognition which is based on training. as exemplified through the use of neural
networks. is not mentioned for use in monitoring the interior passenger compartment or exterior
environments of the vehicle. Thus. the methods used to adapt such systems to a vehicle are also not
mentioned.

“Pattern recognition™ as used herein will generally mean any system which processes a signal that
is generated by an object (e.g.. representative of a pattern of returned or received impulses. waves or other
physical property specific to and/or characteristic of and/or representative of that object) or is modified by

interacting with an object. in order to determine to which one ot a set of classes that the object belongs.
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Such a system might determine only that the object is or is not a member ot one specified class. or it might
attempt to assign the object to one of a larger set of specified classes. or find that it is not a member of any
of the classes in the set. The signals processed are generally a series of electrical signals coming from
transducers that are sensitive to acoustic (ultrasonic) or electromagnetic radiation (e.g.. visible light,
infrared radiation. capacitance or electric and magnetic fields). although other sources of information are
frequently included. Pattern recognition systems generally involve the creation of the set of rules that
permit the pattern to be recognized. These rules can be created by fuzzy logic systems. statistical
correlations. or through sensor fusion methodologies as well as by trained pattern recognition systems such
as neural networks.

A trainable or a trained pattern recognition system as used herein generally means a pattern
recognition system which is taught to recognize various patterns constituted within the signals by subjecting
the system to a variety of examples. The most successful such system is the neural network. Thus. to
generate the pattern recognition algorithm. test data is first obtained which constitutes a plurality of sets of
returned waves. or wave patterns. from an object (or from the space in which the object will be situated in
the passenger compartment. i.e.. the space above the seat) and an indication of the identityv of that object.
(e.g.. a number of different objects are tested to obtain the unique wave patterns from each object). As
such. the algorithm is generated. and stored in a computer processor. and which can later be applied to
provide the identity of an object based on the wave pattern being received during use by a receiver
connected to the processor and other information. For the purposes here. the identity of an object
sometimes applies to not only the object itself but also to its location and/or orientation in the passenger
compartment. For example. a rear facing child seat is a different object than a forward facing child seat
and an out-of-position adult is a different object than a normally seated adult.

To ~identify™ as used herein will generally mean to determine that the object belongs to a
particular set or class. The class may be one containing. for example. all rear facing child seats. one
containing all human occupants. or all human occupants not sitting in a rear facing child seat depending on
the purpose of the system. In the case where a particular person is 10 be recognized. the set or class will
contain only a single element. i.e.. the person 1o be recognized.

An “object” in a vehicle or an “occupant™ or ~occupying item” of a seat may be a living occupant
such as a human or a dog. another living organism such as a plant. or an inanimate object such as a box or
bag of groceries or an empty child seat.

“Out-ot-position™ as used for an occupant will generally means that the occupant. either the driver
or a passenger. is sufficiently close to the occupant protection apparatus (airbag) prior to deployment that
he or she is likely to be more seriously injured by the deployment event itself than by the accident. It may
also mean that the occupant is not positioned appropriately in order to attain beneticial. restraining effects
of the deployment of the airbag. As for the occupant being too close to the airbag. this typically occurs
when the occupant’s head or chest is closer than some distance such as about 5 inches from the deployment
door of the airbag module. The actual distance value where airbag deployment should be suppressed
depends on the design of the airbag module and is typically farther for the passenger airbag than for the

driver airbag.
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“Transducer™ as used herein will generally mean the combination of a transmitter and a receiver.
In come cases. the same device will serve both as the transmitter and receiver while in others two separate
devices adjacent to each other will be used. In some cases. a transmitter is not used and in such cases
transducer will mean only a receiver. Transducers include. for example. capacitive. inductive. ultrasonic.
electromagne'tic (antenna. CCD. CMOS arrays). weight measuring or sensing devices.

“Adaptation” as used here represents the method by which a particular occupant sensing system is
designed and arranged for a particular vehicle model. 1t includes such things as the process by which the
number. kind and location of various transducers is determined. For pattern recognition systems. it
includes the process by which the pattern recognition system is taught to recognize the desired patterns. In
this connection. it will usually include (1) the method of training. (2) the makeup of the databases used for
training. testing and validating the particular system. or. in the case of a neural network. the particular
network architecture chosen. (3) the process by which environmental influences are incorporated into the
system. and (4) any process for determining the pre-processing of the data or the post processing of the
results of the pattern recognition system. The above list is illustrative and not exhaustive. Basically,
adaptation includes all of the steps that are undertaken to adapt transducers and other sources of
information to a particular vehicle to create the system which accurately identifies and determines the
location of an occupant or other object in a vehicle.

In the description herein on anticipatory sensing. the term “approaching™ when used in connection
with the mention of an object or vehicle approaching another will generally mean the relative motion of the
object toward the vehicle having the anticipatory sensor system. Thus. in a side impact with a tree. the tree
will be considered as approaching the side of the vehicle and impacting the vehicle. In other words. the
coordinate system used in general will be a coordinate system residing in the target vehicle. The “target™
vehicle is the vehicle which is being impacted. This convention permits a general description to cover all
of the cases such as where (i) a moving vehicle impacts into the side of'a stationary vehicle. (ii) where both
vehicles are moving when they impact. or (iii) where a vehicle is moving sideways into a stationary vehicle.
tree or wall. Also. for the purposes herein. a “wave sensor™ or “wave transducer” is any device. which
senses waves either ultrasonic or electromagnetic. An electromagnetic wave sensor. for example. includes
devices that sense any portion of the electromagnetic spectrum trom ultraviolet down to a few hertz. The
most commonly used kind of electromagnetic wave sensors include CCD and CMOS arrays for sensing
visible and/or infrared. millimeter wave and microwave radar. and capacitive or electric and magnetic field
monitoring sensors that rely on the dielectric constant of the object occupying a space. In this regard.
reference is made to. for example. U.S. patents by Kithil et al. 5.366.241. 5.602.734. 5.691.693. 5.802.479
and 5.844.486 and Jinno et al. 5.948.031.

The use of neural networks. or neural fuzzy systems. as the pattern recognition technology and the
methods of adapting this to a particular vehicle. such as the training methods. is important to this invention
since it makes the monitoring system robust. reliable and accurate. The resulting algorithm created by the
neural network program is usually only a few hundred lines of code written in the C computer language and
is in general fewer lines than when the techniques of U.S. Pat. Nos. 5.008.946 (Ando). 5.298.732 (Chen)
and 5.305.012 (Faris) are implemented. As a result. the resulting systems are easy to implement at a low

cost making them practical for automotive applications. The cost of the ultrasonic transducers. for
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example. is expected to be less than about $1 in quantities of one million per vear. Similarly, the
implementation of the techniques of the above-referenced patents requires expensive microprocessors while
the implementation with neural networks and similar trainable pattern recognition technologies permits the
use of low cost microprocessors typically costing less than about $5 in quantities of one million per year.

The present invention uses sophisticated software that develops trainable pattern recognition
algorithms such as neural networks. Usually the data is preprocessed. as discussed below. using various
feature extraction techniques and the results post-processed to improve system accuracy. A non-
automotive example of such a pattern recognition system using neural networks on sonar signals is
discussed in two papers by Gorman. R. P. and Sejnowski. T. J. ~Analysis ot Hidden Units in a Layered
Network Trained to Classify Sonar Targets™. Neural Networks. Vol. 1. pp. 75-89. 1988. and “Learned
Classification of Sonar Targets Using a Massively Parallel Network™ IEEE Transactions on Acoustics.
Speech. and Signal Processing. Vol. 36. No. 7. July 1988. Examples of feature extraction techniques can
be found in U.S. Patent No. 4.906.940 entitled “Process and Apparatus for the Automatic Detection and
Extraction of Features in Images and Displays™ to Green et al. Examples of other more advanced and
efficient pattern recognition techniques can be found in U.S. Patent No. 5.390.136 entitled “Artificial
Neuron and Method of Using Same™ and U.S. Patent No. 5.517.667 entitled “Neural Network That Does
Not Require Repetitive Training™ to Wang. S. T.. Other examples include U.S. Patent Nos. 5.235.339
(Morrison et al.). 5.214.744 {Schweizer et al). 5.181.254 (Schweizer et al). and 4.881.270 (Knecht et al).

Both laser and non-laser optical systems in general are good at determining the location of objects
within the two dimensional plane of the image and a pulsed laser radar system in the scanning mode can
determine the distance ot each part of the image from the receiver by measuring the time of flight through
range gating techniques. It is also possible to determine distance with the non-laser system by focusing. or
stereographically if two spaced apart receivers are used and. in some cases. the mere location in the field of
view can be used to estimate the position relative to the airbag. for example. Finally. a recently developed
pulsed quantum well diode laser also provides inexpensive distance measurements as discussed in U.S.
provisional patent application Serial No. 60/114.507. filed December 31. 1998.

Acoustic systems are additionally quite etfective at distance measurements since the relatively low
speed of sound permits simple electronic circuits to be designed and minimal microprocessor capability is
required. If a coordinate system is used where the z axis is from the transducer to the occupant. acoustics
are good at measuring z dimensions while simple optical systems using a single CCD or CMOS arrays are
good at measuring x and y dimensions. The combination of acoustics and optics. therefore. permits all
three measurements to be made from one location with low cost components as discussed in commonly
assigned U.S. Pat. Nos. 5.845.000 and 5.835.613.

One example of a system using these ideas is an optical system which fioods the passenger seat
with infrared light coupled with a lens and a receiver array. e.g.. CCD or CMOS array. which receives and
displays the retlected light and an analog to digital converter (ADC) which digitizes the output of the CCD
or CMOS and feeds it to an Artificial Neural Network {ANN) or other pattern recognition svstem for
analysis. This system uses an ultrasonic transmitter and receiver for measuring the distances to the objects
located in the passenger seat. The receiving transducer feeds its data into an ADC and from there the

converted data is directed into the ANN. The same ANN can be used for both systems thereby providing
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full three-dimensional data for the ANN to analyze. This system. using low cost components. will permit
accurate identification and distance measurements not possible by either system acting alone. [f a phased
array system is added to the acoustic part of the system. the optical part can determine the location of the
driver's ears. for example. and the phased array can direct a narrow beam to the location and determine the
distance to the occupant's ears.

Although the use of ultrasound for distance measurement has many advantages. it also has some
drawbacks. First. the speed of sound limits the rate at which the position of the occupant can be updated to
approximately 10 milliseconds. which though sufficient for most cases. is marginal if the position of the
occupant is to be tracked during a vehicle crash. Second. ultrasound waves are diffracted by changes in air
density that can occur when the heater or air conditioner is operated or when there is a high-speed flow of
air past the transducer.  Third. the resolution of ultrasound is limited by its wavelength and by the
transducers. which are high Q tuned devices. Typically. the resolution of ultrasound is on the order of
about 2 to 3 inches. Finally. the fields from ultrasonic transducers are difficult to control so that reflections
from unwanted objects or surfaces add noise to the data.

Ultrasonics alone can be used in several configurations for monitoring the interior of a passenger
compartment of an automobile as described in the above-reterenced patents and patent applications and in
particular in U.S. Pat. No. 5.943.295. Using the teachings of this invention. the optimum number and
location of the ultrasonic and/or optical transducers can be determined as part of the adaptation process for
a particular vehicle model.

In the cases of the instant invention. as discussed in more detail below. regardless of the number of
transducers used. a trained pattern recognition system. as defined above. is used to identify and classify.
and in some cases to locate. the illuminated object and its constituent parts.

The applications for this technology are numerous . However. the main focus of the instant
invention is the process and resulting apparatus of adapting the system in the patents and patent
applications referenced above for the detection of the presence of an occupied child seat in the rear facing
position or an out-of-position occupant and the detection of an occupant in a normal seating position. The
system is designed so that in the former two cases. deployment of the occupant protection apparatus
(airbag) may be controlled and possibly suppressed and in the latter. it will be controlled and enabled.

One preferred implementation of a first generation occupant sensing system. which is adapted to
various vehicle models using the teachings presented herein. is an ultrasonic occupant position sensor.
This system uses an Artificial Neural Network (ANN) to recognize patterns that it has been trained to
identify as either airbag enable or airbag disable conditions. The pattern is obtained from four ultrasonic
transducers that cover the tront passenger seating area. This pattern consists of the ultrasonic echoes
bouncing off of the objects in the passenger seat area. The signal from each of the four transducers consists
of the electrical image of the return echoes. which is processed by the electronics. The electronic
processing comprises amplification. logarithmic compression. rectification. and demodulation (band pass
filtering). followed by discretization (sampling) and digitization of the signal. The only software processing
required. before this signal can be fed into the artificial neural network. is normalization (i.e.. mapping the
input to numbers between 0 and 1). Although this is a fair amount of processing. the resuiting signal is still

considered ~raw™. because all information is treated equally.
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OBJECTS AND SUMMARY OF THE INVENTION

In general. it is an object of the present invention to provide a new and improved system for
identifying the presence. position and/or orientation of an object in a vehicle.

It is another broad object of the present invention to provide a system for accurately detecting the
presence of an occupied rear-tacing child seat in order to prevent an occupant protection apparatus. such as
an airbag. from deploying. when the airbag would impact against the rear-facing child seat if deployed.

It is yet another broad object of the present invention to provide a system for accurately detecting
the presence of an out-of-position occupant in order to prevent one or more deplovable occupant protection
apparatus such as airbags from deploying when the airbag(s) would impact against the head or chest of the
occupant during its initial deployment phase causing injury or possible death to the occupant.

This invention is a system designed to identify. locate and monitor occupants. including their
parts. and other objects in the passenger compartment and in particular an occupied child seat in the rear
facing position or an out-of-position occupant. by illuminating the contents of the vehicle with ultrasonic or
electromagnetic radiation. for example. by transmitting radiation waves from a wave generating apparatus
into a space above the seat. and receiving radiation modified by passing through the space above the seat
using two or more transducers properly located in the vehicle passenger compartment. in specific
predetermined optimum location. More particularly. this invention relates to a system including a plurality
of transducers appropriately located and mounted and which analyze the received radiation from any object
which modifies the waves. in order to achieve an accuracy of recognition heretofore not possible. Outputs
trom the receivers are analyzed by appropriate computational means employing trained pattern recognition
technologies. to classify. identify and/or locate the contents. and/or determine the orientation of. for
example. a rear facing child seat. In general. the information obtained by the identification and monitoring
system is used to affect the operation of some other system. component or device in the vehicle and
particularly the passenger and/or driver airbag svstems airbag. which may include a front airbag. a side
airbag. a knee bolster. or combinations of the same. However. the information obtained can be used for
controlling or affecting the operation of a multitude of other vehicle systems.

When the vehicle interior monitoring system in accordance with the invention is installed in the
passenger compartment of an automotive vehicle equipped with a occupant protection apparatus. such as an
inflatable airbag. and the vehicle is subjected to a crash of sufficient severity that the crash sensor has
determined that the protection apparatus is to be deployed. the system has determined {usually prior to the
deployment) whether a child placed in the rear facing position in the child seat is present and if so. a signal
has been sent to the control circuitry that the airbag should be controlled and most likely disabled and not
deployed in the crash. It must be understood though that instead of suppressing deployment. it is possible
that the deployment may be controlled so that it might provide some meaningtul protection for the
occupied rear-facing child seat. The system developed using the teachings of this invention also
determines the position of the vehicle occupant relative to the airbag and controls and possibly disables
deployment of the airbag if the occupant is positioned so that he/she is likely to be injured by the
deployment of the airbag. As before. the deployment is not necessarily disabled but may be controlied to
provide protection for the out-ot-position occupant.

Principle objects and advantages of the methods in accordance with the invention are:
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1. , provide a reliable method for developing and adapting  system for recognizing the
presence of a rear-facing child seat on a particular seat of a motor vehicle.

2. To provide a reliable method for developing and adapting a system for recognizing the
presence of a human being on a particular seat of a motor vehicle.

3. To provide a reliable method for developing and adapting a system for determining the
position, velocity or size of an occupant in a motor vehicle.

4. To provide a reliable method for developing and adapting a system for determining in a

timely manner that an occupant is out-of-position, or will become out-of-position, and likely to be injured
by a deploying airbag.

5. To provide a method for locating transducers within the passenger compartment at
specific locations such that a high reliability of classification of objects and their position is obtained from
the signals generated by the transducers.

6. To provide a method for combining a variety of transducers inciuding seatbelt payout
sensors. seatbelt buckle sensors. seat position sensors, seatback position sensors, and weight sensors into a
system and adapt that system so as to provide a highly reliable occupant presence and position system when
used in combination with electromagnetic, ultrasonic or other radiation sensors.

Accordingly, a first embodiment of a method of developing a system for determining the
occupancy state of a seat in a passenger compartment of a vehicle comprises the steps of mounting
transducers in the vehicle, which transducers would be affected by the occupancy state of the seat, forming
at least one database comprising multiple data sets, each data set representing a different occupancy state of
the seat and being formed by receiving data from the transducers while the seat is in that occupancy state,
and processing the data received from the transducers, and creating a first algorithm from the database(s)
capable of producing an output indicative of the occupancy state of the seat upon inputting a new data set
representing an occupancy state of the seat. The new data set would be formed, e.g., during use of the
vehicle after the algorithm is installed in the control circuitry of the vehicle. The first algorithm may be
created by inputting the database(s) into an algorithm-generating program, and running the algorithm-
generating program to produce the first algorithm. The first algorithm could be a neural network algorithm,
in which case, the back propagation method could be used when generating the neural network algorithm.

The occupancy states of the seat include occupancy of the seat by an object selected from the
group comprising occupied and unoccupied rear facing infant seats, forward facing humans, out-of-position
humans, occupied and unoccupied forward facing child seats and empty seats. The occupancy states of the
seat should also include occupancy by the objects in muitiple orientations and/or having at least one
accessory selected from a non-exclusive group comprising newspapers. books, maps, bottles, toys. hats,
coats, boxes, bags and blankets.

The data can be pre-processed prior to being formed into the data sets. This may entail using data
created from features of the data in the data set. which features might be selected from a group comprising
the normalization factor, the number of data points prior to a peak. the total number of peaks, and the mean
or variance of the data set. Also, the data sets could be mathematically transformed using normalization,

truncation, logarithmic transformation, sigmoid transformation, thresholding, averaging the data over time,
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Fourier transtorms and/or wavelet transtorms. Further. pre-processing could entail subtracting data in one
data set from the corresponding data in another data set to create a third data set of differential data.

The processing step may comprise the step of converting the analog data from the transducers to
digital data and combining the digital data trom a plurality of the transducers to form a vector comprising a
string of data from each of the transducers. As such. the first algorithm is created such that upon inputting
a vector from a new data set will produce an output representing the occupancy state of the vehicle seat.
The vectors in the database can be normalized so that all values of the data that comprise each vector are
between a maximum and a minimum.

Another method ot developing a system for determining the occupancy state of the vehicle seat in
the passenger compartment of a vehicle comprises the steps of forming data sets by obtaining data
representative of various occupying objects at various positions in the passenger compartment and
operating on at least a portion of the data to reduce the magnitude of the largest data values in a data set
relative to the smallest data values. forming a database comprising multiple data sets. and creating an
algorithm from the database capable of producing an output indicative ot the occupancy state of the vehicle
seat upon inputting a data set representing an occupancy state of the seat. Operating on the data may entail
using an approximate logarithmic transtormation function.

A method of developing a database for use in developing a system for determining the occupancy
state of a vehicle seat in accordance with the invention comprises the steps of mounting transducers in the
vehicle and which would be affected by the occupancy state of the seat. providing the seat with an initial
occupancy state. receiving data from the transducers. processing the data from the transducers to form a
data set representative of the initial occupancy state of the vehicle seat. changing the occupancy state of the
seat and repeating the data collection process to form another data set. collecting at least 1000 data sets into
a first database. each representing a different occupancy state of the seat and creating an algorithm from the
first database which correctly identifies the occupancy state of the seat for most of the data sets in the first
database. The algorithm is tested using a second database of data sets which were not used in the creation
of the algorithm. The occupancy states in the second database are which were not correctly identified by
the algorithm are identified and new data comprising similar occupancy states to the incorrectly identitied
states is collected. The new data is combined with the first database. a new algorithm is created based on
the combined database and this process is repeated until the desired accuracy of the algorithm is achieved.

Another method of developing a system for determining the occupancy state of a passenger
compartment seat of a vehicle comprises the steps of mounting a plurality of ultrasonic transducers in the
vehicle (which transducers would be affected by the occupancy state of the seat). receiving an analog signal
from each of the transducers. processing the analog signals trom the transducers to form a data set
comprising muitiple data values from each transducer representative of the occupancy state of the vehicle.
said data processing comprising the steps of demodulation. sampling and digitizing of the transducer data
to create a data set of digital data. forming a database comprising multiple data sets and creating at least
one algorithm from the database capable of producing an output indicative of the occupancy state of the
seat upon inputting a new data set representing an occupancy state of the seat.

Still another method of developing a system for determining the occupancy state of a vehicle seat

in a passenger compartment of a vehicle comprises the steps of mounting a set of transducers on the
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vehicle. receiving data from the transducers. processing the data from transducers to form a data set
representative of’ the occupancy state of the vehicle. forming a database comprising multiple data sets.
creating an algorithm from the database capable of producing an output indicative of the occupancy state of
the vehicle seat upon inputting a new data set. and developing a measure of system accuracy. At least one
transducer is removed from the transducer sel. a new database is created containing data only trom the
reduced number of transducers. a new algorithm is developed based on the new database and tested to
determine the new system accuracy. The process of removing transducers. algorithm development and
testing is continued until the minimum number of sensors is determined which produces an algorithm
having desired accuracy. The transducers are selected from a group consisting of ultrasonic transducers,
optical sensors. capacitive sensors. weight sensors. seat position sensors. seatback position sensors. seat
belt buckle sensors. seatbelt payout sensors. infrared sensors. inductive sensors and radar sensors.

Yet another method of developing a system for determining the occupancy state of the driver and
passenger seats of a vehicle comprises the steps of mounting ultrasonic transducers having different
transmitting and receiving frequencies in a vehicle such that transducers having adjacent frequencies are
not within the direct ultrasonic field of each other. receiving data from the transducers. processing the data
from the transducers to form a data set representative of the occupancy state of the vehicle. forming at |east
one database comprising multiple data sets and creating at least one algorithm from the at least one
database capable of producing an output indicative of the occupancy state of a vehicle seat upon inputting a
new data set.

These and other objects and advantages will become apparent from the following description of
the preferred embodiments of the vehicle identification and monitoring system of this invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The following drawings are illustrative of embodiments of the system developed or adapted using

the teachings of this invention and are not meant to limit the scope of the invention as encompassed by the
claims. In particular. the illustrations below are limited to the monitoring of the front passenger seat for the
purpose of describing the system. Naturally. the invention applies as well to adapting the system to the
other seating positions in the vehicie and particularly to the driver position.

FIG. I shows a seated-state detecting unit developed in accordance with the present invention and
the connections between ultrasonic or electromagnetic sensors. a weight sensor. a reclining angle detecting
sensor. a seat track position detecting sensor. a heartbeat sensor. a motion sensor. a neural network circuit.
and an airbag system installed within a vehicle compartment:

FIG. 2 is a perspective view of a vehicle containing two adult occupants on the front seat with the
vehicle shown in phantom Hllustrating one preferred location of the ultrasonic transducers placed according
to the methods taught in this invention.

FIG. 3 is a view as in FIG. 2 with the passenger occupant replaced by a child in a forward facing
child seat.

FIG. 4is a view as in FIG. 2 with the passenger occupant replaced by a child in a rearward facing
child seat.

FIG. 5 is aview as in FIG. 2 with the passenger occupant replaced by an infant in an infant seat.
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FIG. 6 is a diagram illustrating the interaction of two ultrasonic sensors and how this interaction is
used to locate a circle is space.

FIG. 7 is a view as in FIG. 2 with the occupants removed illustrating the location of two circles in
space and how they intersect the volumes characteristic ot a rear facing child seat and a larger occupant.

F1G. 8 illustrates a preferred mounting location of a three-transducer system.

FIG. 9 illustrates a preferred mounting location ot a four-transducer system.

FIG. 10 is a plot showing the target volume discrimination for two transducers.

FIG. 11 illustrates a preferred mounting location of a eight-transducer system.

FIGS. 12-19 are setups used for training of a neural network in accordance with the invention.

FIG. 20 is a chart of four typical raw signals which are combined to constitute a vector.
DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

System Adaptation involves the process by which the hardware configuration and the software

algorithms are determined for a particular vehicle. Each vehicle model or platform will most likely have a

different hardware configuration and different algorithms. Some of the various aspects that make up this
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process are as follows:

The determination of the mounting location and aiming ot the transducers.

The determination of the transducer field angles

The use of a neural network algorithm generating program such as commercially available from
NeuralWare to help generate the algorithms.

The process of the collection ot data in the vehicle for neural network training purposes.

The method of automatic movement of the vehicle seats etc. while data is collected

L]

e  The determination of the quantity of data to acquire and the setups needed to achieve a high
svstem accuracy. typically several hundred thousand vectors.

e  The collection of data in the presence of varving environmental conditions such as with thermal
gradients.

e  The photographing ot each data setup.

e The makeup of the different databases and the use of three ditterent databases.

e The method by which the data is biased to give higher probabilities tor torward facing humans.

e  The automatic recording of the vehicle setup including seat. seat back. headrest. window. visor.
armrest positions to help insure data integrity.

e The use of'a daily setup to validate that the transducer configuration has not changed.

e The method by which bad data is culled from the database.

¢ The inclusion of the Fourier transforms and other pre-processors of the data in the training
process.

e The use of multiple network levels. for example. for categorization and position.

e The use of multiple networks in parallel.

¢ The use of post processing filters and the particularities of these filters.

e The addition of fuzzy logic or other human intelligence based rules.

e The method by which vector errors are corrected using. for example. a neural network.
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¢ The use of neural works as the pattern recognition aigorithm generating system.
e The use of back propagation neural networks from training.
e The use of vector normalization.
e The use of feature extraction techniques including:
The number ot data points prior to a peak.
The normalization factor.
The total number of peaks.
The vector mean or variance.
e The use of other computational intelligence systems such as the genetic algorithms
e The use the data screening techniques.
e The techniques used to develop a stable network including the concepts ot a old and a new
network.
e The time spent or the number of iterations spent in. and method of. arriving at a stable network.
¢  The technique where a small amount of data is collected first such as 16 sheets followed by a
complete data collection sequence.

The process of adapting the system to the vehicle begins with a survey of the vehicle model. Any
existing sensors. such as seat position sensors. seat back sensors. etc.. are immediate candidates for
inclusion into the system. Input from the customer will determine what types of sensors would be
acceptable for the final system. These sensors can include: seat structure mounted weight sensors. pad type
weight sensors. pressure type weight sensors. seat fore and aft position sensors. seat vertical position
sensors. seat angular position sensors. seat back position sensors. headrest position sensors. ultrasonic
occupant sensors. optical occupant sensors. capacitive sensors. inductive sensors. radar sensors. vehicle
velocity and acceleration sensors. brake pressure. seatbelt force. payout and buckle sensors. etc. A
candidate array of sensors is then chosen and mounted onto the vehicle.

The vehicle is also instrumented so that data input by humans is minimized. Thus. the positions of
the various components in the vehicle such as the seats. windows. sun visor. armrest. etc. are automatically
recorded. Also. the position of the occupant while data is being taken is also absolutely recorded through a
variety of techniques such as direct ultrasonic ranging sensors. optical ranging sensors. radar ranging
sensors. optical tracking sensors etc. Cameras are also installed to take a picture of the setup to correspond
to each vector of data collected or at some other appropriate frequency.

A standard set of vehicle setups is chosen for initial trial data collection purposes. Typically. the
initial trial will consist of between 20.000 and 100.000 setups.

Initial digital data collection now proceeds for the trial setup matrix. The data is collected from
the transducers. digitized and combined to form to a vector of input data for anaiysis by a neural network
program. This analysis should yield a training accuracy of nearly 100 %. If this is not achieved. then
additional sensors are added to the system or the contiguration changed and the data collection and analysis
repeated.

In addition to a variety of seating states for objects in the passenger compartment. the trial

database will also include environmental effects such as thermal gradients caused by heat lamps and the
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operation of the air conditioner and heater. A sample of such a matrix is presented in Appendix 1. After
the neural network has been trained on the trial database. the trial database will be scanned for vectors that
vield erroneous resuits (which would likely be considered bad data). A study of those vectors along with
vectors from associated in time cases are compared with the photographs to determine whether there is
erroneous data present. If so. an attempt is made to determine the cause of the erroneous data. If the cause
can be found. for example if a voliage spike on the power line corrupted the data. then the vector will be
removed from the database and an attempt is made to correct the data collection process so as to remove
such disturbances.

At this time. some of the sensors may be eliminated from the sensor matrix. This can be
determined during the neural network analysis by selectively eliminating sensor data from the analysis to
see what the effect it any resuits. Caution should be exercised here. however. since once the sensors have
been initially installed in the vehicle. it requires little additional expense to use all of the installed sensors in
future data collection and analysis.

The neural network that has been developed in this first phase is used during the data collection in
the next phases as a instantaneous check on the integrity of the new vectors being coilected. Occasionally.
a voltage spike or other environmental disturbance will momentarily effect the data trom some transducers.
It is important to capture this event to first eliminate that data from the database and second to isolate the
cause of the erroneous data.

The next set of data to be collected is the training database. This will be the largest database
initially collected and will cover such setups as listed. for example. in Appendix 1. The training database.
which may contain 500.000 or more vectors. will be used to begin training of the neural network. While
this is taking place additional data will be collected according to Appendix | of the independent and
validation databases. The training database has been selected so that it uniformly covers all seated states
that are known to be likely to occur in the vehicle. The independent database may be similar in makeup to
the training database or it may evolve to more closely conform to the occupancy state distribution of the
validation database. During the neural network training. the independent database is used to check the
accuracy of the neural network and to reject a candidate neural network design if its accuracy. measured
against the independent database. is less than that of a previous network architecture.

Although the independent database is not actually used in the training of the neural network.
nevertheless. it has been tound that it significantly influences the network structure. Therefore. a third
database. the validation or real world database. is used as a final accuracy check of the chosen system. It is
the accuracy against this validation database that is considered to be the system accuracy. The validation
database is composed of vectors taken from setups which closely correlate with vehicle occupancy in real
cars on the roadway. Initially the training database is the largest of the three databases. As time and
resources permit the independent database. which perhaps starts out with 100.000 vectors. will continue to
grow until it becomes approximately the same size as the training database. The validation database. on the
other hand. will typically start out with as few as 50.000 vectors. However. as the hardware configuration
is frozen. the validation database will continuously grow until. in some cases. it actually becomes larger
than the training database. This is because near the end of the program. vehicles will be operating on

highways and data will be collected in real world situations. If in the real world tests. system failures are
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discovered this can lead to additional data being taken for both the training and independent databases as
well as the validation database.

Once a network has been trained using all of the available data from all of the transducers. it is
expected that the accuracy of the network will be very close to 100%. It is usually not practical to use all
of the transducers that have been used in the training of the system for final installation in real production
vehicle models. This is primarily due to cost and complexity considerations. Usually the automobile
manutacturer will have an idea of how many sensors would be acceptable for installation in a production
vehicle. For example. the data may have been collected using 20 different transducers but the automobile
manufacturer may restrict the final selection to 6 transducers. The next process. therefore. is to gradually
eliminate sensors to determine what is the best combination of six sensors. for example. to achieve the
highest system accuracy. Ideallv. a series of networks would be trained using all combinations of six
sensors from the 20 available. The activity would require a prohibitively long time. Certain constraints
can be factored into the system from the beginning to start the pruning process. For example. it would
probably not make sense to have both optical and ultrasonic sensors present in the same system since it
would complicate the electronics. In fact. the automobile manufacturer may have decided initially that an
optical system would be oo expensive and therefore would not be considered. The inclusion of optical
sensors. therefore. serves as a way of determining the loss in accuracy as a function of cost. Various
constraints. therefore. usually allow the immediate elimination of a significant number of the initial group
of sensors. This elimination and the training on the remaining sensors provides the resulting accuracy loss
that resuits.

The next step is to remove each of the sensors one at a time and determine which sensor has the
least effect on the system accuracy. This process is then repeated until the total number of sensors has been
pruned down to the number desired by the customer. At this point. the process is reversed to add in one at
a time those sensors that were removed at previous stages. It has been tound. for example. that a sensor
that appears to be unimportant during the early pruning process can become very important later on. Such
a sensor may add a small amount of information due to the presence of various other sensors. Whereas the
various other sensors. however. may yield less information than still other sensors and. therefore may have
been removed during the pruning process. Reintroducing the sensor that was eliminated early in the cycle
therefore can have a significant effect and can change the final choice of sensors 10 make up the system.

The above method of reducing the number of sensors that make up the system is but one of a
variety approaches which have applicability in different situations. In some cases a Monte Carlo or other
statistical approach is warranted. whereas in other cases a design of experiments approach has proven to be
the most successful. In many cases. an operator conducting this activity becomes skilled and after a while
knows intuitively what set of sensors is most likely to yield the best results. During the process it is not
uncommon to run multiple cases on different computers simultaneously. Also. during this process. a
database of the cost of accuracy is generated. The automobile manutacturer. for example. may desire t0
have the total of 6 transducers in the final system. however. when shown the fact that the addition of one or
two additional sensors substantially increases the accuracy of the system. the manufacturer may change his
mind. Similarly. the initial number of sensors selected may be 6 but the analysis could show that 4 sensors

give substantially the same accuracy as 6 and therefore the other 2 can be eliminated at a cost saving.
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While the pruning process is occurring. the vehicle is subjected to a variety of road tests and
would be subjected 1o presentations to the customer. The road tests are tests that are run at different
locations than where the fundamental training took place. It has been tound that unexpected environmental
factors can influence the performance of the system and theretore these tests can provide critical
information. The system. therefore. which is installed in the test vehicle should have the capability of
recording system tailures. This recording includes the output of all of the sensors on the vehicle as well as
a photograph of the vehicle setup that caused the error. This data is later analyzed to determine whether the
training. independent or validation setups need to be modified and/or whether the sensors or positions of
the sensors require moditication.

Once the final set of sensors has been chosen. the vehicle is again subjected to real world testing
on highways and at customer demonstrations. Once again any failures are recorded. In this case, however.
since the total number of sensors in the system is probably substantially less than the initial set of sensors.
certain failures are to be expected. All such failures. if expected. are reviewed carefully with the customer
to be sure that the customer recognizes the system failure modes and is prepared to accept the system with
those failure modes.

The system described so far has been based on the use of a single neural network. It is frequently
necessary to use multiple neural networks or other pattern recognition systems. For example. for
determining the occupancy state ot a vehicle seat there are really two requirements. The first requirement
is to establish what is occupying the seat and the second requirement is to establish where that object is
located. Generally. a great deal of time. typically many seconds. is available for determining whether a
forward facing human or an occupied or unoccupied rear facing child seat. for example. occupies the
vehicle seat. On the other hand. if the driver of the car is trying to avoid an accident and is engaged in
panic braking. the position of an unbelted occupant can be changing rapidly as he or she is moving toward
the airbag. Thus. the problem of determining the location of an occupant is time critical. Typically. the
position of the occupant in such situations must be determined in less than 20 milliseconds. There is no
reason for the sysiem to have to determine that a forward facing human being is in the seat while
simultaneously determining where that forward facing human being is. The system already knows that the
forward facing human being is present and theretore all of the resources can be used to determine the
occupant's position. Thus. in this situation a dual level or modular neural network can be advantageousl
used. The first level determines the occupancy of the vehicle seat and the second level determines the
position of that occupant. In some rare situations. it has been demonstrated that multiple neural networks
used in parallel can provide some benefit. This will be discussed in more detail below.

The data that is fed to the pattern recognition system typically will usually not be the raw vectors
of data as captured and digitized from the various transducers. Typically. a substantial amount of
preprocessing of the data is undertaken to extract the important information from the data that is fed to the
neural network. This is especially true in optical systems and where the quantity of data obtained. if all
were used by the neural network. would require very expensive processors. The techniques of
preprocessing data will not be described in detail here. However. the preprocessing techniques influence

the neural network structure in many ways. For example. the preprocessing used to determine what is
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occupying a vehicle seat is typically quite different from the preprocessing used o determine the location
of that occupant. Some particular preprocessing concepts will be discussed in more detail below.

Once the pattern recognition system has been applied to the preprocessed data. one or more
decisions are available as output. The output from the pattern recognition system is usually based on a
snapshot of the output of the various transducers. Thus. it represents one epoch or time period. The
accuracy of such a decision can usually be substantially improved if previous decisions from the pattern
recognition system are also considered. In the simplest form. which is typically used for the occupancy
identification stage. the results of many decisions are averaged together and the resuiting averaged decision
is chosen as the correct decision. Once again. however. the situation is quite different for dynamic out-of-
position. The position of the occupant must be known at that particular epoch and cannot be averaged with
his previous position. On the other hand. there is information in the previous positions that can be used to
improve the accuracy of the current decision. For example. if the new decision says that the occupant has
moved six inches since the previous decision. and. from physics. it is known that this could not possibly
take place. than a better estimate of the current occupant position can be made by extrapolating from earlier
positions. Alternately. an occupancy position versus time curve can be fitted using a variety of techniques
such as the least squares regression method. to the data from previous 10 epochs. for example. This same
type of analysis could also be appliied to the vector itself rather than to the final decision thereby correcting
the data prior to its being entered into the pattern recognition system.

A pattern recognition system. such as a neural network. can sometimes make totally irrational
decisions. This typically happens when the pattern recognition system is presented with a data set or vector
that is unlike any vector that has been in its training set. The variety of seating states of a vehicle is
unlimited. Every attempt is made to select from that unlimited universe a set of representative cases.
Nevertheless. there will always be cases that are significantly different from any that have been previously
presented to the neural network. The final step. therefore. to adapting a system to a vehicle. is to add a
measure of human intelligence. Sometimes this goes under the heading of fuzzy logic and the resulting
system has been termed in some cases a neural fuzzy system. In some cases. this takes the form of an
observer studving failures of the system and coming up with rules and that say. for example. that if sensor
A perhaps in combination with another sensor produces values in this range than the system should be
programmed to override the pattern recognition decision and substitute therefor a human decision.

An example of this appears in R. Scorcioni. K. Ng. M. M. Trivedi. N. Lassiter: “MoNiF: A
Modular Neuro-Fuzzy Controller for Race Car Navigation™ In Proceedings of the 1997 IEEE Symposium

on Computational Intelligence and Robotics Applications. Monterey. CA. USA July 1997 and describes the

case of where an automobile was designed for autonomous operation and trained with a neural network. in
one case. and a neural fuzzy system in another case. As long as both vehicles operated on familiar roads
both vehicles performed satisfactorily. However. when placed on an untamiliar road. the neural network
vehicle failed while the neural fuzzy vehicle continue to operate successfully. Naturally. if the neural
network vehicle had been trained on the untamiliar road. it might very well have operated successful.
Nevertheless. the critical failure mode of neural networks that most concerns people is this uncertainty asto

what a neural network will do when contronted with an unknown state.
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One aspect. therefore. of adding human intelligence to the system. is to ferret out those situations
where the system is likely to fail. Unfortunately. in the current state-of-the-art. this is largely a trial and
error activity. One example is that if the range of certain parts of vector falls outside of the range
experienced during training. the system defaults to a particular state. In the case of suppressing deployment
of one or more airbags. or other occupant protection apparatus. this case would be to enable airbag
deployment even if the pattern recognition system calls for its being disabled.

The foregoing description is applicable to the systems described in the following drawings and the
connection between the foregoing description and the systems described below will be explained below.
However. it should be appreciated that the systems shown in the drawings do not limit the applicability of
the methods or apparatus described above.

Referring to the accompanying drawings wherein like reference numbers designate the same or
similar elements. FIG. 1 shows a passenger seat | to which an adjustment apparatus including a seated-state
detecting system developed according to the present invention may be applied. The seat | inciudes a
horizontally situated bottom seat portion 2 and a vertically oriented back portion 3. The seat portion 2 is
provided with weight measuring means. i.e.. one or more weight sensors 6 and 7. that determine the weight
of the object occupying the seat. it any. The coupled portion between the seated portion 2 and the back
portion 3 (also referred to as the seatback) is provided with a reclining angle detecting sensor 9. which
detects the tilted angle of the back portion 3 relative 1o the seat portion 2. The seat portion 2 is provided
with a seat track position-detecting sensor 10. The seat track position detecting sensor 10 fulfills a role of
detecting the quantity of movement of the seat | which is moved from a back reference position. indicated
by the dotted chain line. Embedded within the seatback 3 is a heartbeat sensor 31 and a motion sensor 33.
Attached to the headliner of the vehicle is a capacitance sensor 32. The seat I may be the driver seat. the
front passenger seat or any other seat in a motor vehicle as well as other seats in transportation vehicles or
seats in non-transportation applications.

Motion sensor 33 can be a discrete sensor that detects relative motion in the passenger
compartment of the vehicle. Such sensors are frequently based on ultrasonics and can measure a change in
the ulrasonic pattern that occurs over a short time period. Alternately. the subtracting of one position
vector from a previous position vector to achieve a differential position vector can detect motion. For the
purposes herein. a motion sensor will be used to mean either a particular device that is designed to detect
motion for the creation of a special vector based on vector differences.

The weight measuring means. such as the sensors 6 and 7. are associated with the seat. and can be
mounted into or below the seat portion 2 or on the seat structure. for example. for measuring the weight
applied onto the seat. The weight may be zero if no occupying item is present. Sensors 6 and 7 may
represent a plurality of different sensors which measure the weight applied onto the seat at different
portions thereof or for redundancy purposes. for example. such as by means of an airbag or bladder 5 in the
seat portion 2. The bladder 5 may have one or more compartments. Such sensors may be in the form of
strain. force or pressure sensors which measure the force or pressure on the seat portion 2 or seat back 3.
displacement measuring sensors which measure the displacement of the seat surface or the entire seat |

such as through the use of strain gages mounted on the seat structural members. such as 7. or other

17
SUBSTITUTE SHEET (RULE 26)

PCT/US00/14903



20

25

30

35

40

WO 01/14910

appropriate locations. or systems which convert displacement into a pressure wherein a pressure sensor can
be used as a measure of weight.

An ultrasonic or optical sensor system 12 is mounted on the upper portion of the front pillar. A-
Pillar. of the vehicle and a similar sensor system 11 is mounted on the upper portion of the intermediate
piltar. B-Pillar. The outputs of the transducers 11 and 12 are input to a band pass filter 20 through a
multiptex circuit 19 which is switched in synchronization with a timing signal from the ultrasonic sensor
drive circuit 18. and then is amplitied by an amplifier 21. The band pass filter 20 removes a low frequency
wave component from the output signal and also removes some of the noise. The envelope wave signal is
input to an analog/digital converter (ADC) 22 and digitized as measured data. The measured data is input
1o a processing circuit 23. which is controlled by the timing signal which is in turn output from the sensor
drive circuit 18

Each of the measured data is input to a normalization circuit 24 and normalized. The normalized
measured data is input to the neural network (circuit) 25 as wave data.

The output of the weight sensor(s) 6 and 7 is amplified by an amplifier 26 coupled to the weight
sensor(s) 6 and 7 and the amplified output is input to an analog/digital converter and then directed to the
neural network 25 of the processor means.

The reclining angle detecting sensor 9 and the seat track position-detecting sensor 10 are
connected to appropriate electronic circuits. For example, a constant-current can be supplied from a
constant-current circuit to the reclining angle detecting sensor 9. and the reclining angle detecting sensor 9
converts a change in the resistance value on the tilt of the back portion 3 to a specific voltage. This output
voltage is input to an analog/digital converter 28 as angle data. i.e.. representative of the angle between the
back portion 3 and the seat portion 2. Similarly, a constant current can be supplied from a constant-current
circuit to the seat track position detecting sensor 10 and the seat track position detecting sensor 10 converts
a change in the resistance value based on the track position of the seat portion 2 to a specific voltage. This
output voltage is input to an analog/digital converter 29 as seat track data. Thus. the outputs of the
reclining angle-detecting sensor 9 and the seat track position-detecting sensor 10 are input to the
analog/digital converters (ADC) 28 and 29. respectively. Each digital data value from the ADCs 28.29 is
input to the neural network 25. A more detailed description of this and similar systems can be found in the
above-referenced patents and patent applications assigned to the current assignee. all of which are included
herein by reference. The system described above is one example of many systems that can be designed
using the teachings of this invention for detecting the occupancy state of the seat of a vehicle.

The neural network 25 is directly connected to the ADCs 28 and 29. the ADC associated with
amplifier 25 and the normalization circuit 24. As such. information from each of the sensors in the system
(a stream of data) is passed directly to the neural network 25 for processing thereby. The streams of data
from the sensors are not combined prior to the neural network 25 and the neural network is designed to
accept the separate streams of data (e.g.. at least a part of the data at each input node) and process them to
provide an output indicative of the current occupancy state of the seat. The neural network 25 thus
includes or incorporates an algorithm derived by training in the manners discussed above and below. Once
the current occupancy state of the seat is determined. it is possible to control vehicular components or

systems. such as the airbag system. in consideration of the current occupancy state of the seat.
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A section ot the passenger compartment of an automobile is shown generally as 100 in FIG. 2. A
driver 101 of a vehicle sits on a seat 102 behind a steering wheel. not shown. and an adult passenger 103
sits on seat 104 on the passenger side. Two transmitter and receiver assemblies 110 and 111. also referred
to herein as transducers. are positioned in the passenger compartment 100. one transducer 110 is arranged
on the headliner adjacent or in proximity to the dome light and the other transducer 111 is arranged on the
center of the top of the dashboard or instrument panel of the vehicle. The methodology leading to the
placement of these transducers is central to the instant invention as explained in detail below. In this
situation. the system developed in accordance with this invention will reliably detect that an occupant is
sitting on seat 104 and deployment of the airbag is enabled in the event that the vehicle experiences a crash.
Transducers 110. 111 are placed with their separation axis parallel to the separation axis of the head.
shoulder and rear facing child seat volumes of occupants of an automotive passenger seat and in view of
this specific positioning. are capable of distinguishing the different configurations. In addition to the
ultrasonic transducers 110. 111. weight-measuring sensors 210. 211. 212. 214 and 215 are also present.
These weight sensors may be of a variety of technologies including. as illustrated here. strain-measuring
transducers attached to the vehicle seat support structure as described in more detail in co-pending U.S.
patent application Serial No. 08/920.822. Naturally other weight systems can be utilized including systems
that measure the deflection of. or pressure on. the seat cushion. The weight sensors described here are
meant to be illustrative of the general class of weight sensors and not an exhaustive list of methods of
measuring occupant weight.

In FIG. 3. a forward facing child seat 120 containing a child 121 replaces the adult passenger 103
as shown in FIG. 2. In this case. it is usually required that the airbag not be disabled in the event of an
accident. However. in the event that the same child seat is placed in the rearward facing position as shown
in FIG. 4. then the airbag is usually required to be disabled since deployment of the airbag in a crash.can
seriously injure or even Kill the child. Furthermore, as illustrated in FIG. 5. it an infant 131 in an infant
carrier 130 is positioned in the rear facing position of the passenger seat. the airbag should be disabled for
the reasons discussed above. Instead of disabling deplovment of the airbag. the deployment could be
controlled to provide protection for the child. e.g.. to reduce the force ot the deployment of the airbag. It
should be noted that the disabling or enabling of the passenger airbag relative to the item on the passenger
seat may be tailored to the specific application. For example. in some embodiments. with certain forward
facing child seats. it may in fact be desirable to disable the airbag and in other cases to deploy a depowered
airbag. The selection of when to disable. depower or enable the airbag. as a function of the item in the
passenger seat and its location. is made during the programming or training stage of the sensor system and.
in most cases. the criteria set forth above will be applicable. i.e.. enabling airbag deployment for a forward
facing child seat and an adult in a proper seating position and disabling airbag deployment for a rearward
facing child seat and infant and for any occupant who is out-of-position and in close proximity to the airbag
module. The sensor system developed in accordance with the invention may however be programmed
according to other criteria.

Several systems using other technologies have been devised to discriminate between the four cases
illustrated above but none have shown a satisfactory accuracy or reliability of discrimination. Some of

these systems appear to work as long as the child seat is properly placed on the seat and belted in. So
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called “tag systems™. for example. whereby a device is placed on the child seat which is
electromagnetically sensed by sensors placed within the seat have not proven reliable by themselves‘ but
can add information to the overall system. When used alone. they function well as long as the child seat is
restrained by a seatbelt. but when this is not the case they have a high failure rate. Since the seatbelt usage
of the population of the United States is only about 60% at the present time. it is quite likely that a
significant percentage of child seats will not be properly belted onto the seat and thus children will be
subjected to injury and death in the event of an accident.

The methodology of this invention was devised to solve this problem. To understand this
methodology. consider two ultrasonic transmitters and receivers 110 and 111 (transducers) which are
connected by an axis AB in FIG. 6. Each transmitter radiates a signal which is primarily confined to a cone
angle. called the field angle. with its origin at the transmitter. For simplicity. assume that the transmitter
and receiver are the same device although in some cases a separate device will be used for each function.
When a transducer sends out a burst of waves. to thereby irradiate the passenger compartment with
ultrasonic radiation. and then receives a reflection or modified radiation from some object in the passenger
compartment. the distance of the object trom the transducer can be determined by the time delay between
the transmission of the waves and the reception of the reflected or modified waves.

When looking at a single transducer. it is not possible to determine the direction to the object
which is reflecting or modifying the signal but it is possible to know only how far that object is from the
transducer. that is a single transducer enables a distance measurement but not a directional measurement.
In other words. the object may be at a point on the surface of a three-dimensional spherical segment having
its origin at the transducer and a radius equal to the distance. Consider two transducers. such as 110 and
111 in FIG. 6. and both transducers receive a retlection from the same object. which is facilitated by proper
placement of the transducers. the timing of the reflections depends on the distance from the object to each
respective transducer. If it is assumed for the purposes of this analysis that the two transducers act
independently. that is. they only listen to the reflections of waves which they themselves transmitted. then
each transducer knows the distance to the retlecting object but not its direction. If we assume that the
transducer radiates ultrasound in all directions within the field cone angle. each transducer knows that the
object is located on a spherical surface A™. B a respective known distance from the transducer. that is. each
transducer knows that the object is a specific distance from that transducer which may or may not be the
same distance between the other transducer and the same object. Since now there are two transducers. and
the distance of the reflecting object is known relative to each of the transducers. the actual location of the
object resides on a circle which is the intersection of the two spherical surfaces A*. and B*. This circle is
labeled C in FIG. 6. At each point along circle C. the distance to the transducer 110 is the same and the
distance to the transducer 111 is the same. This. of course. is strictly true only for ideal one-dimensional
objects.

For many cases. the mere knowledge that the object lies on a particular circle is sufficient since it
is possible to locate the circle such that the only time that an object lies on a particular circle that its
location is known. That is. the circle which passes through the area of interest otherwise passes through a
volume where no objects can occur. Thus. the mere calculation of the circle in this specific location. which

indicates the presence of the object along that circle. provides valuable information concerning the object
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in the passenger compartment which may be used to control or attect another system in the vehicle such as
the airbag system. This of course is based on the assumption that the reflections to the two transducers are
in fact from the same object. Care must be taken in locating the transducers such that other objects do not
cause reflections that could confuse the system.

FIG. 7. for example. illustrates two circles D and E of interest which represent the volume which
is usually occupied when the seat is occupied by a person not in a child seat. C. or by a forward facing child
seat and the volume normally occupied by a rear facing child seat. respectively. Thus, if the circle
generated by the system. (i.e.. by appropriate processor means which receives the distance determination
from each transducer and creates the circle from the intersection of the spherical surfaces which represent
the distance from the transducers to the object) is at a location which is only occupied by an adult
passenger. the airbag would not be disabled since its deployment in a crash is desired. On the other hand. if
a circle is at a location occupied only by a rear facing child seat. the airbag would be disabled.

The above discussion of course is simplistic in that it is not take into account the volume occupied
by the object or the fact the reflections from more than one object surface will be involved. In reality.
transducer B is likely to pickup the rear of the occupant's head and transducer A. the tront. This makes the
situation more difficult for an engineer looking at the data to analyze. It has been found that pattern
recognition technologies are able to extract the information from these situations and through a proper
application of these technologies. an algorithm can be developed. which when installed as part of the
system for a particular vehicle. the system accurately and reliably differentiates between a forward facing
and rear facing child seat. for example. or an in-position or out-of-position forward facing human being.

From the above discussion. a method of transducer location is disclosed which provides unique
information to differentiate between (i) a forward facing child seat or a forward properly positioned
occupant where airbag deployment is desired and (ii) a rearward facing child seat and an out-of-position
occupant where airbag deployment is not desired. In actuality. the algorithm used to implement this theory
does not directly calculate the surface of spheres or the circles of interaction of spheres. Instead. a pattern
recognition system is used to differentiate airbag-deployment desired cases from those where the airbag
should not be deployed. For the pattern recognition system to accurately perform its function. however. the
patterns presented to the system must have the requisite information. That is. a pattern of reflected waves
from an occupying item in a passenger compartment to various transducers must be uniquely different for
cases where airbag deployment is desired from cases where deployment is not desired. The theory
described above and in more detail below teaches how to locate transducers within the vehicle passenger
compartment so that the patterns of reflected waves will be easily distinguishable for cases where airbag
deployment is desired from those where deployment is not desired. In the case presented thus far. it has
been shown that in some implementations the use of only two transducers can result in the desired pattern
differentiation when the vehicle geometry is such that two transducers can be placed such that the circles D
(airbag enabled) and E (airbag disabled) fall outside of the transducer field cones except where they are in
the critical regions where positive identification of the condition occurs. Thus. the aiming and field angle
of the transducers are important factors to determine in adapting a system to a particular vehicle.

The use of only two transducers in a system is typically not acceptable since one or both of the

transducers can be rendered inoperable by being blocked. for example. by a newspaper. Thus. it is
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desirable to add a third transducer 112 as shown in FIG. 8 which now provides a third set of spherical
surfaces relative to the third transducer. Transducer 112 is positioned on the passenger side of the A-pillar
(which is a preferred placement if the system is designed to operate on the passenger side of the vehicle).
Three spherical surfaces now intersect in only two points and in fact. usually at one point if the aiming
angles and field angles are properly chosen. Once again. this discussion is only strictly true for a point
object. For a real object. the reflections will come trom different surfaces of the object. which usually are
at similar distances from the object. Thus. the addition of a third transducer substantially improves system
reliability. Finally. with the addition of a fourth transducer 113 as shown in FIG. 9. even greater accuracy
and reliability is attained. Transducer 113 is positioned on the ceiling of the vehicle close to the passenger
side door. In FIG. 9. lines connecting the transducers C and D and the transducers A and B are
substantially parallel permitting an accurate determination of asymmetry and thereby object rotation. Thus.
for example. if the infant seat is placed on an angle as shown in FIG. 3. this condition can be determined
and taken into account when the decision is made to disable the deployment of the airbag.

The discussion above has centered on Jocating transducers and designing a system for determining
whether the two target volumes. that adjacent the airbag and that adjacent the upper portion of the vehicle
seat. are occupied. Other systems have been described in the above referenced patents using a sensor
mounted on or adjacent the airbag module and a sensor mounted high in the vehicle to monitor the space
near the vehicle seat. Such systems use the sensors as independent devices and do not use the combination
of the two sensors to determine where the object is located. In fact. the location of such sensors is usually
poorly chosen so that it is easy to blind either or both with a newspaper. for example. Furthermore, no
system is known to have been disclosed. except in patents and patent applications assigned to the assignee
of this invention. which uses more than two transducers in such a manner that one or more can be blocked
without causing serious deterioration of the system. Again. the examples here have been for the purpose of
suppressing the deployment of the airbag when it is necessary to prevent injury. The sensor system
disclosed can be used for many other purposes such as disclosed in the above-mentioned patent
applications assigned to the same assignee as the instant invention. The ability to use the sensors for these
other applications in generally lacking in the systems disclosed in the other referenced patents.

Considering once again the condition of FIGS. 2-7 where two transducers are used. a plot can be
made showing the reflection times of the objects which are located in the region of curve E and curve F of
FIG. 7. This plot is shown on FIG. 10 where the c’s represent reflections from rear facing child seats from
various tests where the seats were placed in a variety of different positions and similarly the s°s and h's
represent shoulders and heads respectively of various forward facing human occupants. In these results
from actual experiments. the effect of body thickness is present and vet the results still show that the basic
principles of separation of key volumes are valid. Note that there is a region of separation between
corridors that house the different object classes. It is this fact which is used in conjunction with neural
networks. as described in the above referenced patent applications. which permit the design of a system that
provides an accurate discrimination of rear facing child seats from tforward facing humans. Heretofore
before the techniques for locating the transducers to separate these two zones were discovered. the entire
discrimination task was accomplished using neural networks. There was significant overlap between the

reflections from the various objects and therefore separation was done based on patterns of the reflected
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waves. By using the technology described herein to carefully orient the transducers so as to create this
region of separation ot the critical surfaces. wherein all of the rear facing child seat data falls within a
known corridor. the task remaining for the neural networks is substantially simplified with the result that
the accuracy of identification is substantially improved.

Three general classes of child seats exist as well as several models which are unique. First. there
is the infant only seat as shown in FIG. 5 which is for occupants weighing up to about 20 pounds. This is
designed to be only placed in the rear tacing position. The second which is illustrated in FIGS. 2 and 3 is
for children trom about 20 to about 40 pounds and can be used in both the forward and rear facing position
and the third is for use only in the forward facing position and is for children weighing over about 40
pounds. All of these seats as well as the unique models are used in test setups according to this invention
for adapting a system to a vehicle. For each child seat. there are several hundred unique orientations
representing virtually every possible position of that seat within the vehicle. Tests are run. for example.
with the seat tilted 22 degrees. rotated 17 degrees. placed on the front of the seat with the seat back fully up
with the seat fully back and with the window open as well as all variations of there parameters. A large
number of cases are also run. when practicing the teachings of this invention. with various accessories. such
as clothing. toys. bottles. blankets etc.. added to the child seat.

Similarly. wide variations are used for the occupants including size. clothing and activities such as
reading maps or newspapers. leaning forward to adjust the radio. for example. Also included are cases
where the occupant puts his/her feet on the dashboard or otherwise assumes a wide variety of unusual
positions. When all of the above configurations are considered along with many others not mentioned. the
total number of configurations which are used to train the pattern recognition system can exceed 500.000.
The goal is to include in the configuration training set representations of all occupancy states that occur in
actual use. Since the system is highly accurate in making the correct decision for cases which are similar to
those in the training set. the total syvstem accuracy increases as the size of the training set increases
providing the cases are all distinct and not copies of other cases.

In addition to all of the variations in occupancy states. it is important to consider environmenta!
effects during the data collection. Thermal gradients or thermal instabilities are particularly important
since sound waves can be significantly diffracted by density changes in air. There are two aspects of the
use of thermal gradients or instability in training. First. the fact that thermal instabilities exist and therefore
data with thermal instabilities present should be part of database. For this case. a rather small amount of
data collected with thermal instabilities would be used. A much more important use of thermal instability
comes from the fact that they add variability to data. Thus. considerably more data is taken with thermal
instability and in fact. in some cases almost the entire database is taken with time varying thermal gradients
in order to provide variability to the data so that the neural network does not memorize but instead
generalizes from the data. This is accomplished by taking the data with a cold vehicle with the heater
operating and with a hot vehicle with the air conditioner operating. Additional data is aiso taken with a
heat lamp in a closed vehicle to simulate a stable thermal gradient caused by sun loading.

To collect data for 500.000 vehicle configurations is not a formidable task. A trained technician
crew can typically collect data on in excess on 2000 configurations or vectors per hour. The data is

collected typically every 50 to 100 milliseconds. During this time. the occupant is continuously moving.
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assuming a continuously varying position and posture in the vehicle including moving from side to side.
forward and back. twisting his/her head. reading newspapers and books. moving hands. arms. feet and legs,
until the desired number of different seated state examples are obtained. I[n some cases. this process is
practiced by confining the motion ot an occupant into a particular zone. in some cases. for example. the
occupant is trained to exercise these different seated state motions while remaining in a particular zone that
may be the safe zone. the keep out zone. or an intermediate gray zone. In this manner. data is coilected
representing the airbag disabie. depowered airbag enabled or full power airbag enabled states. In other
cases. the actual position of the back of the head and/or the shoulders of the occupant are tracked using
string pots. high frequency uitrasonic transducers. or optically. In this manner. the position of the occupant
can be measured and the decision as to whether this should be a disable or enable airbag case can be
decided later. By continuously monitoring the occupant. an added advantage results in that the data can be
collected to permit a comparison of the occupant from one seated state to another. This is particularly
valuable in attempting to project the future location of an occupant based on a series of past locations as
would be desirable for example to predict when an occupant would cross into the keep out zone during a
panic braking situation prior to crash.

It is important to note that it is not necessary 1o train on every vehicle produced but rather to train
on each platform. A platform is an automobile manufacturer’s designation of a group of vehicle models
that are built on the same vehicle structure.

A review of the literature on neural networks yields the conclusion that the use of such a large
training set is unique in the neural network field. The rule of neural networks is that there must be at least
three training cases for each network weight. Thus. for example. if a neural network has 156 input nodes.
10 first hidden layer nodes. 5 second hidden layer nodes. and one output node this results in a total of 1.622
weights. According to conventional theory 5000 training examples should be sufficient. It is highly
unexpected. therefore. that greater accuracy would be achieved through 100 times that many cases. It is
thus not obvious and cannot be deduced from the neural network literature that the accuracy of the system
will improve substantially as the size of the training database increases even 1o tens of thousands of cases.
It is also not obvious looking at the plots of the vectors obtained using ultrasonic transducers that
increasing the number of tests or the database size will have such a significant effect on the system
accuracy. Each of the vectors is a rather course plot with a few significant peaks and valleys. Since the
spatial resolution of the system is typically about 3 to 4 inches. it is once again surprising that such a large
database is required to achieve significant accuracy improvements.

PROCESS FOR TRAINING A VEHICLE

The process for adapting an ultrasonic system to a vehicle will now be described. A more detailed
list of steps is provided in Appendix 2. Although the pure ultrasonic system is described here. a similar set
of steps applies when other technologies such as weight and optical or other electromagnetic wave systems
are used. This description is thus provided to be exemplary and not limiting:

I. Select transducer. horn and grill designs to fit the vehicle. At this stage. usually full horns are used
which are mounted so that they project into the passenger compartment. No attempt is made at

this time to achieve an esthetic matching ot the transducers to the vehicle surfaces. An estimate of
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the desired transducer fields are made at this time either trom measurements in the vehicle directly
or from CAD drawings.
Make polar plots of the transducer sonic fields. Transducers and candidate horns and grills are
assembled and tested to confirm that the desired field angles have been achieved. This frequently
requires some adjustment of the transducers in the horn and of the grill. A properly designed grill
for ultrasonic systems can perform a similar tunction as a lens for optical systems.
Check to see that the fields cover the required volumes of the vehicle passenger compartment and
do not impinge on adjacent tlat surfaces that may cause multipath effects. Redesign horns and
grills if necessary.
Install transducers into vehicle.
Map transducer fields in the vehicle and check for multipath effects and proper coverage.
Adjust transducer aim and re-map fields if necessary.
Install daily calibration fixture and take standard setup data.
Acquire 50.000 to 100.000 vectors
Adjust vectors for volume considerations by removing some initial data points if cross talk is
present and some final points to keep data in the desired passenger compartment volume.
Normalize vectors.
Run neural network algorithm generating software to create algorithm for vehicle
installation.
Check the accuracy of the algorithm. If not sufficiently accurate collect more data where
necessary and retrain. [f still not sufficiently accurate. add additional transducers to cover holes.
When sufficient accuracy is attained. proceed to collect ~500.000 training vectors varying:
Occupancy (see Appendices 1 and 2 and FIGS. 12-19):

Occupant size. position (zones). clothing etc

Child seat type. size. position etc.

Empty seat
Vehicle contiguration:

Seat position

Window position

Visor and armrest position

Presence of other occupants in adjoining seat or rear seat

Temperature

Temperature gradient - stable

Temperature turbulence - heater and air conditioner

Wind turbulence - High speed travel with windows open. top down etc
Collect ~100.000 vectors of Independent data using other combinations of the above
Collect ~ 50.000 vectors of "real world data"” to represent the acceptance criteria and more closely
represent the actual seated state probabilities in the real world.
Train network and create algorithm using the training vectors and the Independent data vectors.

Validate the algorithm using the real world vectors.
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18. Install algorithm into the vehicle and test.
19. Decide on post processing methodology to remove final holes (areas of inaccuracy) in system
20. Implement post-processing methods into the algorithm
21. Final test. The process up until step 13 involve the use of transducers with full horns mounted on
the surfaces of the interior passenger compartment. At some point. the actual transducers which

are to be used in the final vehicle must be substituted for the trial transducers. This is either done
prior to step 13 or at this step. This process involves designing transducer holders that blend with
the visual surfaces of the passenger compartment so that they can be covered with a properly
designed grill that heips control the field and also serves to retain the esthetic quality of the
interior. This is usually a lengthy process and involves several consultations with the customer.
Usually. therefore. the steps from 13 through 20 are repeated at this point after the final transducer
and holder design has been selected. The initial data taken with full horns gives a measure of the
best system that can be made to operate in the vehicle. Some degradation in performance is
expected when the esthetic horns and grills are substituted for the full horns. By conducting two

complete data collection cycles an accurate measure of this accuracy reduction can be obtained.

-3
19

Ship to customers to be used in production vehicles.

5]
(93]

Collect additional real world validation data for continuous improvement.

More detail on the operation of the transducers and control circuitry as well as the neural network
is provided in the above referenced patents and patent applications and is included herein as if the entire
text of the same were reproduced here. One particular example of a successful neural network for the two
transducer case had 78 input nodes. 6 hidden nodes and one output node and for the four transducer case
had 176 input nodes 20 hidden layer nodes on hidden layer one. 7 hidden layer nodes on hidden layer 2 and
one output node. The weights of the network were determined by supervised training using the back
propagation method as described in the referenced patent applications and in more detail in the references
cited therein. Naturally other neural network architectures are possible including RCE. Logicon Projection.
Stochastic etc.

Finally. the system is trained and tested with situations representative ot the manufacturing and
installation tolerances that occur during the production and delivery of the vehicle as well as usage and
deterioration effects. Thus. for example. the system is tested with the transducer mounting positions shifted
by up to one inch in any direction and rotated by up to 135 degrees. with a simulated accumulation of dirt
and other variations. This tolerance to vehicle variation also sometimes permits the installation of the
system onto a different but similar model vehicle with. in many cases. only minimal retraining of the
system.

The speed of sound varies with temperature. humidity. and pressure. This can be compensated for
by using the fact that the geometry between the transducers is known and the speed of sound can therefore
be measured. Thus. on vehicle startup and as often as desired thereafter. the speed of sound can be
measured by one transducer. such as transducer 110 in FIG. 3. sending a signal which is directly received
by another transducer. Since the distance separating them is known. the speed of sound can be calculated
and the system automatically adjusted to remove the variation due to the change in the speed of sound.

Therefore, the system operates with same accuracy regardless of the temperature. humidity or atmospheric
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pressure. It may even be possible to use this technique to also automatically compensate for any effects due
to wind velocity through an open window. An additional benetit of this system is that it can be used to
determine the vehicle interior temperature for use by other control systems within the vehicle since the
variation in the velocity of sound is a strong tunction of temperature and a weak function of pressure and
humidity.

The problem with the speed of sound measurement described above is that some object in the
vehicle may block the path from one transducer to another. This of course could be checked and a
correction not be made if the signal from one transducer does not reach the other transducer. The problem.
however. is that the path might not be completely blocked but only slightly blocked. This would cause the
ultrasonic path length to increase. which would give a false indication of a temperature change. This.can
be solved by using more than one transducer. All of the transducers can broadcast signals to all of the other
transducers. The problem here. of course. is which transducer pair does one believe if they all give
different answers. The answer is the one that gives the shortest distance or the greatest calculated speed of
sound. By this method. there are a total of 6 separate paths for four ultrasonic transducers.

An alternative method of determining the temperature is to use the transducer circuit to measure
some parameter of the transducer that changes with temperature. For example the natural frequency of
ultrasonic transducers changes in a known manner with temperature and therefore by measuring the natural
frequency of the transducer the temperature can be determined. Since this method does not require
communication between transducers. it would also work in situations where each transducer has a different
resonant frequency.

The process by which all of the distances are carefully measured from each transducer to the other
transducers and the algorithm developed to determine the speed of sound. is a significant part of the
teachings of the instant invention. Prior to this. the speed of sound calculation was based on a single
transmission from one transducer to a known second transducer. This resulted in an inaccurate system
design and degraded the accuracy of systems in the field.

If the electronic control module that is part of the system is located in generally the same
environment as the transducers. another method of determining the temperature is available. This method
utilizes a device and whose temperature sensitivity is known and which is located in the same box as the
electronic circuit. In fact. in many cases. an existing component on the printed circuit board can be
monitored to give an indication of the temperature. For example. the diodes in the log comparison circuit
have characteristics that their resistance changes in a known manner with temperature. [t can be expected
that the electronic module will generally be at a higher temperature than the surrounding environment.
however. the temperature difference is a known and predictable amount. Thus. a reasonably good
estimation of the temperature in the passenger compartment can also be obtained in this manner.

Another important feature of a system. developed in accordance with the teachings of this
invention. is the realization that motion of the vehicle can be used in a novel manner to substantially
increase the accuracy of the system. Ultrasonic waves reflect on most objects as light oft a mirror. This is
due to the relatively long wavelength of ultrasound as compared with light. As a result. certain reflections
can overwhelm the receiver and reduce the available information. When readings are taken while the

occupant and/or the vehicle is in motion. and these readings averaged over several transmission/reception
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cycles. the motion of the occupant and vehicle causes various surfaces to change their angular orientation
slightly but enough to change the reflective pattern and reduce this mirror effect. The net effect is that the
average of several cycles gives a much clearer image of the reflecting object than is obtainable from a
single cycle. This then provides a better image to the neural network and significantly improves the
identification accuracy of the system. The choice of the number of cvcles to be averaged depends on the
system requirements. For example. if dynamic out-of-position is required then each vector must be used
alone and averaging in the simpie sense cannot be used. This will be discussed more detail below.

When an occupant is sitting in the vehicle during normal vehicle operation. the determination of
the occupancy state can be substantially improved by using successive observations over a period of time.
This can either be accomplished by averaging the data prior to insertion into a neural network. or
alternately the decision of the neurai network can be averaged. This is known as the categorization phase
of the process. During categorization the occupancy state of the vehicle is determined. Is the vehicle
occupied by the forward facing human. an empty seat. a rear facing child seat. or an out-of-position human?
Typically many seconds of data can be accumulated to make the categorization decision.

When a driver senses an impending crash. on the other hand. he or she will typically slam on the
brakes to try to slow vehicle prior to impact. If an occupant is unbelted. he or she will begin moving
toward the airbag during this panic braking. For the purposes of determining the position of the occupant,
there is not sufficient time to average data as in the case of categorization. Nevertheless. there is
information in data from previous vectors that can be used to partially correct errors in current vectors,
which may be caused by thermal effects, for example. One method is to determine the location of the
occupant using the neural network based on previous training. The motion of the occupant can then be
compared to a maximum likelihood position based on the position estimate of the occupant at previous
vectors. Thus. for example. perhaps the existence of thermal gradients in the vehicle caused an error in the
current vector leading to a calculation that the occupant has moved 12 inches since the previous vector.
Since this could be a physically impossible move during ten milliseconds. the measured position of the
occupant can be corrected based on his previous positions and known velocity. Naturally. if an
accelerometer is present in the vehicle and if the acceleration data is available for this calculation. a much
higher accuracy prediction can be made. Thus. there is information in the data in previous vectors as well
as in the positions of the occupant determined from the this data that can be used to correct erroneous data
in the current vector and. therefore. in a manner not too dissimilar from the averaging method for
categorization. the position accuracy of the occupant can be known with higher accuracy.

Returning to the placement of ultrasonic transducers for the ultrasonic occupant position sensor
system. as to the more novel features of the invention for the placement of ultrasonic transducers. this
application discloses (1) the application of two sensors to single-axis monitoring of target volumes: (2) the
method of locating two sensors spanning a target volume to sense object positions. that is. transducers are
mounted along the sensing axis bevond the objects to be sensed: (3) the method of orientation of the sensor
axis for optimal target discrimination parallel to the axis of separation of distinguishing target features: and
(4) the method of defining the head and shoulders and supporting surfaces as defining humans for rear

facing child seat detection and forward facing human detection.
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A similar set of observations is available for the use of electromagnetic sensors. Such rules
however must take into account that such sensors typically are more accurate in measuring lateral and
vertical dimensions relative to the sensor and distances perpendicular to the sensor. This is particularly the
case for CMOS and CCD based transducers.Considerable work is ongoing to improve the resolution of the
ultrasonic transducers. To take advantage of higher resolution transducers. more closer together data points
should be obtained. This means that after the envelope has been extracted from the returned signals. the
sampling rate should be increased from approximately 1000 samples per second to perhaps 2000 samples
per second or even higher. By doubling or tripling the amount data required to be analyzed. the system
which is mounted on the vehicle will require greater computational power. This results in a more
expensive electronic system. Not all of the data is of equal importance. however. The position of the
occupant in the normal seating position does not need to be known with great accuracy whereas as that
occupant is moving toward the keep out zone boundary during pre-crash braking. the spatial accuracy
requirements become more important. Fortunately, the neural network algorithm generating system has the
capability ot indicating to the system designer the relative value of each of the data points used by the
neural network. Thus. as many as. for example. 500 data points per vector may be collected and fed to the
neural network during the training stage and. after careful pruning. the final number of data points to be
used by the vehicle mounted system may be reduced to 150. for example. This technique of using the
neural network algorithm-generating program to prune the input data is an important teaching of the present
invention. By this method. the advantages of higher resolution transducers can be optimally used without
increasing the cost of the electronic vehicle mounted circuits. Also. once the neural network has
determined the spacing of the data points. this can be fine-tuned. for example. by acquiring more data
points at the edge of the keep out zone as compared to positions well into the safe zone. The initial
technique is done be collecting the full 500 data points. for example. while in the system installed in the
vehicle the data digitization spacing can be determined by hardware or software so that only the required
data is acquired.

The technique that was described above for the determination of the location of an occupant
during panic or braking pre-crash situations involved the use of a modular neural network. In that case. one
neural network was used 1o determine the occupancy state of the vehicle and the second neural network was
used to determine the location of the occupant within the vehicle. The method of designing a system
utilizing multiple neural networks is a key teaching of the present invention. When this idea is generalized.
many potential combinations of multiple neural network architectures become possible. Some of these will
now be discussed.

One of the earliest attempts to use multiple neural networks was to combine different networks

. trained differently but on substantially the same data under the theory that the errors which affect the

accuracy of one network would be independent of the errors which atfect the accuracy of another network.
For example. for a system containing four ultrasonic transducers. four neural networks could be trained
each using a different subset of the four transducer data. Thus. if the transducers are arbitrarily labeled A.
B. C and D the then the first neural network would be trained on data from A. B and C. The second neural
network would be trained on data from B. C. and D etc. This technique has not met with a significant

success since it is an attempt to mask errors in the data rather than to eliminate them. Nevertheless. such a
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system does pertorm marginally better in some situations compared to a single network using data from all
four transducers. The penalty for using such a system is that the computational time is increased by
approximately a tactor of three. This significantly affects the cost of the system installed in a vehicle.

An alternate method of obtaining some of the advantages of the parallel neural network
architecture described above. is to form a single neural network but where the nodes of one or more of the
hidden layers are not all connected to all of the input nodes. Alternately. if the second hidden layer is
chosen. all of the notes from the previous hidden layer are not connected to all of the nodes of the
subsequent layer. The alternate groups of hidden layer nodes can then feed to different output notes and
the results of the output nodes combined. either through a neural network training process into a single
decision or a voting process. This latter approach retains most of the advantages of the parallel neural
network while substantially reducing the computational complexity.

The fundamental problem with parallel networks is that they focus on achieving reliability or
accuracy by redundancy rather than by improving the neural network architecture itself or the quality of the
data being used. They also increase the cost of the final vehicle installed systems. Alternately. modular
neural networks improve the accuracy of the system by dividing up the tasks. For example. if a system is to
be designed 1o determine the type of tree and the type of animal in a particular scene. the modular approach
would be to first determine whether the object of interest is an animal or a tree and then use separate neural
networks to determine type of tree and the type of animal. When a human looks at a tree he is not ask
himself is that a tiger or a monkey. Modular neural network systems are efficient since once the
categorization decision is made. the seat is occupied by forward facing human. for example. the location of
that object can be determined more accurately and without requiring increased computational resources.

Another example where modular neural networks have proven valuable is provide a means for
separating “normal™ from “special cases™. It has been found that in some cases. the vast majority of the
data falls into what might be termed “normal™ cases that are easily identified with a neural network. The
balance of the cases cause the neural network considerable difficulty. however. there are identifiable
characteristics of the special cases that permits them to be separated from the normal cases and dealt with
separately. Various types of human intelligence rules can be used. in addition to a neural network. to
perform this separation including fuzzy logic. statistical fittering using the average class vector of normal
cases. the vector standard deviation. and threshold where a fuzzy logic network is used to determine chance
of a vector belonging to a certain class. If the chance is below a threshold. the standard neural network is
used and if above the special one is used.

Mean-Variance connections. Fuzzy Logic. Stochastic. and Genetic Algorithm networks. and
combinations thereot such as Neuro-Fuzzy systems are other technologies considered. During the process
of designing a system to be adapted to a particular vehicle. many different neural network architectures are
considered including those mentioned above. The particular choice of architecture is frequently
determined on a trial and error basis by the system designer. Although the parallel architecture system
described above has not proven to be in general beneficial. one version of this architecture has shown some
promise. It is known that when training a neural network. that as the training process proceeds the accuracy
of the decision process improves for the training and independent databases. It is also known that the

ability of the network to generalize suffers. That is. when the network is presented with a system which is
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similar to some case in the database but still with some significant differences. the network may make the
proper decision in the early stages of training. but the wrong decisions after the network has become fully
trained. This is sometimes called the young network vs. old network dilemma. In some cases. therefore.
using an old network in parallel with a voung network can retain some of the advantages of both networks.
that is. the high accuracy of the old network coupled with the greater generality ot the young network.
Once again. the choice of any ot these particular techniques is part of the process ot designing a system to
be adapted to a particular vehicle and is the prime subject of this invention. The particular combination of
tools used depends on the particular application and the experience of the system designer.

The methods above have been described in connection with the use of ultrasonic transducers.
Many of the methods. however. are also applicable to optical. radar. capacitive and other sensing systems
and where applicable. this invention is not limited to ultrasonic systems. In particular. an important feature
of this invention is the proper placement of three or more separately located receivers such that the system
still operates with high reliability if one of the receivers is blocked by some object such as a newspaper.
This feature is also applicable to systems using electromagnetic radiation instead of ultrasonic. however the
particular locations will differ based on the properties of the particular transducers. Optical sensors based
on two-dimensional cameras or other image sensors. for example. are more appropriately placed on the
sides of a rectangle surrounding the seat to be monitored rather than at the corners of such a rectangle as is
the case with ultrasonic sensors. This is because ultrasonic sensors measure an axial distance from the
sensor where the camera is most appropriate for measuring distances up and down and across its field view
rather than distances to the object. With the use of electromagnetic radiation and the advances which have
recently been made in the field of very low light level sensitivity. it is now possible. in some
implementations. to eliminate the transmitters and use background light as the source of illumination along
with using a technique such as auto-focusing to obtain the distance from the receiver to the object. Thus.
only receivers would be required further reducing the complexity of the system.

Although implicit in the above discussion. an important feature of this invention which should be
emphasized is the method of developing a system having distributed transducer mountings. Other systems
which have attempted to solve the rear facing child seat (RFCS) and out-of-position probiems have relied
on a single transducer mounting iocation or at most. two transducer mounting locations. Such systems can
be easily blinded by a newspaper or by the hand of an occupant. for example. which is imposed between
the occupant and the transducers. This problem is almost completely eliminated through the use of three or
more transducers which are mounted so that they have distinctly different views of the passenger
compartment volume of interest. [f the system is adapted using four transducers as illustrated in the
distributed system of FIG. 9. for example. the system suffers only a slight reduction in accuracy even if two
of the transducers are covered so as to make them inoperable.

It is important in order to obtain the full advantages of the system when a transducer is blocked.
that the training and independent databases contains many examples of blocked transducers. If the pattern
recognition system. the neural network in this case. has not been trained on a substantial number of blocked
transducer cases. it will not do a good job in recognizing such cases later. This is yet another instance
where the makeup of the databases is crucial to the success of designing the system that will perform with

high reliability in a vehicle and is an important aspect of the instant invention.
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Other techniques which may or may not be part of the process of designing a system for a
particular application include the following:

1. Fuzzy logic. As discussed above. neural networks trequently exhibit the property that when
presented with a situation that is totally different from any previously encounter. an irrational decision can
result. Frequently when the trained observer looks at input data. certain boundaries to the data become
evident and cases that fall outside of those boundaries are indicative of either corrupted data or data from a
totally unexpected situation. It is sometimes desirable for the system designer to add rules to handle these
cases. These can be fuzzy logic based rules or rules based on human intelligence. One example would be
that when certain parts of the data vector fall outside of expected bounds that the system defaults to an
airbag enable state.

2. Genetic algorithms. When developing a neural network algorithm for a particular vehicle.
there is no guarantee that the best of all possible algorithms has been selected. One method of improving
the probability that the best algorithm has been selected is to incorporate some of the principles of genetic
algorithms. In one application of this theory. the network architecture and/or the node weights are varied
pseudo-randomly to attempt to find other combinations which have higher success rates. The discussion of’

such genetic algorithms systems appears in the book Computational intelligence referenced above.

3. Pre-processing. For military target recognition is common to use the Fourier transform of the
data rather than the data itseif. This can be especially valuable for categorization as opposed to location of
the occupant and the vehicle. When used with a modular network. for example. the Fourier transform of
the data may be used for the categorization neural network and the non-transformed data used for the
position determination neural network. Recently wavelet transforms have also been considered as a
preprocessor.

4. Occupant position determination comparison. Above. under the subject of dynamic out-of-
position. it was discussed that the position of the occupant can be used as a filter to determine the quality of
the data in a particular vector. This technique can also be used in general as a method to improve the
quality of a vector of data based on the previous positions of the occupant. This technique can also be
expanded to help difterentiate live objects in the vehicle from inanimate objects. For example. a forward
facing human will change his position frequently during the travel of the vehicle whereas a box will tend to
show considerably less motion. This is also useful. for example. in differentiating a small human from an
empty seat. The motion of a seat containing a small human will be significantly different from that of an
empty seat even though the particular vector may not show significant differences. That is. a vector formed
from the difterences from two successive vectors is indicative of motion and thus of an occupant.

5. Blocked transducers. It is sometimes desirable to positively identify a blocked transducer and
when such a situation is found to use a different neural network which has only been trained on the subset
of unblocked transducers. Such a network. since it has been trained specitically on three transducers. for
example. will generally perform more accurately than a network which has been trained on tour transducers
with one of the transducers blocked some of the time. Once a blocked transducer has been identified the
occupant can be notified if the condition persists for more than a reasonable time.

6. Other Basic Architectures. The back propagation neural network is a very successful general-

purpose network. However. for some applications. there are other neural network architectures that can
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pertorm better. If it has been found. for example. that a parallel network as described above results in a
significant improvement in the system. then. it is likely that the particular neural network architecture
chosen has not been successful in retrieving all of the information that is present in the data. In such a case
an RCE. Stochastic. Logicon Projection. or one of the other approximately 30 types of neural network
architectures can be tried to see if the results improve. This parallel network test. therefore. is a valuable
tool for determining the degree to which the current neural network is capable of using efficiently the
available data.

7. Transducer Geometry. Another technique. which is frequently used in designing a system for a
particular vehicle. is to use a neural network to determine the optimum mounting locations. aiming
directions and field angles of transducers. For particularly difficult vehicles it is sometimes desirable to
mount a large number of ultrasonic transducers. for example. and then use the neural network to eliminate
those transducers which are least significant. This is similar to the technique described above where all
kinds of transducers are combined initially and later pruned.

8. Data quantity. Since it is very easy to take large amounts data and vet large databases require
considerably longer training time for a neural network. a test of the variability ot the database can be made
using a neural network. If for example afier removing half of the data in the database. the performance of a
trained neural network against the validation database does not decrease. then the system designer suspects
that the training database contains a large amount of redundant data. Techniques such as similarity analysis
can then be used to remove data that is virtually indistinguishable from other data. Since it is important to
have a varied database. it is undesirable generally to have duplicate or essentially duplicate vectors in the
database since the presence of such vectors can bias system and drive the system more toward
memorization and away from generalization.

9. Environmental factors. An evaluation can be made of the beneficial effects of using varying
environmental influences during data collection on the accuracy of the system using neural networks along
with a technique such as design of experiments.

10. Database makeup. It is generally believed that the training database must be flat meaning that
all of the occupancy states that the neural network must recognize must be approximately equally
represented in the training database. Typically. the independent database has approximately the same
makeup as the training database. The validation database. on the other hand. typically is represented in a
non-flat basis with representative cases from real world experience. Since there is no need for the
validation database to be flat. it can include many of the extreme cases as well as being highly biased
towards the most common cases. This is the theory that is currently being used to determine the makeup of
the various databases. The success of this theory continues to be challenged by the addition of new cases to
the validation database. When significant failures are discovered in the validation database. the training
and independent databases are modified in an attempt to remove the failure.

1. Biasing. All seated state occupancy states are not equally important. The final system must
be nearly 100% accurate tor forward facing in-position humans. Since that will comprise the majority of
the real world situations. even a small loss in accuracy here will cause the airbag to be disabled in a
situation where it otherwise would be available to protect an occupant. A small decrease in accuracy will

thus result in a large increase in deaths and injuries. On the other hand. there are no serious consequences
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if the airbag is deployed occasionaliy when the seat is empty. Various techniques are used to bias the data
in the database to take this into account. One technique is 10 give a much higher value to the presence of a
forward facing human during the supervised learning process than to an empty seat. Another technique is
to include more data tfor forward tacing humans than for empty seats. This. however. can be dangerous as
an unbalanced network leads to a loss of generality.

12. Screening. It is important that the loop be closed on data acquisition. That is. the data must
be checked at the time the data is acquired to the sure that it is good data. Bad data can happen because of
electrical disturbances on the power line. sources of ultrasound such as nearby welding equipment. or due
to human error. If the data remains in the training database. tor example. then it will degrade the
performance of the network. Several methods exist for eliminating bad data. The most successful method
is to take an initial quantity of data. such as 30.000 to 50.000 vectors. and create an interim network. This
is normally done anywayv as an initial check on the syvstem capabilities prior to engaging in an extensive
data collection process. The network can be trained on this data and. as the real training data is acquired.
the data can be tested against the neural network created on the initial data set. Any vectors that fail are
examined for reasonableness.

13. Vector normalization method. Through extensive research it has been found that the vector
should be normalized based on all of the data in the vector. that is have all its data values range from 0 to 1.
For particular cases. however. it has been fond desirable to apply the normalization process selectively.
eliminating or treating differently the data at the early part of the data from each transducer. This is
especially the case when there is significant ringing on the transducer or cross talk when a separate send
and receive transducer is used. There are times when other vector normalization techniques are required
and the neural network system can be used to determine the best vector normalization technique for a
particular application.

14, Feature extraction. The success of a neural network system can frequently be aided if
additional data is inputted into the network . One example can be the number of 0 data points betore the
first peak is experience. Aiternately. the exact distance to the first peak can be determined prior to the
sampling of the data. Other features can include the number of peaks. the distance between the peaks. the
width of the largest peak. the normalization tactor. the vector mean or standard deviation. etc. These
normalization techniques are frequently used at the end of the adaptation process to slightly increase the
accuracy of the system.

15. Noise. It has been frequently reported in the literature that adding noise to the data that is
provided to a neural network can improve the neural network accuracy by leading to better generalization
and away from memorization. However. the training ot the network in the presence of thermal gradients
has been shown to substantially eliminate the need to artificially add noise to the data. Nevertheless. in
some cases. improvements have been observed when random arbitrary noise of a rather low level is
superimposed on the training data.

16. Photographic recording of the setup. After all of the data has been collected and used to train
a neural network. it is common to find a significant number ot vectors which. when analyzed by the neural
network. give a weak or wrong decision. These vectors must be carefully studied especially in comparison

with adjacent vectors to see if there is an identifiable cause for the weak or wrong decision. Perhaps the
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occupant was on the borderiine of the keep out zone and strayed into the keep out zone during a particular
data collection event. For this reason. it is desirable to photograph each setup simultaneous with the
collection of the data. This can be done using a camera mounted in a position whereby it obtains a good
view of the seat occupancy. Sometimes several cameras are necessary o minimize the effects of blockage
by a newspaper. for example. Having the photographic record of the data setup is also useful when similar
results are obtained when the vehicle is subjected to road testing. During road testing. the camera is also
present and the test engineer is required to initiate data collection whenever the system does not providé the
correct response. The vector and the photograph of this real world test can later be compared to similar
setups in the laboratory to see whether there is data that was missed in deriving the matrix of vehicle setups
for training the vehicle.

17. Automation. When collecting data in the vehicle it is desirable to automate the motion ot the
vehicle seat. seatback. windows. visors etc. in this manner the positions of these items can be controlled
and distributed as desired by the system designer. This minimizes the possibility of taking 100 much data at
one contiguration and thereby unbalancing the network.

18. Automatic setup parameter recording. To achieve an accurate data set. the key parameters ot
the setup should be recorded automatically. These include the temperatures at various positions inside the
vehicle. the position of the vehicle seat. and seatback. the position ot the headrest. visor and windows and.
where possible. the position of the vehicle occupants. The automatic recordation of these parameters
minimizes the effects of human errors.

19. Laser Pointers. During the initial data collection with full horns mounted on the surface of the
passenger compartment. care must the exercised so that the transducers are not accidentally moved during
the data collection process. In order to check for this possibility. a small laser diode is incorporated into
each transducer holder. The laser is aimed so that it illuminates some other surface of the passeﬁger
compartment at a known location. Prior to each data taking session. each of the transducer aiming points is
checked.

20. Multi-frequency transducer placement. When data is coliected for dynamic out-of-position.
each of the ultrasonic transducers must operate at the different frequency so that ali transducers can
transmit simultaneously. By this method data can be collected every 10 milliseconds. which is sutficientiy
fast to approximately track the motion of an occupant during pre-crash braking prior to an impact. A
problem arises in the spacing of the frequencies between the different transducers. If the spacing is too
close. it becomes very difficult to separate the signals from different transducers and it also atfects the
sampling rate of the transducer data and thus the resolution of the transducers. If an uitrasonic transducer
operates module below 35 kHz it can be sensed by dogs and other animals. If the transducer operates much
above 70 kHz. it is very difficult to make the open type of ultrasonic transducer which produces the highest
sound pressure. If the multiple frequency system is used for both the driver and passenger-side. eight
separate frequencies are required. In order to find cight frequencies between 33 and 70 kHz. a frequency
spacing of 5 kHz is required. [n order to use conventional electronic [ilters and to provide sufficient
spacing to permit the desired resolution at the keep out zone border. a 10 kiHz spacing is desired. These
incompatible requirements can be solved through a careful judicious placement of the transducers such that

transducers that are within 5 kHz of each other are placed in such a manner that there is no direct path
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between the transducers and any indirect path is sutficiently long so that it can be filtered temporarily. An
example of such an arrangement is shown on FIG. 11. For this example the transducers operate at the
following frequencies A 65 kHz. B 55 kHz. C 35 kHz. D 45 kHz. E 50 kHz. F 40 kHz. G 60 kHz. H 70
kHz. Actually other arrangements adhering to the principle described above would also work.

21. Use of a PC in data collection. When collecting data for the training. independent. and
validation databases. it is frequently desirable to test the data using various screening techniques and to
display the data on a monitor. Thus. during data collection the process is usually monitored using a
desktop PC for data taken in the laboratory and a laptop PC for data taken on the road.

22. Use ot referencing markers and gages. In addition to and sometimes as a substitution for. the
automatic recording of the positions of the seats. seatbacks. windows etc. as described above. a variety of
visual markings and gages are frequently used. This includes markings to show the angular position of the
seatback. the location of the seat on the seat track. the openness of the window. etc.. Also in those cases
where automatic tracking of the occupant is not implemented. visual markings are placed such that a
technician can observe that the test occupant remains within the required zone for the particular data taking
exercise. Sometimes. a laser diode is used to create a visual line in the space that represents the boundary
of the keep out zone or other desired zone boundary.

It is important to realize that the adaptation process described herein applies to any combination of
transducers that provide information about the vehicle occupancy. These include weight sensors.
capacitive sensors. inductive sensors. moisture sensors. ultrasonic. optic. infrared. radar among others. The
adaptation process begins with a selection of candidate transducers for a particular vehicle model. This
selection is based on such considerations as cost. alternate uses of the system other than occupant sensing,
vehicle interior passenger compartment geometry. desired accuracy and reliability. vehicle aesthetics.
vehicle manufacturer preferences. and others. Once a candidate set of transducers has been chosen. these
transducers are mounted in the test vehicle according to the teachings of this invention. The vehicle is then
subjected to an extensive data collection process wherein various objects are placed in the vehicle at
various locations as described below and an initial data set is coliected. A pattern recognition system is
then developed using the acquired data and an accuracy assessment is made. Further studies are made to
determine which. if any. of the transducers can be eliminated from the design. In general the design
process begins with a surplus of sensors plus an objective as to how many sensors are to be in the final
vehicle installation. The adaptation process can determine which of the transducers are most important and
which are least important and the least important transducers can be eliminated to reduce system cost and
complexity.

Although several preferred methods are illustrated and described above. there are other possible
combinations using different sensors located at different positions within the automobile passenger
compartment which measure either the same or different characteristics of an occupying object to
accomplish the same or similar goals as those described herein. There are also numerous additional
applications in addition to those described above including. but not limited to. monitoring the driver seat.
the center seat or the rear seat of the vehicle or for controlling other vehicle systems in addition to the
airbag system. This invention is not limited to the above embodiments and should be determined by the

following claims.
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Appendix |

Analysis of Neural Network Training and Data Preprocessing Methods - An Example
1. Introduction

The Artiticial Neural Network that forms the “brains™ of the Occupant Spatial Sensor needs to be
trained to recognize airbag enable and disable patterns. The most important part of this training is the data
that is collected in the vehicle. which provides the patterns corresponding to these respective
configurations. Manipulation of this data (such as filtering) is appropriate if this enhances the information
contained in the data. Important too. are the basic network architecture and training methods applied. as
these two determine the learning and generalization capabilities of the neural network. The ultimate test for
all methods and filters is their effect on the network performance against real world situations.

The Occupant Spatial Sensor (OSS) uses an artificial neural network (ANN) to recognize patterns
that it has been trained to identify as either airbag enable or airbag disable conditions. The pattern is
obtained from four ultrasonic transducers that cover the front passenger seating area. This pattern consists
of the ultrasonic echoes from the objects in the passenger seat area. The signal from each of the four
transducers consists of the electrical image of the return echoes. which is processed by the electronics. The
electronic processing comprises amplitication (logarithmic compression). rectification. and demodulation
(band pass filtering). followed by discretization (sampling) and digitization of the signal. The only software
processing required. before this signal can be fed into the artificial neural network. is normalization (i.e.
mapping the input to numbers between 0 and 1). Although this is a fair amount of processing. the resulting
signal is still considered “raw™. because all information is treated equally.

It is possible to apply one or more software preprocessing filters to the raw signal before it is fed
into the artificial neural network. The purpose of such filters is to enhance the useful intormation going into
the ANN. in order to increase the system performance. This document describes several preprocessing
filters that were applied to the ANN training of a particular vehicle.

2. Data Description

The pertormance of the artificial neural network is dependent on the data that is used to train the
network. The amount of data and the distribution ot the data within the realm of possibilities are known to
have a large effect on the ability of the network to recognize patierns and to generalize. Data tor the OSS is
made up of vectors. Each vector is a combination of the useful parts of the signals coliected from four
ultrasonic transducers. A typical vector could comprise on the order of 100 data points. each representing
the (time displaced) echo level as recorded by the ultrasonic transducers.

Three different sets of data are collected. The first set. the training data. contains the patterns that
the ANN is being trained on to recognize as either an airbag deploy or non-deploy scenario. The second set
is the independent test data. This set is used during the network training to direct the optimization of the
network weights. The third set is the validation (or real world) data. This set is used to quantify the success
rate (or performance) of the tinalized artificial neural network.

Table 1 shows the muin characteristics ot these three data sets. as collected tor the vehicle. Three
numbers characterize the sets. The number of configurations characterizes how many different subjects and
objects were used. The number of setups is the product ot the number ot configurations and the number of

vehicle interior variations (seat position and recline. roof and window state. etc.) performed for each
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contiguration. The total number of vectors is then made up of the product of the number of setups and the

number of patterns collected while the subject or object moves within the passenger volume.

Table 1 Characteristics of the Data Sets

Data Set Configurations Setups ] Vectors

Training 130 1300 650.000

Independent Test 130 1300 195.000

Validation 100 100 15.000
S5 1l Training Data Set Characteristics

The training data set can be split up in various ways into subsets that show the distribution of the

data. Table 2 shows the distribution of the training set amongst three classes of passenger seat occupancy:

Empty Seat. Human Occupant. and Child Seat. All human occupants were adults of various sizes. No
children were part of the training data set other then those seated in Forward Facing Child Seats. Table 3

10 shows a turther breakup of the Child Seats into Forward Facing Child Seats. Rearward Facing Child Seats.
Rearward Facing Infant Seats. and out-of-position Forward Facing Child Seats. Table 4 shows a different

tvpe of distribution: one based on the environmental conditions inside the vehicle.

Table 2 Distribution of Main Training Subjects

Occupancy ! Representation

Empty Seat 10 %

Human Occupant 32%

Child Seat 58 %

15 Table 3 Child Seat Distribution

Child Seat Configuration Representation
Forward Facing Child Seat 40 %
Forward Facing Child Seat Qut-of-Position 4%
Rearward Facing Child Seat 27 %
Rearward Facing Infant Seat 29 %

Table 4 Distribution of Environmental Conditions

Environmental Condition Representation
Ambient i 56 %
Static Heat (Solar Lamp) | 25%
Dynamic Heat (Car Heat) ‘ 13 %
Dynamic Cooling (Car A C) : 6 %
1.2 Independent Test Data Characteristics
20 The independent test data is created using the same configurations. subjects. objects. and

conditions as used for the training data set. Its makeup and distributions are therefore the same as those of
the training data set.

-

1.3 Validation Data Characteristics
25 The distribution of the validation data sct into its main subsets is shown in Table 5. This

distribution is close to that of the training data set. However. the human occupants comprised both children
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(12 % of total) as well as adults (27 % of total). Table 6 shows the distribution of human subjects. Contran

to the training and independent test data sets. data was collected on children ages 3 and 6 that were nor

seated in a child restraint of any kind. Table 7 shows the distribution of the child seats used. On the other

hand. no data was collected on Forward Facing Child Seats that were out-of-position. The child and infant

5 seats used in this data set are different from those used in the training and independent test data sets. The
validation data was collected with varying environmental conditions as shown in Table 8.
Table 5 Validation Data Distribution
Occupancy l Representation
Empty Seat 8 %
| Human Occupant 39 %
| Child Seat 53 %
Table 6 Human Subject Distribution
Human Occupant Representation Normally Seated f Out-of-Position |
Child age 3 15% 50 % 50 % 1
Child age 6 15 % [ 50 % 50 %
Adult 5" percentile Female ‘ 23 % l 67 % 33 %
Adult 50" percentile Male i 23 % f 67 % | 33 %
Adult 95" percentile Male 1 23 % ] 67 % | 33 %
10
Table 7 Child Seat Distribution
Child Seat Configuration | Representation —f
Forward Facing Child Seat I 11% |
Forward Facing Booster Seat 11 %
Rearward Facing Child Seat 38 %
Rearward Facing Infant Seat 40 %
Table 8 Distribution of Environmental Conditions
' Environmental Condition 4[ Representation |
| Ambient l 63 % i
| Static Heat (Solar Lamp) | 13 % f
! Dynamic Heat (Car Heat) | 12% |
{_Dynamic Cooling (Car Air Conditioner) 12 % |
15 3. Network Training

The baseline network consisted ot a four layer back-propagation network with 117 input layer

nodes. 20 and 7 nodes respectively in the two hidden layers. and 1 output layer node. The input laver is

made up of inputs trom four ultrasonic transducers. These were located in the vehicle on the rear quarter

panel (A). the A-pillar (B). and the over-head console (C. H). Table 9 shows the number of points. taken

20 from each of these channels that make up one vector.
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Table 9 Transducer Volume
Transducer Starting Point ___End Point
Sample Time Distance Sample | Time Distance

(ms) (mm) [ (ms) (mm)
A 3 0.83 142 29 L 4.84 822
B 3 0.50 85 33 1 5.84 992
C 7 1.17 198 34 5.67 964
H 2 0.33 57 32 5.34 907

The artificial neural network is implemented using the Neural Works Professional 11/Plus software.
The method used for training the decision mathematical model was back-propagation with Extended Delta-
Bar-Delta learning rule and sigmoid transter function. The Extended DBD paradigm uses past values of the
gradient to infer the local curvature of the error surface. This leads to a learning rule in which every
connection has a different learning rate and a different momentum term. both of which are automatically
calculated.

The network was trained using the above-described training and independent test data sets. An
optimum (against the independent test set) was found after 3.673.000 training cycles. Each training cycle
uses 30 vectors (known as the epoch). randomly chosen from the 650.000 available training set vectors.

Table 10 shows the performance of the baseline network.

Table 10 Baseline Network Performance

Self Test Success Rate 95.3 %
Independent Test Success Rate 94.5 %
Validation Test Success Rate 92.7 %

The network performance has been further analyzed by investigating the success rates against
subsets of the independent test set. The success rate against the airbag enable conditions at 94.6% is
virtually equal to that against the airbag disable conditions at 94.4%. Table 11 shows the success rates for
the various occupancy subsets. Table 12 shows the success rates tor the environmental conditions subsets.
Although the distribution ot this data was not entirely balanced throughout the matrix. it can be concluded

that the system performance is not significantly degraded by heat sources.

Table 11 Performance per Occupancy Subset

Occupancy Independent Test
Empty Seat 96.1 %
Normally Seated Adult 92.1 %
Rearward Facing Child/Infant Seat 94.1 %
Forward Facing Child Seat 96.9 %
Out-ot-Position Human/FFCS | 93.0 %

Table 12 Performance per Environmental Conditions Subset
Environmental Condition i Independent Test
Ambient ' 93.4 % ;
Long Term Heat (Lamp Heat) | 95.2% !
Sort Term Heating/Cooling (HVAC) i 93.5 % !

(%]

Normalization
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Normalization is used to scale the real world data range into a range acceptable for the network

training. The NeuralWorks software requires the use of a scaling factor to bring the input data into a range

of 0 to l. inclusive. Several normalization methods have been explored for their eftect on the system

performance.

The real world data consists of 12 bit. digitized signals with values between 0 and 4095. FIG. 20

shows a typical raw signal. A raw vector consists of combined sections of four signals.

Three methods of normalization of the individual vectors have been investigated:

a. Normalization using the highest and lowest value of the entire vector (baseline).

b. Normalization of the transducer channels that make up the vector. individually. This

method uses the highest and lowest vaiues of each channel.

c. Normalization with a fixed range ({0.4095] ).

The results of the normalization study are summarized in Table 13.

Table 13 Normalization Study Results

Normalization Method Self Test Independent Test ! Validation Test

a. Whole Vector (base) 953 % 94.5 % 92.7%

b. Per Channel 94.9 % 93.8 % 90.3 %

c. Fixed Range [0.4095] 95.6 % i 90.3 % 88.3 % i

A higher performance results from normalizing across the entire vector versus normalizing per
channel. This can be explained from the fact that the baseline method retains the information contained in
the relative strength of the signal from one transducer compared to another. This information is lost when
using the second method.

Normalization using a fixed range retains the information contained in the relative strength of one
vector compared to the next. From this it could be expected that the performance of the network trained
with fixed range normalization would increase over that of the baseline method. However. without
normalization. the input range is. as a rule. not from zero to the maximum value (see Figure 1). The
absolute value of the data at the input layer affects the network weight adjustment (see equations [1] and
[2]). During network training. vectors with a smaller input range will affect the weights calculated for each

processing element (neuron) differently than vectors that do span the tull range.
Aw,,/”/ = [coef e,/’/. X/ 1
e,/‘/ :x/‘/. (/.0—,1',/‘/) A T ow ) 2]

Aw,' is the change in the network weights: /coef is the learning coefficient: ¢/* is the local error at neuron

jin laver s: /" is the current output state of neuron j in layer s.

Variations in the highest and lowest values in the input laver. therefore. have a negative effect on the

training of the network. This is reflected in a lower performance against the validation data set.
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A secondary effect of normaiization is that it increases the resolution of the signal by stretching it
out over the full range of 0 to 1. inclusive. As the network predominantiy learns from higher peaks in the
signal. this resuits in better generalization capabilities and therefore in a higher performance.

It must be concluded that the eftects ot the fixed range of input values and the increased resolution
resulting from the baseline normalization method have a stronger effect on the network training than
retaining the information contained in the relative vector strength.

3.2 Low Threshold Filters

Not all information contained in the raw signals can be considered useful for network training.
Low amplitude echoes are received back from objects on the outskirts of the ultrasonic field that should not
be included in the training data. Moreover. low amplitude noise. from various sources. is contained within
the signal. This noise shows up strongest where the signal is weak. By using a low threshold filter. the
signal to noise ratio of the vectors can be improved before they are used for network training.

Three cutoff levels were used: 3%. 10%. and 20% of the signal maximum value (4095). The
method used. brings the values below the threshold up to the threshold level. Subsequent vector
normalization (baseline method) stretches the signal to the full range of [0.1].

The results of the low threshoid filter study are summarized in Table 14,

Table 14 Low Threshold Filter Study Results

Threshold Level Self Test Independent Test Validation Test
none (base) 95.3 % 94.5 % 92.7%
5% of 4095 953 % 94.4 % 91.9 %
10% of 4095 933 % 943 % 92.5%
20% of 4095 93.1% 942 % 86.4 %

The performance of the networks trained with 5% and 10% threshold filter is similar to that of the
baseline network. A small performance degradation is observed for the network trained with a 20%
threshold filter. From this it is concluded that the noise level is sufficiently low to not atfect the network
training. At the same time it can be concluded that the lower 10% of the signal can be discarded without
affecting the network performance. This allows the definition of demarcation lines on the outskirts of the
ultrasonic field where the signal is equal to 10% of the maximum field strength.

4. Network Types

The baseline network is a back-propagation type network. Back-propagation is a general-purpose
network paradigm that has been successfully used for prediction. classification. system modeling. and
filtering as well as many other generai types ot problems. Back propagation learns by calculating an error
between desired and actual output and propagating this error information back to each node in the network.
This back-propagated error is used to drive the learning at each node. Some of the advantages of a back-
propagation network are that it attempts to minimize the global error and that it can provide a very compact
distributed representation of complex data sets. Some of the disadvantages are its slow learning and the
irregular boundaries and unexpected classification regions due to the distributed nature ot the network and
the use of a transfer functions that is unbounded. Some of these disadvantages can be overcome by using a

modified back-propagation method such as the Extended Delta-Bar-Delta paradigm. The EDBD algorithm

42
SUBSTITUTE SHEET (RULE 26)

PCT/US00/14903



10

20

25

30

35

40

WO 01/14910

automatically calculates the learning rate and momentum for each connection in the network. which
facilitates optimization ot the network training.

Many other network architectures exist that have different characteristics than the baseline
network. One of these is the Logicon Projection Network. This type ot network combines the advantages ot
closed boundary networks with those of open boundary networks (to which the back-propagation network
belongs). Closed boundary networks are fast learning because they can immediately place prototypes at the
input data points and match all input data to these prototypes. Open boundary networks. on the other hand.
have the capability to minimize the output error through gradient decent.

3. Conclusions

The baseline artificial neural network trained to a success rate ot 92.7% against the validation data
set. This network has a four-layer back-propagation architecture and uses the Extended Delta-Bar-Delta
learning rule and sigmoid transter-function. Pre-processing comprised vector normalization while post-
processing comprised a “five consistent decision™ filter.

The objects and subjects used for the independent test data were the same as those used for the
training data. This may have negatively atfected the network's classification generalization abilities.

The spatial distribution of the independent test data was as wide as that of the training data. This
has resulted in a network that can generalize across a large spatial volume. A higher performance across a
smaller volume. located immediately around the peak of the normal distribution. combined with a lower
performance on the outskirts of the distribution curve. might be preferable.

To achieve this. the distribution of the independent test set needs to be a reflection of the normal
distribution for the system (a.k.a. native population).

Modifying the pre-processing method or applying additional pre-processing methods did not show
a significant improvement of the performance over that ot the baseline network. The baseline normalization
method gave the best results as it improves the learning by keeping the input values in a fixed range and
increases the signal resolution. The lower threshold study showed that the network learns from the larger
peaks in the echo pattern. Pre-processing techniques should be aimed at increasing the signal resolution to
bring out these peaks.

A turther study could be performed to investigate combining a lower threshold with fixed range
normalization. using a range less than full scale. This would force each vector to include at least one point
at the lower threshold value and one value in saturation. effectively forcing each vector into a fixed range
that can be mapped between 0 and 1. inclusive. This would have the positive effects associated with the
baseline normalization. while retaining the information contained in the relative vector strength. Raw
vectors points that. as a result of the scaling. would fall outside the range of 0 to 1 would then be mapped to
0 and | respectively.

Post-processing should be used to enhance the network recognition ability with a memor:
function. The possibilities for such are currently frustrated by the necessity of one network performing both
object classification as well as spatial locating functions. Performing the spatial locating function requires
flexibitity to rapidly update the system status. Object classification. on the other hand. benefits from

decision rigidity to nullify the eftect of an occasional pattern that is incorrectly classified by the network.
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Appendix 2
Process for training an OPS system DOOP network for a specific vehicle
Define customer requirements and deliverables
1.1. Number of zones
1.2. Number of outputs

1.3. Atrisk zone definition

(U]

1.4, Decision definition i.e. empty seat at risk. sate seating. or not critical and undetermined

1.

w

Determine speed of DOOP decision

Develop PERT chart for the program

Determine viable locations for the transducer mounts
3.1. Manufacturability

3.2. Repeatability

3.3. Exposure (not able to damage during vehicle life)
Evaluate location of mount logistics

4.1. Field dimensions

4.2. Multipath reflections

4.3. Transducer Aim

4.4. Obstructions / Unwanted data

4.5. Objective of view

4.6. Primary DOOP transducers requirements
Develop documentation logs for the program (vehicle books)
Determine vehicle training variables

6.1. Seat track stops

6.2. Steering wheel stops

6.3. Seat back angles

6.4. DOOP transducer blockage during crash

6.5. Etw...

Determine and mark at risk zone in vehicle

Evaluate location physical impediments

8.1. Room to mount / hide transducers

8.2. Sufficient hard mounting surfaces

8.3. Obstructions

Develop matrix for training. independent. validation. and DOOP data sets

. Determine necessary equipment needed for data collection

10.1. Child / booster / infant seats
10.2. Maps / razors / makeup

10.3. Etc...

. Schedule sled tests for initial and tinal DOOP networks

. Design test buck for DOOP

Design test dummy for DOOP testing
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14.

16.
17.
18.

Purchase any necessary variables
14.1. Child / booster / infant seats
14.2. Maps / razors / makeup

14.3.Etc...

. Develop automated controls of vehicle accessories

15.1. Automatic seat control for variable emprty seat

15.2. Automatic seat back angle control for variable empty seat
15.3. Automatic window control for variable empty seat
15.4.Etc...

Acquire equipment to build automated controls

Build & install automated controls of vehicle variables

Install data collection aides

18.1. Thermometers

18.2. Seat track gauge

18.3. Seat angle gauge

18.4. Etc...

. Install switched and fused wiring for:

19.1. Transducer pairs

19.2. Lasers

19.3. Decision Indicator Lights

19.4. System box

19.5. Monitor

19.6. Power automated control items
19.7. Thermometers. potentiometers

19.8. DOOP occupant ranging device
19.9. DOOP ranging indicator

19.10. Ete...

. Write DOOP operating software for OPS system box

. Validate DOOP operating software for OPS

- Build OPS system control box for the vehicle with special DOOP operating software
. Validate & document system control box

. Write vehicle specific DOOP data collection software (pollbin)

. Write vehicle specific DOOP data evaluation program (picgraph)

. Evaluate DOOP data collection software

27. Evaluate DOOP data evaluation software

. Load DOOP data collection software on OPS system box and validate

. Load DOOP data evaluation software on OPS system box and validate

. Train technicians on DOOP data collection techniques and use of data collection software
. Design prototype mounts based on known transducer variables

. Prototype mounts
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40.

41.

w
o

. Pre-build mounts

33.1. Install transducers in mounts
33.2.Optimize to eliminate crosstalk
33.3.Obtain desired field

33.4. Validate performance ot DOOP requirements for mounts

. Document mounts

34.1. Polar plots of fields
34.2. Drawings with all mount dimensions

34.3. Drawings of transducer location in the mount

. Install mounts in the vehicle

. Map fields in the vehicle using ATI designed apparatus and specification

Map performance in the vehicle ot the DOOP transducer assembly

. Determine sensor volume

Document vehicle mounted transducers and fields
39.1. Mapping per AT! specitication

39.2. Photographs of all fields

39.3. Drawing and dimensions of installed mounts
39.4. Document sensor volume

39.5. Drawing and dimensions of aim & field
Using data collection software and OPS system box collect initial 16 sheets of training. independent.
and validation data

Determine initial conditions for training the ANN
41.1.Normalization method

41.2. Training via back propagation or ?

41.3. Weights

41.4.Etc...

. Pre-process data

. Train an ANN on above data

. Develop post processing strategy if necessary

. Develop post processing software

. Evaluate ANN with validation data and in vehicle analysis
. Pertorm sled tests to confirm initial DOOP resuits

. Document DOOP testing results and performance

. Rework mounts and repeat steps 31 through 48 if necessan
. Meet with customer and review program

. Develop strategy for customer directed outputs

51.1. Develop strategy for final ANN multiple decision networks if necessary

1.2. Develop strategy for final ANN multiple laver networks if necessary

o

51.3. Develop strategy for DOOP layer / network

. Design daily calibration jig
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64.

. Build daily calibration jig

. Develop daily calibration test

. Document daily calibration test procedure & jig
. Collect daily calibration tests

. Document daily calibration test results

. Rework vehicle data coliection markings for customer directed outputs

58.1. Multiple zone identifiers for data collection

Schedule subjects for all data sets

. Train subjects for data collection procedures

. Using DOOP data collection software and OPS system box collect initial 16 sheets of training.

independent. and validation data

. Collect total amount of vectors deemed necessary by program directives. amount will vary as outputs

and complexity of ANN varies

. Determine initial conditions for training the ANN

63.1. Normalization method

63.2. Training via back propagation or ?
63.3. Weights

63.4.Etc...

Pre-process data

. Train an ANN on above data
66.

Develop post processing strategy
66.1. Weighting
66.2. Averaging

66.3.Etc...

. Develop post processing software

. Evaluate ANN with validation data

. Perform in vehicle hole searching and analysis

. Perform in vehicle non sied mounted DOOP tests

. Determines need for further training or processing
. Repeat steps 58 through 71 if necessary

. Perform sled tests to confirm initial DOOP results
. Document DOOP testing results and performance

. Repeat steps 58 through 74 if necessary

. Write summary performance report

. Presentation of vehicle to the customer

. Delivered an OPS equipped vehicle to the customer
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CLAIMS:

We Claim:

1. A method of developing a system tor determining the occupancy state of a seat in a
passenger compartment of a vehicle. comprising the steps of:

mounting transducers in the vehicle:

forming at least one database comprising multipie data sets. each of the data sets representing a
different occupancy state of the seat and being formed by receiving data from the transducers while the seat
is in that occupancy state. and processing the data received from the transducers: and ‘

creating a first algorithm from the at least one database capable of producing an output indicative

of the occupancy state of the seat upon inputting a data set representing an occupancy state of the seat.

2. The method of claim 1. wherein said step of creating a first algorithm from the at least
one database comprises the steps of:
inputting the database into an algorithm generating program. and

running the algorithm-generating program to produce the first algorithm.

3. The method of claim 2. wherein the algorithm generating program is run to generate a

neural network algorithm.

4. The method of claim 1. wherein the at least one database comprises a plurality of
databases.
5. The method of claim 4. further comprising the step of::

providing a different distribution of occupancy states for at least one of the databases.

6. The method of claim 1. further comprising the steps of:
inputting data sets into the first algorithm to obtain a pluratity of output data. and
creating a second algorithm for combining a plurality of output data to form a new output

indicative of the occupancy state of the seat.

7. The method of claim 1. wherein the occupancy states of the seat include occupancy of the
seat by an object selected from the group comprising rear facing infant seats. forward facing human beings.

out-of-position human beings. forward facing child seats and empty seats.
8. The method of claim 7. wherein the occupancy states of the seat include occupancy by
the objects in muitiple orientations and oocupancy by at least one accessory selected from a group

comprising newspapers. books. maps. bottles. toys. hats. coats. boxes. bags and blankets.

9. The method of claim 1. further comprising the step of:
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pre-processing the data prior to processing the data to form the data sets. said pre-processing step

comprising the step of using data created from features of the data in the data set.

10. The method of claim 9. wherein the features of the data in the data set used in said pre-
processing step are selected from a group comprising the normalization factor. the number of data points

prior to a peak. the total number of peaks. and the mean or variance of the data set.

1. The method of claim 1. further comprising the step of’

pre-processing the data prior to processing the data to form the data sets. said pre-processing step
comprising the step of mathematically transtorming the data sets using one or more of the group
comprising normalization. truncation. logarithmic transformation. sigmoid transtormation. thresholding.

averaging the data over time. Fourier transforms and wavelet transforms.

12. The method of claim 1. further comprising the step of:
pre-processing the data prior to processing the data to form the data sets. said pre-processing step
comprising the step ot subtracting data in one data set from the corresponding data in another data set 10

create a third data set of differential data.

13. The method of claim 2. further comprising the steps of:
pre-processing the data sets based on a set of rules derived from the database and which eliminate

some of the data sets from being processed by the algorithm-generating program.

14, The method of claim 13. turther comprising the step of:

deriving the rules using the principles of fuzzy logic.

15. The method of claim 13. further comprising the step of:

utilizing the data sets eliminated from input into the algorithm-generating program to create a

database that is inputted into an algorithm-generating program to generate a second algorithm.

16. The method of claim 1. further comprising the step of :
subjecting the output of the algorithm to additional processing applying principles ot one of fuzzy

logic and neural networks.

17. The method of claim 1. further comprising the steps of:
testing each of the data sets by a pre-processing algorithm for reasonableness. and
modifying or eliminating a data set if the vaiues of the data in the data set fail the reasonableness

test.

18. The method of claim 1. further comprising the step of:

utilizing a trained neural network to eliminate data sets that contain errors.
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19. The method of claim 2. wherein the algorithm generating program uses at least one

computational intelligence system.

20. The method of claim 1. further comprising the step of:
biasing the algorithm toward a particular occupancy state thereby increasing the accuracy of

identifving that occupancy state.

21. The method of claim I. wherein said processing step comprises the step of converting the
analog data from the transducers to digital data and combining the digital data from a plurality of the
transducers to form a vector comprising a string of data from each of the transducers. the first algorithm
being created such that upon inputting a vector from a new data set will produce an output representing the

occupancy state of the vehicle seat.

22. The method of claim 21. further comprising the step of:
normalizing the vectors in the database so that all values of the data that comprise each vector are

between a maximum and a minimum.

23. A method of developing a system for determining the occupancy state of the vehicle seat
in the passenger compartment of a vehicle. comprising the steps of:

forming data sets by obtaining data representative of various occupying objects at various
positions in the passenger compartment and operating on at least a portion of the data to reduce the
magnitude of the largest data values in a data set relative to the smallest data values:

forming a database comprising multiple data sets: and

creating an algorithm from the database capable of producing an output indicative of the

occupancy state of the vehicle seat upon inputting a data set representing an occupancy state of the seat.

24. The method of claim 23. wherein the step of operating on at least a portion of the data

comprises the step of using an approximate logarithmic transformation function.

25. A method of developing a database for use in developing a system for determining the
occupancy state of a vehicle seat. comprising the steps of:

mounting transducers in the vehicle:

providing the seat with an initial occupancy state:

receiving data from the transducers:

processing the data from the transducers to form a data set representative of the initial occupancy

state of the vehicle seat:

changing the occupancy state of the seat and repeating the data collection process to form another

data set:
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collecting at least 1000 data sets into a first database. each representing a different occupancy state
of the seat:

creating an algorithm from the first database which correctiy identities the occupancy state of the
seat for most of the data sets in the first database:

testing the algorithm using a second database of data sets which were not used in the creation of
the algorithm:

identifving the occupancy states in the second database which were not correctly identified by the
algorithm:

collecting new data comprising similar occupancy states to the incorrectly identified states:

combining this new data with the first database:

creating a new algorithm based on the combined database: and

repeating this process until the desired accuracy of the algorithm is achieved.

26. The method of claim 23. further comprising the step of:

creating some of the occupancy states of the seat using live human beings.

27. The method of claim 23. further comprising the step of:

varying the environmental conditions inside the vehicle while data is being collected.

28. The method of claim 27. wherein said environmental conditions varying step comprises

the step of creating thermal gradients within the passenger compartment.

29. The method of claim 23. wherein a personal computer is used in the data collection

process and where data sets are graphically displayed on the monitor of the personal computer.

30. The method of claim 23. further comprising the step of:
using reference markers and gages as part of a systematic method of creating a predetermined

distribution of occupancy states of the vehicle.

31 The method of claim 23. further comprising the step of:
automatically recording the position of various complements of the vehicle selected from the

group comprising the seat. seatback. headrest. window. visor and armrest.

32. The method of claim 25. wherein the varying occupancy states are created by
automatically moving various vehicle complements such as the seat and seatback during the data collection

process.

33. The method of claim 235. turther comprising the step of:

automatically photographically recording at least some of the occupancy states of the seat.
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34, The method of claim 25. further comprising the step of:
validating proper functioning of the transducers and the data collection process by using a
standard occupancy state of the seat and corresponding prerecorded data set. wherein a data set is

periodically taken of the standard occupancy state and compared with the prerecorded data set.

335. The method of claim 25. further comprising the step of:
creating at least one additional algorithm from the at least one database capable of producing in

combination with the first algorithm an output indicative of the occupancy state of the seat.

36. The method of claim 35. wherein at least one of the first algorithm and the at least one
additional algorithm identifies the category of the occupying item of the seat and another of the first
algorithm and the at least one additional algorithm determines the location within the passenger

compartment of the occupying item of the seat.

37. The method of claim 35. wherein at least one of the first algorithm and the at least one
additional algorithm uses a neural network trained for a large number of training cycles and at least one
other of the first algorithm and the at least one additional algorithm is a neural network trained for a

substantially smaller number of training cycles.

38. The method of claim 35. wherein at least one of the first algorithm and the at least one
additional algorithm is trained on a subset of the data in the at least one database and at least one other of

said algorithms is trained on a different subset of the data in the at least one database.

39. The method of claim 335. wherein the data set is inputted first into one of the first
algorithm and the at least one additional algorithm which determines which of the other algorithms will

further process the data set.

40. A method of developing a system for determining the occupancy state of a passenger
compartment seat of a vehicle. comprising the steps of:

mounting a plurality of ultrasonic transducers in the vehicle:

receiving an analog signal from each of the transducers:

processing the analog signals from the transducers to form a data set comprising multiple data
values from each transducer representative of the occupancy state of the vehicle. said data processing
comprising the steps of demodulation. sampling and digitizing of the transducer data to create a data set of
digital data:

forming a database comprising muitiple data sets: and

creating at least one algorithm from the database capable of producing an output indicative of the

occupancy state of the seat upon inputting a new data set representing an occupancy state of the seat.

41. The method of claim 40. further comprising the step of:
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pre-processing the new data set prior to inputting into the at least one algorithm to remove one or

more data elements at particular locations in the data set.

42, The method ot claim 41. wherein the removed data values are the data values

corresponding to the first data obtained during each data collection cycle from the transducers.

43. The method of claim 40. further comprising the step of:

using a neural network to determine which data values are to be removed from the data set.

44. The method ot claim 42. wherein the data values which are removed from the data set

correspond to reflections from surfaces which are furthest away from an airbag module.

45. The method of claim 40. wherein the ultrasonic transducers are mounted at corners of an

approximate rhombus which surrounds the seat.

46. The method of claim 40. wherein the ultrasonic transducers are aimed such that the

ultrasonic fields generated thereby cover a substantial portion of the volume surrounding the vehicle seat.

47. The method of claim 40. further comprising the step of:

adjusting the transducer field angles to reduce reflections off of fixed surfaces within the vehicle.

48. A method of developing a system for determining the occupancy state of a vehicle seat in
a passenger compartment of a vehicle. comprising the steps of:

mounting a set of transducers on the vehicle:

receiving data from the transducers:

processing the data from transducers to form a data set representative of the occupancy state of the
vehicle:

forming a database comprising multiple data sets:

creating an algorithm from the database capable of producing an output indicative of the
occupancy state of the vehicle seat upon inputting a new data set:

developing a measure of system accuracy:

removing at least one of the transducers from the transducer set:

creating a new database containing data only from the reduced number of transducers:

developing a new algorithm based on the new database:

testing the new algorithm to determine the new system accuracy: and

continuing the process of removing transducers. algorithm development and testing until the

minimum number of sensors is determined which produces an algorithm having desired accuracy.

49. The method of claim 48. wherein the transducers are selected from the group consisting

of ultrasonic transducers. clectromagnetic sensors. optical sensors. capacitive sensors. weight sensors. seat
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position sensors. seatback position sensors. seat belt buckle sensors. seatbelt payout sensors. infrared

sensors. inductive sensors. electric field sensors and radar sensors.

50. A method of developing a system for determining the occupancy state of the driver and
J passenger seats of a vehicle. comprising the steps of:

mounting ultrasonic transducers having different transmitting and receiving frequencies in a
vehicle:

receiving data from the transducers:

processing the data from the transducers to form a data set representative of the occupancy state of

10 the vehicle:

forming at least one database comprising multiple data sets: and

creating at least one algorithm from the at least one database capable of producing an output indicative of

the occupancy state of a vehicle seat upon inputting a new data set.

15 51, The method of claim 50 such that transducers having adjacent frequencies are not within

the direct ultrasonic field of each other.
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Subject Classification

Class Instances Weight Category State
ES Empty Seat <101b Empty
FFA [Normally Seated Adult >1051b Enable
FFC |Normally Seated Child <10,105> ib Enable
FFC [Normally Positioned Forward Facing Child Seat <10,45> Ib Enable
OOP |Out-of-position Adult >1051b Disable

OOP  |Out-of-position Child <1051b Disable

OOP |Out-of-position Forward Facing Child Seat <10,45> |b Disable
RFS |Rearward Facing Child Seat <10,45> Ib Disable
RFS |Rearward Facing Infant Seat <10,45> |b Disable

FIG. 12
Categorization of Human Subjects and Child Surrogates
Categorization of Human Subjects
Weight Range kg (1b) Height Range m (in)
Child <0.95,1.15> <1.10,1.30> <1.25,1.45>
(<37‘l‘5’3791?>) (<3’7’7’433!,>) (<4?1,3~4?9">)
<11,25> (<24,55>) Cll Cl12 C13
<22.36> (<48,79>) C21 C22 C23
<33,47> (<73,103>) C31 C32 C33
Adult <1.45,1.65> <1.60,1.80> <1.75,1.93>
(<4’9’3’5’53’>) (<593”’53] 15’>) (<57959’6?5">)
<45,70> (<99,154>) All Al2 Al3
<65,90> (<143,198>) A2] A22 A23
<85,110> (<187,242>) A3l A32 A33

All Human Subjects are to wear light clothes (typically slacks and T-shirts) on entry.

Other types of clothing to be provided by tester.

Child Surrogates

Doll

Baby =0.50 m
(approx. 20™)

Infant = 0.75 m
(approx. 30™)

Child =
1.20m

(approx.
487

FIG. 13
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FIG. 14
Rearward Facing Infant Seats
Designation |Child Seat Attributes
Training  |Arriva base, hood
independent |Assura 565 hood
Training |Baby-Safe -
Training  |Century 590 base, hood
Training  |Evenflo Discovery base, Thar
Training Evenflo Joyride (new) hood
independent |Evenflo Joyride (old) -
Training  |Gerry Guard base
Validation |Kolcraft Travelabout base, Tbar
Training {Rock-n-Ride -
Training {TLC -
FIG- 1> Rearward Facing Child Seat
Designation |Child Seat Attributes
Training |Century 1000 -
Validation |Century 2000 STE -
Training |Century Ovation -
Training  |Century Smartmove 5T table
Training |Champion table
Training  |Fisher Price Child Seat table
Training |Touriva -
Training |Ultara table
Training |Vario Exclusive table
r1G. 16 Forward Facing Child and Booster Seats
Designation |Child Seat Attributes
Training |{Century 1000 -
Validation [Century 2000 STE -
Training  |Century Ovation -
Validation |Century Smartmove 5T table
Training |Champion table
Validation |Fisher Price Booster -
Training  |Fisher Price Child Seat table
Training  |Gerry Booster table
Training |Touriva -
Training |Ultara table
Training  |Vario Exciusiv table
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Network Training Set Collection Matrix (Vehicle E)
FIG. 18A Rev 1.1
# | Class {Subject/Object Attributes Actions Config. | Belt | Conditions
1 ES |None None Motions of track and (A) N.A. | Ambient
recline
2 | FFA |A22 Medium Clothes, Motions in safe seating B Yes Ambient
Magazine area
3 | OOP |A22 Medium Clothes Motions in NFZ C No Ambient
4 | FFC |Century 1000 {Infant Doll Motions in safe seating D No Ambient
area
5 | RFS [Century 1000 {Baby Doll Motions in entire seating E No Ambient
area
6 ES [None Beaded Cover Motions of track and (F) N.A. | Ambient
recline
7 | FFA [All Medium Clothes Motions in safe seating G Yes | Ambient
area
8 | OOP |[Touriva Infant Doll, Blanket {Motions in NFZ H No Ambient
9 | FFC |Touriva Infant Doll, Blanket [Motions in safe seating A No Ambient
area
10 | RFS |Century 590  [Baby Doll, Hood |Motions in entire seating B No Ambient
area
11 ES |None Fabric Cover Motions of track and ©) N.A. | Ambient
recline
12 | FFA |A33 Medium Clothes, [Motions in safe seating D No Ambient
Newspaper area
13 | OOP [A33 Medium Clothes Motions in NFZ E Yes | Ambient
14 | FFC (C22 Medium Clothes Motions in safe seating F No Ambient
area
15 | RFS |Touriva Baby Doll, Bianket [Motions in entire seating G No Ambient
area
16 | ES [None Blanket Motions of track and (H) N.A. | Ambient
recline
17 | FFA [A21 Heavy Clothes Motions in safe seating A No Ambient
area
18 | OOP (C11 Heavy Clothes Motions in NFZ (standing) B No Ambient
19 | FFC |C11 Heavy Clothes Motions in safe seating C No Ambient
area
20 | RFS |TLC Baby Doll Motions in entire seating D No Ambient
area
21 ES |None None Motions of track and (E) N.A. | Solar Heat
recline
22 | FFA [Al2 Light Clothes, Motions in safe seating F Yes | Solar Heat
Magazine area
23 | OOP jAl2 Light Clothes Motions in NFZ G No | Solar Heat
24 | FFC |Champion Infant Doll Motions in safe seating H No | Solar Heat
area
25 | RFS |Champion Baby Doll Motions in entire seating A No | Solar Heat
area
26 | ES |None Beaded Cover Motions of track and B) N.A. | Solar Heat
recline
27 | FFA [A23 Light Clothes Motions in safe seating C Yes | Solar Heat
area
28 | OOP |Vario Exclusive|Child Doll Motions in NFZ D No | Solar Heat
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29 | FFC |Vario Exclusive
30 | RFS [Joyride (new)
31 | ES |None
32 | FFA |A32
33 | OOP {A32
34 | FFC |C33
35 | RFS {(Ultara
36 | ES [None
37 | FFA |A22
38 | OOP |C21
39 | FFC |C21
40 | RFS [Arriva
41 ES |{None
42 | FFA |All
43 | OOP (All
44 | FFC |Gerry Booster
45 | RFS [Fisher Price CS
46 | ES |None
47 | FFA |A33
48 | OOP |Ultara
49 | FFC [|Ultara
50 | RFS |Baby Safe
51 | ES |None
52 | FFA |A21
53 | OOP |A21
54 | FFC (C12
55 | RFS |Vario Exclusive
56 | ES |None
57 | FFA |Al12
58 | OOP |C23

16/22

Child Doll, Blanket
Baby Doll
Fabric Cover

Light Clothes,
Newspaper

Light Clothes
Light Clothes

Baby Doll, Blanket
Blanket
Medium Clothes

Medium Clothes
Medium Clothes

Baby Doll, Hood
Handbag

Heavy Clothes,
Magazine
Heavy Clothes
Infant Doll

Baby Doll

Beaded Cover,
Handbag
Heavy Clothes

Inflant Doli,
Blanket

Inflant Doll,
Blanket

Baby Doll, Handle
up

Fabric Cover,
Handbag
Heavy Clothes,
Newspaper
Heavy Clothes
Heavy Clothes

Baby Doll, Blanket
Blanket, Handbag
Rain Clothes

Rain Clothes
FIG.

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ

18B
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No | Solar Heat
No | Solar Heat
N.A. | Solar Heat
No | Solar Heat
Yes | Solar Heat
No [ Solar Heat
No | Solar Heat
N.A. | Solar Heat
No | Solar Heat
No | Solar Heat
No | Solar Heat
No | Solar Heat
N.A. | Ambient
Yes | Ambient
No Ambient
No Ambient
No Ambient
N.A. | Ambient
Yes Ambient
No Ambient
No Ambient
No Ambient
N.A. | Ambient
No Ambient
Yes | Ambient
No Ambient
No Ambient
N.A. | Ambient
No Ambient
No Ambient
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59 | FFC
60 | RFS
61 | ES
62 | FFA
63 | OOP
64 | FFC
65 | RFS
66 | ES
67 | FFA
68 | OOP
69 | FFC
70 | RFS
71 | ES
72 | FFA
73 | OOP
74 | FFC
75 | RFS
76 | ES
77 | FFA
78 | OOP
79 | FFC
80 | RFS
81 | ES
82 | FFA
83 | OOP
84 | FFC
85 | RFS
86 | ES

C23
Rock'n'Ride
None

A23

A23

Century
Ovation
Century
Ovation

None

A32

Fisher Price CS
Fisher Price CS
Gerry Guard
None

A22

A22

C32
Smartmove 5T
None

All

C22

C22
Discovery
None

A33

A33
Champion

Champion

None
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Rain Clothes
Baby Doll

None

Light Clothes,
Magazine

Light Clothes
Inflant Doll
Baby Doll
Beaded Cover
Light Clothes
Child Doll
Child Doll, Blanket
Baby Doll
Fabric Cover
Light Clothes,
Newspaper
Light Clothes
Light Clothes
Baby Doll, Blanket
Blanket
Medium Clothes
Medium Clothes
Medium Clothes
Baby Doll, Handle
up

Pizza Box

Rain Clothes,
Magazine

Rain Clothes
Infant Doll
Baby Doll

Beaded Cover,

Pizza Box

FIG.

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ

Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and

recline

18C

(E)

No

N.A.

Yes

No

N.A.

Yes

No

N.A.

No

Yes

No

No

N.A.

No

No

N.A.

Yes

Yes
No

No

N.A.
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Ambient

Ambient

Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Air
Conditioner
Ambient

Ambient

Ambient
Ambient

Ambient

Ambient
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87 | FFA
88 | OOP
89 | FFC
90 | RFS
91 { ES
92 { FFA
93 | OOP
94 | FFC
95 | RFS
96 | ES
97 | FFA
98 | OOP
99 | FFC
100 | RFS
101 | ES
102 | FFA
103 | OOP
104 | FFC
105 | RFS
106 | ES
107 | FFA
108 | OOP
109 FFC
110 { RFS
11| ES
112 | FFA
1131 OOP
114 | FFC
115 | RFS
116 [ ES
117 | FFA

A2l

Vario Exclusive
Vario Exclusive

Joyride (new)
None
Al2

Al2

Ultara

None

Arriva
None
A32

A32

Century 1000
Century 1000
None

A22

Vario Exclusive
Touriva

Century 590
None
All

All

32
Touriva

None

18/
Rain Clothes

Child Doll, Blanket
Child Doll, Blanket

Baby Doll, Hood
Fabric Cover, Pizza
Box

Rain Clothes,
Newspaper

Rain Clothes

Rain Clothes

Baby Doll, Blanket
Blanket, Pizza Box

Light Clothes

Light Clothes
Light Clothes

Baby Doll, Hood
None

Light Clothes,
Magazine

Light Clothes
Infant Doll

Baby Doll
Beaded Cover
Rain Clothes
Inflant Doll
Inflant Doll,
Blanket

Baby Doll
Fabric Cover
Light Clothes,
Newspaper
Light Clothes
Light Clothes
Baby Doll, Blanket
Blanket

Heavy Clothes

FIG.

22

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

Motions in NFZ
Motions in safe seating
area

Motions in entire seating
area

Motions of track and
recline

Motions in safe seating
area

18D
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H Yes Ambient
G No Ambient
B No Ambient
A No Ambient
(D) N.A Ambient
C No Ambient
F No Ambient
E No Ambient
H No Ambient
Q) N.A. | Ambient
B No Ambient
A No Ambient
D No Ambient
C No Ambient
F) N.A. | Car Heat
E Yes | Car Heat
H Yes | Car Heat
G No Car Heat
B No Car Heat
(A) N.A. | Car Heat
D Yes | Car Heat
C No Car Heat
F No Car Heat
E No Car Heat
(H) N.A. | Car Heat
G No Car Heat
B No Car Heat
A No Car Heat
D No Car Heat
© N.A Car Heat
F No Car Heat
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123
124

125

126

127

128

129

130

131

132

133
134

135

136

138
139

140

141

142

143
144

145

146

147

148

1010)
FFC

RFS

ES

FFA

10]0) ¥
FFC

RFS

ES

FFA

ooP

FFC

RFS

ES

FFA

OOP
FFC

ES

FFA

OOP
FFC

RFS

ES

FFA

(010)3
FFC

ES

FFA

010)%

C22
C22

TLC

None

A21

A21

Century
Ovation
Century
Ovation

None

Al12

Fisher Price CS
Fisher Price CS
Gerry Guard
None

A23

A23
Cll

Smartmove 5T
None
A32

C33

C33
Discovery
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PCT/US00/14903
E No Car Heat
H No Car Heat
G No Car Heat
(G) N.A. | Ambient
H Yes | Ambient
E Yes | Ambient
F No Ambient
C No Ambient
(D) N.A. | Ambient
A Yes | Ambient
B No Ambient
G No Ambient
H No Ambient
(E) N.A. | Ambient
F No Ambient
C No Ambient
D No Ambient
A No Ambient
(B) N.A. | Ambient
G No Ambient
H No Ambient
E No Ambient
F No Ambient
©) N.A. | Solar Heat
D Yes | Solar Heat
A Yes | Solar Heat
B No | Solar Heat
G No | Solar Heat
(H) N.A. | Solar Heat
E Yes | Solar Heat
F No | Solar Heat
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FIG.
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# | Class {Subject/Object Attributes Actions Config. | Belt | Conditions

1 ES Motions of track and (A) N.A. | Ambient
recline

2 | FFA Motions in safe seating B Yes | Ambient
area

3 | OOP Motions in NFZ C No Ambient

4 | FFC Motions in safe seating D No Ambient
area

5 | RFS Motions in entire seating E No Ambient
area

6 ES Motions of track and (F) N.A. | Ambient
recline

7 | FFA Motions in safe seating G Yes | Ambient
area

8 | OOP Motions in NFZ H No Ambient

9 | FFC Motions in safe seating A No Ambient
area

10 | RFS Motions in entire seating B No Ambient
area

11} ES Motions of track and © N.A. | Ambient
recline

12 | FFA Motions in safe seating D No Ambient
area

13 | OOP Motions in NFZ E Yes | Ambient

14 | FFC Motions in safe seating F No Ambient
area

15 | RFS Motions in entire seating G No Ambient
area

16 | ES Motions of track and (H) N.A Ambient
recline

17 | FFA Motions in safe seating A No Ambient
area

18 | OOP Motions in NFZ (standing) B No Ambient

19 | FFC Motions in safe seating C No Ambient
area

20 | RFS Motions in entire seating D No Ambient
area
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